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Procedure:
lst tone 2nd tone 3rdtone 4th tone ¢ Tested at two time points:
o week 1
o week 15
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e Connectionist model of spoken word
recognition .
e Three tiers: features, phonemes, and words |

e Dynamic: tiers activate excitement and

inhibition throughout the process of word
recognition [4, 5]
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e Splitting the second tier:
tonemes [6]
e TRACE-T [8]
o segment features
o tonal features
o Mandarin & other tonal
languages
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e Pitch height: 1 (lowest) ~5
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e Pitch slope: Level (L = 6),
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Reduced Tones as Learninc _________ Discussion
e Naive listeners rely on FO height and slope less than L1 listeners for tonal word e We successfully extended jJTRACE modeling to a novel L2 learner population.
recognition [10]. e We adapted the TRACE-T phonology to capture L2 word recognition of both
e Two lexicons were created following TRACE-T [8]: week 1 (25% tonal segmentally identical and tonally contrastive items, and segmentally
information) and week 15 (50% tonal information). contrastive and tonally contrastive items.
e The null effect of learning could be due to large variability at week 1, small

sample size, a limited number of data points, and/or our linear regression

Examples: modeling approach.

Week 1 Learner Lexicon Week 15 Learner Lexicon

Competitor: (/7 1-6 | fu/ | 27 [/ | 37 Competitor: (F7REXDETTACEIN T APTAN T A Futur e Dll' e Cth I\.S
H H H e Increasing stochastic noise in the JTRACE model may produce similar results
Distractor 1: {42/ (85 5 ﬁ/{ 56 »l?/* -6 Distractor : (RGP #)/4 -6 for early learners in line with [4] and [7] that are more generalizable to non-
tone languages.
e Comparing JTRACE modeling and eye-fixation data of L1 Mandarin listeners.
e Modeling the tone competitor fixations in the segmentally identical but tonally

contrastive condition with growth curve analysis and/or generalized
additive mixed models.
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