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Abstract

We study the impact of recessions on the real wages of undocumented immigrants
in the US using data from the Mexican Migration Project. Empirical evidence shows
that undocumented immigrants experience larger wage drops during recessions than
natives, suggesting that the frequent renegotiation of contracts leads to greater wage
flexibility. Because migration decisions also adjust to these wage changes, the ob-
served equilibrium wages are capturing both lowered aggregate productivity and a
smaller supply of migrant workers. To separate these effects, we analyze an equi-
librium migration model where native wages are rigid while immigrant wages are
flexible. In a counterfactual experiment with a fixed supply of immigrant workers,
we see a stronger relationship between aggregate negative productivity shocks and
immigrant wages. We also find that the flexibility of immigrant wages reduces the
volatility of native employment over the business cycle.
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1. Introduction

Data from recent years show that undocumented immigration rates dropped during the
downturn in the US economy, most likely in response to weaker job opportunities.1 How-
ever, little is known empirically on how undocumented immigrant wages change over the
business cycle. Past work has found evidence of wage rigidity in the native population,
implying that adjustments occur through the unemployment rate. This is typically ex-
plained by the permanence of labor market contracts. Due to the short-term nature of
employment for undocumented immigrants, we might expect greater wage flexibility for
this group than for natives. In this paper, we aim to understand how undocumented
immigrant wages change over the business cycle.

Using data from the Mexican Migration Project (MMP), we study how undocumented
immigrant wages respond to labor market conditions in the US. These data provide a
unique opportunity to study this issue since the survey reports both legal status and
wages. When wages decrease, fewer people will choose to move to the US.2 Because
of this, the observed equilibrium wage is capturing both lowered aggregate productivity
and a smaller supply of migrant workers. We build an equilibrium model, where a firm
hires immigrant and native workers, to study how this mechanism affects immigrant
wages. The flexibility of immigrant wages could also affect native outcomes. By looking
at this in a unified setting, we can use the model to understand how the variations in
migrant wages affect native employment fluctuations over the business cycle.

Previous work has found greater flexibility in immigrant wages than in native wages,
but did not differentiate between legal and undocumented immigrants. Bratsberg et al.
(2006) and Orrenius and Zavodny (2010) find that immigrant wages are more cyclical than
those of natives; however, they use CPS data, which does not report legal status. Similarly,
Chiswick et al. (1997) find that the labor market status of immigrants is more sensitive to
cyclical fluctuations than in the native-born population. By using the MMP, we are able to
isolate the effect to the undocumented immigrant population. Furthermore, these papers
only look at overall changes, and do not segregate the effects of lowered productivity and
reduced migration rates.

We use the MMP data to show that undocumented immigrant wages decrease as the
US unemployment rate increases. In comparison to previous work, we control for se-
lection by looking at the wage growth of immigrants over repeated trips to the US, and
again find a negative correlation between wages and the unemployment rate. One com-
ponent of this adjustment is that individuals move to lower-paying occupations. How-

1For example, see Dougherty and Jordan (2009).
2Empirical work finds that immigration rates are affected by changes in US wages. See Hanson and

Spilimbergo (1999), Lessem (2017), and Nakajima (2014).
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ever, when we look at each occupation separately, we see lower wages in most sectors
during downturns. This shows that the overall wage decrease results both from lowered
productivity and from shifts to lower-paying sectors. If this wage flexibility is due to un-
documented status and short-term labor contracts, we should see a smaller effect in the
legal immigrant population. We run the same analysis with legal immigrants in the MMP
and Mexicans surveyed in the CPS, and see smaller effects.

The first part of the paper shows that undocumented immigrant wages adjust over the
business cycle. As wages decrease, fewer people move to the US, decreasing the supply of
immigrant workers. Motivated by these facts, we build a model where Mexicans migrate
between the two countries, making decisions by comparing their wage options in the two
countries. After seeing an aggregate productivity shock, a representative firm hires native
and immigrant workers. Native wages are fixed, and immigrant wages are determined
through firm demand in response to the productivity shock and immigrant labor supply.
We calibrate the parameters of the model so as to replicate the patterns in migration rates
and native employment levels between 1980 and 2011.

We use our results to decompose the decrease in immigrant wages during a downturn
into two factors: a negative aggregate productivity shock and the supply response of
immigrants. In a counterfactual experiment, we shut down the migration channel and
show a stronger relationship between aggregate shocks and immigrant wages. We also
show that the flexible wage setting of immigrants mitigates some native employment
fluctuations over the business cycle.3

This paper can be contrasted with the empirical findings that wages do not decrease
as much as initially expected in a downturn. Hall (1980) finds that average wages fluctu-
ate less than labor’s marginal revenue product or the total volume of employment over
the business cycle.4 Other papers confirm this view, finding a weak relationship between
wages and output or employment.5 More recent work, such as Solon et al. (1994) finds
evidence of wage cyclicality, claiming that the past work did not account for composition
effects that gave more weight to low-skill workers in expansions than in recessions. Eslby
et al. (2016) also find that real wages are procyclical, although they do report that real
wages for men in the Great Recession adjust slower. We compare our results on immi-
grants to those on natives, testing if there are different effects in these populations.

3We calibrate a fraction of natives whose employment is impacted by undocumented immigrants. We
find that the flexible wage setting of immigrants mitigates these natives’ employment fluctuations.

4The parallel discussion is on nominal wage rigidity (see, for example, Fischer (1977)). Since we focus
on the response of real wages to economic fluctuations, we discuss only real wage stickiness.

5See Abel and Bernanke (1992), Christiano and Eichenbaum (1992), Greenwald and Stiglitz (1988), Hall
and Taylor (1991), and Prescott (1986).

3



There are numerous theoretical models to explain this trend.6 The crucial assump-
tion in these papers is that workers are in long-term contracts, which helps to explain
this wage rigidity. This would imply that we should see greater flexibility in the undoc-
umented immigrant population, where most jobs are short-term since contracts are not
enforceable. It is beyond the scope of the paper to provide direct empirical evidence sup-
porting that immigrants’ wages are more frequently re-negotiated than those of natives;
instead, we focus on documenting the flexibility of immigrant wages and offer this as a
potential explanation. Existing literature supports this view that undocumented immi-
grants’ labor contracts tend to be less formal. The undocumented immigrants are em-
ployed "without a legal contract that defines the terms and conditions for their jobs" and
"typically contracted on an at-will basis" (Hanson, 2007).

Some empirical studies support this view that newly negotiated contracts will more
easily adjust to the state of the economy. Oreopoulos et al. (2012) find significant costs
to graduating in a recession, meaning that workers who are just starting their career
will earn lower wages during downturns. This suggests that undocumented immigrant
wages would be affected by economic conditions, since wages are constantly negotiated
due to the absence of long-run contracts.

The paper is organized as follows. Section 2 explains the data, and the empirical
analysis is shown in Section 3. The equilibrium analysis is explained in Section 4. Section
5 concludes the paper.

2. Data

We use data from the MMP to estimate the relationship between immigrant wages and
US economic conditions. The MMP is a repeated cross-sectional survey that started in
1987 and is still ongoing. Most respondents were surveyed in Mexico, and asked about
prior moves to the US.7 Detailed information is collected about each person’s first and last
move to the US, including these people’s wages and legal status, enabling us to study how
wages change over the business cycle.8 The MMP also gathers a retrospective migration

6Implicit contract theory (Baily (1974), Gordon (1974), Azariadis (1975)) explains this through a model
where risk-neutral firms insure risk-averse workers. Beaudry and DiNardo (1991) find that a worker’s
current wage is more sensitive to the worst economic conditions since the start of a job than the contempo-
raneous unemployment rate. Their findings supports implicit contract theory. Search theoretic models can
also be used to mimic the sluggish response of real wages in contrast to high fluctuations in unemployment
(Pissarides (1985)).

7There is also limited sampling in the US, but these sample sizes are small.
8Unfortunately, there is only information on one job for each trip. When the duration of a trip spans

multiple years, we do not know which job on the trip the data refer to.
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history from household heads and spouses, enabling us to create a panel dataset with
each person’s location at each point in time. This will allow us to examine changes in
immigrant flows over the business cycle. The panel dataset also reports each person’s
occupation at each point in time.

We use demographic information such as age and years of education. Wages are
converted to 2012 US dollars using the CPI index from the Bureau of Labor Statistics.
Since workers only report one wage for the first and last trip, we use the average inflation
rate over the duration of each trip.

Four main data restrictions are made. First, we focus on men, since female labor force
participation rates are low, making their migration decisions less influenced by the state
of the economy. Second, we restrict the sample to migrants who claimed their first and
last trip to be on undocumented status. Since our goal is to contrast the reaction of wages
of undocumented immigrants and natives, we obtain better estimates by eliminating legal
immigrants–including temporary visa holders–who are more likely to be working under
similar conditions as natives. Third, we focus on immigrants who first visited the US after
the Bracero program (1942–1964). During this period, the US government aggressively
encouraged temporary laborers to fill the shortage in the agricultural labor force after
World War II. Legal workers under the program were protected, through, for example,
the minimum wage. We omit these observations from our sample because of the different
selection into undocumented migration in this period. In addition, since we are interested
in how wages correlate with the state of the economy, we need to pinpoint each wage with
a given point in time. However, the MMP reports only one wage for each trip, which
means that for people with long durations of stay in the US, we do not know what point
in time the wage is referring to. Therefore, we restrict the sample to those who stayed
for less than 15 months. This means that the sample average of the unemployment rate
over the visit duration is calculated using at most two years. Since the duration of stay
correlates with wage, eliminating workers who stayed longer potentially leads to some
biased results.9 Also, this restriction results in the loss of 39% of the data. In Section 3.3,
we perform robustness checks using the full sample, to make sure that this data restriction
is not affecting our findings.

The MMP data allow us to study how undocumented wages change over the busi-
ness cycle. In particular, it is a very unique dataset because it provides information on
undocumented immigrant wages, which is not possible to precisely pin down in other
surveys.10 However, there are some weaknesses of the data. In each round of the sur-

9The direction is ambiguous. A higher wage gives an incentive to stay longer and earn more, but also
allows one to accumulate savings faster and return to Mexico.

10The Los Angeles Family and Neighborhood Survey gives information on wages and legal status, but
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vey, households are randomly selected from a given set of communities to be included
in the survey. The communities chosen, especially in the early years of the survey, were
mostly from areas where migration to the US was prevalent. Over time, the survey has
expanded into areas with lower migration rates. Nonetheless, the communities are not
selected randomly. Since there are booms and recessions repeatedly throughout the years
we use, we believe that this non-randomness of sampled communities is not driving our
results. Furthermore, most of the sampling is done in Mexico and covers past migration
histories. Because of this data collection method, households who have entirely moved
to the US or households from communities with low migration rates are not included in
the sample. Thus, our results only capture the characteristics of temporary migrants from
communities with high migration rates.

2.1 Summary statistics

Table 1 presents summary statistics on the sample of undocumented immigrants that is
used in the paper. The first column looks at the full sample of men used in this paper.
First, looking at demographics, we see that the sample is dominated by individuals with
relatively low educational attainment, as 90% of the sample has fewer than 12 years of
education. Next, we look at some summary statistics on migration behavior. The mean
age of a person’s first trip to the US is around 26. The average migrant has made approx-
imately 2.6 trips to the US, and around 44% of migrants moved to the US just once. On
average, each trip to the US lasts for around 40 months. Looking at wages, we find that
average hourly wages are around $11.11 Immigrants work in mainly agricultural, man-
ufacturing, and service sectors. The second column restricts the sample to those we use
in the main specification, which is people with migration durations less than 15 months.
This results in a loss of a large share of the data, and we see much shorter durations based
on this sample selection. The third and fourth columns look at only household heads, for
whom we have some extra information, most importantly monthly wages.

2.2 Measuring recessions

To study how immigrant wages change over the business cycle, we need a measure of the
variation in economic conditions. To do this, we use the US unemployment rate at each
point in time. Figure 1 shows variations in the unemployment rate over time for the total

the samples are limited to poor neighborhoods in the Los Angeles area.
11For the first trip to the US, wages can be reported at the hourly, weekly, or monthly level. We convert

all wages to hourly wages, assuming each worker works 8 hours per day, 5 days a week, 30.5
7 weeks per

month, and every month of the year. For the last trip to the US, wages are reported at the hourly level.
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population and Mexican immigrants, using data on people aged 16 and over from the
CPS. Since both unemployment rates track each other closely, we use the unemployment
rate for all individuals to measure the state of the economy. In the estimation, we use
the unemployment rate in the state where a person is living to allow for variations across
locations. Because of potential selection into low unemployment states, we repeat our
analysis using national unemployment rates as a robustness check in Section 3.3.

3. Empirical evidence

In this section, we study how undocumented immigrant wages change over the business
cycle. We first do this using OLS, and find that wages decrease as the unemployment rate
increases. The MMP data provide wages for a person’s first and last trip to the US, giving
us two data points for people who have moved more than once. We use this to analyze
how an individual’s wages change with the business cycle.12 The decrease in immigrant
wages could be due to lowered productivity or to shifts into lower-paying occupations
during a downturn. We find evidence that both mechanisms are important. Overall,
we see that the wages of undocumented immigrants adjust over the business cycle. We
argue that a potential cause of this flexibility is the short-term nature of labor contracts in
this population. If this is true, we should see less flexibility in the wages of documented
immigrants from Mexico. In the last part of this section, we repeat this exercise using
legal immigrants, using both MMP and CPS data. We see a larger effect of recessions in
the undocumented population.

3.1 Wage levels

We use OLS to estimate the effect of economic conditions on undocumented immigrant
wages. To do this, we test how wages vary with the unemployment rate, while control-
ling for relevant demographic characteristics. In order to correctly evaluate the variations
in wages over the business cycle, we need to control for any trends that are not caused by
economic conditions or the distribution of demographic characteristics. The latter compo-
nent is important because the MMP is a retrospective survey, and hence, the distribution
of demographic factors changes over time. For example, the average age in the sample
increases monotonically from 1965 to 2011. Thus, it is likely that the distribution of unob-
servable factors also changes over time. To account for this, we use an HP-filtered time
trend. See Appendix A for details on how this was constructed.

12This is done to attempt to control for selection. However, this is a biased sample, since we only have
two observations for people who chose to move to the US more than once.
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We run the following wage regression using OLS:

log(wit)− τt = α0 + α1Xit + α2ut + α3Gt + εit , (1)

where wit is wages, τt is an HP-filtered time trend, and εit is an independent and identi-
cally distributed (i.i.d.) error. The vector Xit contains individual characteristics, such as
age, education, and English skills. The English skills variable is only available for house-
hold heads. The term ut is the state unemployment rate at time t, which is the average
unemployment rate during the time an immigrant was in the US.

We also include controls for government policies Gt, which include a dummy variable
for years after 1986, when the Immigration Reform and Control Act (IRCA) was passed. This
law legalized most undocumented immigrants living in the US at the time and also led to
increased border enforcement in future periods, and therefore could have caused changes
in immigration decisions. In some specifications, we also include US border enforcement,
to make sure we are capturing effects due to the state of the economy and not government
policies, which are correlated according to some study.13

Table 2 shows the results. In column (1), we use the full sample and find that a one
percentage point increase in the unemployment rate lowers hourly wages by almost 2%.
One concern about these results is recall bias, since the MMP surveys are conducted af-
ter migrants return to Mexico. In column (2) we only include people whose migration
was within five years of the survey, to reduce recall bias, and we again see similar ef-
fects. Another concern is that changes in the state of the economy are correlated with US
border enforcement efforts. In column (3), we add a control for US border enforcement,
and this does not change the results. Column (4) shows the results using monthly instead
of hourly wages, which are only reported for the household head’s most recent trip to
the US. This allows us to account for wage effects as well as unemployment effects, in
that during a recession people may also find fewer hours of work. We can also control
for English skills in this specification, since this variable is only available for household
heads. In this case, the coefficient on the unemployment rate is still negative and statis-
tically significant.14 This sample is substantially different and smaller than the sample in
column (1), since we only have this information for the household head’s last trip to the
US. To check if the household head sample is different than the full sample, in column (5)
we keep the same sample as in column (4), but look at hourly wages. In this case, we see
similar effects as in column (1).

13Hanson and Spilimbergo (2001) find that border enforcement tends to relax during economic booms.
14We find no statistically significant changes in the hours of work over the business cycle. We find similar

results when we restrict the sample to those who worked for no less than 30 hours per week.
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3.2 Wage growth

In the previous section, we found that hourly wages decrease as the unemployment rate
increases. However, as wages decrease, people become less likely to migrate, changing
the composition of the migrant population. If an unobservable factor (i.e., skill) affects
wage outcomes in the US, it will also affect migration decisions. As wages in the US de-
crease, the composition of the migrant population would change. In this setting, looking
at just the average wages of those who chose to move will give biased results. In this sec-
tion, we use data on repeat migrants to estimate the changes in wages during a recession
while controlling for selection.

We use data from immigrants who made multiple trips to analyze the relationship
between wage growth and economic conditions. Because we are looking at the same
individual over time, individual fixed effects cancel out and we can address this type of
selection.

Consider a modification of equation (1) that includes an individual fixed effect:

log(wit)− τt = α0 + α1Xit + α2ut + α3Gt + µi + εit , (2)

where µi is an individual fixed effect that will be differenced out when we look at wage
growth. Consider the changes between the first and last trip, denoted by F and L, respec-
tively:

∆ log(wi)− ∆τi = α0 + α1∆Xi + α2∆ui + α3∆Gi + ∆εi, (3)

where ∆ log(wi) = log(wFi) − log(wLi) is the difference in hourly wages between the
first and last trip.15 As in the analysis for the wage levels, we control for the state of the
economy using the unemployment rate u in the state where a person is living. Hence,

∆ui = uFi − uLi. (4)

For the other explanatory variables (Xi), we use the change in age between the first and
the last trip, the year of the first US migration, and the total number of trips.

Table 3 shows the results. We can only look at hourly wages in this case because
monthly wages are only reported for a household head’s most recent trip to the US. In col-
umn (1), we see a negative and statistically significant coefficient on the unemployment

15When we estimate this regression, we move ∆τi to the right hand side of the equation. This is because
there are two time trends in this regression, and if we leave it on the left hand side, we lose a lot of precision
due to the inclusion of two estimated terms in the dependent variable. In this regression, ∆τi becomes an
independent variable. To keep our methodology consistent, we do this each time we run a wage growth
regression in later parts of the paper.
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rate, indicating that people earn lower wages in a recession. To interpret this, consider
two workers with the same characteristics. Suppose worker A did not experience any
economic change (i.e., ∆u = 0) and worker B experienced a unit increase in the unem-
ployment rate between the first and last trip (i.e., ∆u = 1). Then worker B’s wage on the
last trip will be 2.9% lower than worker A’s. In column (2), we add in some additional
controls and do not see a substantial change in the results. In column (3), we attempt to
address recall bias by using only people who had moved within five years of the survey.
This substantially reduces the sample size because, for this analysis, we need two obser-
vations for each person, and there are not many respondents with both their first and last
US migration with five years of the survey. In this case, the coefficient is still negative and
statistically significant. In column (4), we add in controls for US border enforcement, and
this does not change the baseline results.

3.3 Robustness checks

In Sections 3.1 and 3.2, we find that increases in the unemployment rate lowered the
wages for undocumented immigrants. However, our sample only included respondents
who stayed in the US for less than 15 months. This is a strong restriction that results in
a loss of almost 40% of the data. In addition, this sample is endogenously selected, and
the selection may be correlated with the US unemployment rate. For example, suppose
migrants who are successful in the US labor market are more likely to stay for longer
durations, and US business cycles are positively correlated with those in Mexico. Then,
it could be that during recession in the US, even unsuccessful migrants choose to stay
longer in the US because their wages in Mexico are also going down. If this is the case,
then the relationship between US unemployment and US wages will be biased upward.
We control for this selection using a Heckman selection model. We use rainfall in the
origin Mexican state as an instrument, following Munshi (2003) who uses rainfall in the
origin community in Mexico as an instrument for the size of network at the destination.
This is correlated with the length of stay in the US, but uncorrelated with US wages and
the US unemployment rate. These results are shown in Table 4. As in the previous section,
even after we control for selection, we see that increases in the unemployment rate lower
wages.

As another robustness check, we relax this assumption and include all respondents.
Since only one wage is reported for each trip, it is unclear how to calculate the unemploy-
ment rate, since averaging the unemployment rate over many years can cause us to miss
the effect of a downturn. We use the last year the person was in the US as the unemploy-
ment rate for each observation. We chose this instead of the first year of each trip because
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certain time-varying regressors have a stronger relationship with wages when they were
measured at the end of the trip instead of the start of the trip. We repeat the analysis for
wage levels and growth, as in Sections 3.1 and 3.2, and the results are in Appendix B.1. In
Table B.1.1, we look at the wage-level regressions. The sign of the coefficient on the un-
employment rate stays the same, although it decreases in magnitude. When we restrict
the sample to household heads, there is no statistically significant effect of the unemploy-
ment rate on wages. Table B.1.2 shows the wage growth regression. In all specifications,
we see that an increase in the unemployment rate lowers wages.

The baseline results use the unemployment rate in the state where a person is liv-
ing. This leads to endogeneity concerns since people can select into low unemployment
states. In Appendix B.2, we use national unemployment rates as an additional robustness
check.16 Table B.2.1 shows the wage-level regressions, and the results are very similar to
the baseline specification. Table B.2.2 shows the results for wage growth, and we see a
negative effect of the unemployment rate on wages in all specifications.

3.4 Occupation changes

The results in the previous sections show that as the unemployment rate increases, immi-
grants earn lower wages. We do not control for occupations, suspecting that occupations
could be a choice variable that varies with the business cycle. In this section, we study
what happens to occupations over the business cycle.

We estimate the probability that a person works in a given sector (agriculture, skilled
manufacturing, unskilled manufacturing, transportation, services, and sales) using a
multinomial logit regression. We control for demographic factors, a time trend, primary
occupation in Mexico, and occupation held in the previous year. The MMP reports
a worker’s occupation for each year of US stay, so for this analysis, we also include
immigrants who stayed for more than 15 months.17 The results, reported as marginal
effects in Table 5, demonstrate that, as the unemployment rate increases, people are more
likely to work in agriculture, unskilled manufacturing, and sales, and less likely to work
in skilled manufacturing. This suggests that people shift to different occupations over
the business cycle.

In Table 6, we repeat the OLS wage regressions in Section 3.1 using controls for occu-

16Data on state unemployment rates are from the Local Area Unemployment Statistics from the Bureau
of Labor Statistics. These are seasonally adjusted values.

17In the wage analysis, we had to drop these people, since wages are only reported for the first and last
trip, so we do not know the year of each wage for people with long durations of stay in the US. In the
occupation analysis, we can include these people since we have occupations in each year. We find a similar
result when we restrict to those who stayed in the US for less than 15 months.
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pations. The first column uses all men, and the second column uses just male household
heads (allowing us to control for English skills). The third column restricts to wages
within the past five years to limit recall bias, and column (4) uses all men and adds con-
trols for border enforcement. In all specifications, we see that both skilled and unskilled
manufacturing jobs pay more than jobs in agriculture. Since more people work in agri-
culture in downturns and agriculture pays lower wages, these occupational changes lead
to lower average wages when the unemployment rate increases. This is one component
of reduced wages in a recession. In addition, we see that even with these occupation
controls, an increase in the unemployment rate lowers wages.

The previous wage regressions allowed for the effects of economic conditions to be
constant across sectors. In Table 7, we run the regressions separately for agriculture,
non-agriculture, skilled manufacturing, unskilled manufacturing, and services, which
are the occupations that the most migrants work in. In all of these sectors, increases
in the unemployment rate lower wages, although the effect is smallest and insignificant
in services and agriculture. One possible reason for our findings in the agricultural sector
is changes in the composition of immigrants across sectors. If more productive workers
usually work in skilled manufacturing but shift to agriculture during recessions, then the
average productivity of workers in agriculture increases during recessions. We do not
find a statistically significant effect in other sectors that are not reported.18

3.5 Comparison: legal immigrants

In the previous section, we saw that increases in the unemployment rate lowered wages
for undocumented immigrants in the US. These workers typically only obtain short-term
jobs, meaning they constantly are renegotiating wages, which can then easily respond to
the state of the economy. This implies we should see smaller effects for documented im-
migrants. We test this using data from the CPS and the MMP. The CPS does not record
legal status, but likely overweights legal Mexican workers relative to undocumented im-
migrants. In addition, we follow the methodology used in Borjas (2016) to separate likely
legal from undocumented immigrants. The MMP asks survey questions on legal status,
so we can isolate the sample of documented workers. Below, we first compare wage fluc-
tuations across Mexican-born individuals and native US workers. We then compare wage
fluctuations across likely legal and undocumented immigrants by applying the method
in Borjas (2016).

We analyze how wages respond to the unemployment rate using data on Mexican-
born individuals (both with and without US citizenship) and native US workers in the

18The sample sizes get much smaller when we look at sectors that fewer immigrants work in.
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CPS. We study how changes in the unemployment rate affect the wages of these work-
ers. The sample contains men aged 25–55 from 1994–2012.19 Table 8 shows the wage
regressions for Mexican-born workers (both with and without US citizenship) and US-
born workers. Column (1) shows that for Mexican-born non-US citizens, a 1% increase in
the unemployment rate reduces weekly earnings by 0.8%. This is smaller than the effect
that we saw in the MMP sample. In addition, we do not see a statistically significant effect
of the unemployment rate on earnings for US citizens. The MMP sample has lower levels
of education than Mexicans in the CPS sample, so one concern could be that these results
are being driven by sample composition and not legal status. This is particularly relevant
because past work such as Hoynes et al. (2012) finds that recessions hit the lower-skilled
workers hardest. To account for this, in column (2) we restrict our sample to Mexicans
with no more than a high school education, and the results do not change. In columns
(3) and (4) we look at native US workers. For the full sample of US-born people who
are white or Hispanic, we find almost no impact on weekly earnings during recessions.
We only see a statistically significant effect of the unemployment rate on wages when we
restrict the sample to white non-Hispanics with just a high school education. This effect
is smaller than in the MMP, supporting our theory.20

Since the CPS MORG data provide wage information for two consecutive years for
each individual, we next test how a person’s wage changes with the unemployment rate.
As before, this controls for individual fixed effects. We regress w2 − w1 against u2 − u1,
where wt is the reported wage and ut is the unemployment rate in the t-th interview.
Table 9 shows the regression results for Mexican- and US-born workers. A 1% increase
in a subsequent year’s unemployment rate reduces Mexicans’ weekly earnings by 1.8%,
and there is no effect in the native population. This clearly suggests immigrant wages
are more flexible than native wages. These effects are again smaller than what we found
using the sample of undocumented workers in the MMP.

In Tables 8 and 9, we did not know the legal status of each respondent, since that is
not included in the CPS. Therefore those results are some mix of the two populations.
Borjas (2016) develops a methodology using the ASEC files in the CPS to try to identify
undocumented immigrants. He defines a person as a legal immigrant if one of the follow-
ing conditions holds: that person was born before 1980, is a citizen, receives government
benefits21, is a veteran or is in the military, works in the government sector, resides in

19We cannot use earlier data because information on country of birth is only available starting in 1994.
20We ran a regression using Mexican and native workers, combining columns (2) and (4). When we did

this, we were able to reject the null hypothesis that the effect of the unemployment rate is the same in both
groups.

21Specifically, if that person receives Social Security benefits, SSI, Medicaid, Medicare, or military insur-
ance
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public housing or receives rental subsidies (or that person’s spouse does), was born in
Cuba, works in an occupation that requires licensing, or is married to a legal immigrant
or citizen. We use this methodology to separate legal and undocumented immigrants in
the ASEC data.22 We then estimate the effect of the unemployment rate on wage levels,
and the results are in Table 10. Column (1) shows the whole sample of Mexican-born in-
dividuals in the ASEC, column (2) shows just those who we identify as undocumented
immigrants, and column (3) shows those who we identify as legal immigrants. We only
see a negative and statistically significant effect of the unemployment rate on wages in
the undocumented immigrant group. When we look at wage growth in the ASEC, we see
that an increase in the unemployment rate lowers wages. Column (1) of Table 11 shows
this effect for the whole sample. In column (2), which only looks at undocumented im-
migrants, the magnitude of the coefficient increases, whereas in column (3), which only
includes legal immigrants, we see no statistically significant effect of the unemployment
rate on wages. This supports our hypothesis that we are seeing a wage effect in a segment
of the population more likely to work under short-term contracts.

Finally, we run another comparison using data on legal immigrants from the MMP.
Table 12 shows the results of the wage regression using MMP data and allowing for
differential effects for legal and undocumented immigrants. We find that the wages of
undocumented immigrants drop during recessions, while we see almost no impact on
those of legals. These results support our findings using the CPS data when we looked at
documented and undocumented immigrants separately.

The empirical evidence shows that wages of undocumented immigrants drop during
recessions. We find a smaller effect in samples that include legal immigrants, suggesting
that the effect is due to short-term contracts. These results demonstrate changes in the
equilibrium wage, which reflects both aggregate demand and the supply of immigrant
workers. In the next section, we first show that migration rates respond to these lower
wages in downturns, hence lowering the supply of migrants. This could potentially raise
immigrant wages. We then analyze an equilibrium model to account for this mechanism.

4. Equilibrium analysis

The previous sections suggest that undocumented Mexican workers experience larger
wage drops during recessions than natives. Undocumented immigrants are more likely
to work under short-term contracts than native workers, and in this setting wages will be

22Most of these classifications are straightforward. Occupational licensing is done at the state level. We
define an occupation as needing licensing if more than half of the states require licensing for that job. The
licensing data were collected from the O*NET database.
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more flexible since they must be constantly renegotiated. Since migration patterns change
over the business cycle, the supply of immigrant labor in the US fluctuates. The goal of
this section is to understand how these specific features impact immigrant wages and
native employment fluctuations over the business cycle.

4.1 Migration response to recessions

Before we present our model, we show how migration rates change over the business cy-
cle. We run a probit regression, testing whether a person who is living in Mexico chooses
to move to the US during that year. We regress an indicator for migration to the US
against the US unemployment rate, the US real GDP growth rate, and the Mexican unem-
ployment rate.23 We control for age, education, marital status, an HP-filtered time trend,
and whether or not a person is from a high migration state in Mexico.24

Table 13 shows the results. The negative coefficient on the US unemployment rate
implies that when the US is in a recession, fewer workers migrate to the US. We also did
the same exercise looking at return migration rates (Table 14). Although the estimated
coefficients are not statistically significant, we find a positive coefficient on the US unem-
ployment rate, indicating that more workers return to Mexico during a time when the US
is in a recession.

4.2 Model

We use a static equilibrium model to highlight how migration decisions and the flexible
wage setting of undocumented immigrants affect their wages and natives’ employment
fluctuations over the business cycle. We consider a representative firm who hires native
workers and immigrant workers to produce output.25 In the model, Mexicans decide
which country to reside in based on relative wages and the cost of crossing the border.

23US GDP is in billions of chained 2005 dollars taken from Bureau of Economic Analysis. The Mexican
unemployment rates are taken from the MMP for 1973–2010 and from the OECD for 2011.

24These are the states with the highest migration rates, where migrant networks are strong and hence
people may be more likely to migrate. These states are Aguascalientes, Durango, Guanajuato, Hidalgo,
Jalisco, Michoacan, Morelos, Nayarit, San Luis Potosi, and Zacatecas.

25 In an alternative setup, we could allow the firm to hire skilled native labor and to purchase an inter-
mediate input, which is produced by unskilled native and immigrant labor. This intermediate good setup
can be explained by immigrants working in, for example, the construction sector, where they do the basic
tasks and then the legal and native workers do the more complicated tasks, as in the framework in Djajic
(1997). This setup is more realistic because it allows for the possibility that the US can produce without
undocumented immigrants’ labor; however, we use a simpler model here which demonstrates the key
mechanisms.
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We assume that native wages are exogenous to the model and denote them as wNt at
period t. This assumes a perfectly elastic labor supply curve, and captures the empirical
fact that native wages are less flexible than immigrant wages. Wages for immigrants in
the US wIt are determined endogenously through the supply and demand for immigrants
in the US. We assume that wages in Mexico are exogenous and denote them as wMt.

4.2.1 Firm side

A firm’s output in period t depends on aggregate productivity zt and the quantity of
native and immigrant workers, Nt and It, respectively. We write the firm’s output as
ztF(Nt, It). Given wages wNt and wIt, the firm solves the following profit maximization
problem:

max
Nt,It

ztF(Nt, It)− wNtNt − wIt It , (5)

where
F(Nt, It) =

(
[θNγ

t + (1− θ)Iγ
t ]

1/γ
)ψ

. (6)

In equation (6), we use a Cobb-Douglas function with parameter ψ, where we assume
decreasing returns to scale in labor so 0 < ψ < 1. The two inputs into the Cobb-Douglas
function are capital (which we assume to be fixed) and labor, which is a CES aggrega-
tion of native and immigrant labor. Because the model is static, the firm only considers
current-period profits when making hiring decisions.

The first-order conditions are

wNt = ztψ[θNγ
t + (1− θ)Iγ

t ]
ψ
γ−1θNγ−1

t (7)

wIt = ztψ[θNγ
t + (1− θ)Iγ

t ]
ψ
γ−1(1− θ)Iγ−1

t , (8)

which implies

Nt =
(

θ
1−θ

wIt
wNt

) 1
1−γ It. (9)

Because immigrant wages are flexible, there is no unemployment for immigrants. Let
ID
t (wIt, wNt) denote the firm’s demand for immigrant workers. We assume that native

labor is abundant and that the wage for natives is sufficiently high so that the number of
natives hired by the firm is always given by the first-order conditions.

When solving the model, we also assume that N̄ natives are always hired at a different
firm, and we calibrate the value. This reflects the reality that not all natives work at firms
that hire undocumented immigrants.26 This model setup allows us to match a situation
where immigrants wages are more flexible than native wages while at the same time
immigrant employment is more volatile than natives.

26We impose this assumption to make the model more flexible. Since I and N move in one-to-one (in
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4.2.2 Worker side

We assume that a worker’s location at the start of the period `t is exogenous to the model.
He can be living in the US or Mexico, and then decides which of the two countries to live
in for the next period by comparing the value of living in each location. These values
have three components: the wages in each country, the cost of moving, and the payoff
shocks.

Wages vary between the US and Mexico, and the wage function is written as:

wt( ˆ̀) =

wMt if ˆ̀ = MEX

wIt if ˆ̀ = US.
(10)

The cost of moving from `t to ˆ̀ is denoted by c(`t, ˆ̀), and is defined as follows:

c(`t, ˆ̀) =


c1 if `t = MEX and ˆ̀ = US

c2 if `t = US and ˆ̀ = MEX

0 otherwise.

(11)

Moving to a new location has a constant cost, which varies for Mexico to US migration
and return migration. The cost of moving to the US is given by c1, and the cost of return-
ing to Mexico is given by c2. If a worker stays in the same location, the cost is 0.

We assume that utility is linear in wages with coefficient α. Denote the set of payoff
shocks as η = {ηUS, ηMEX}, and we assume these are distributed with an extreme value
type I distribution. Because the model is static, individuals pick the location with the
highest per-period valuation. Then the value function is given by

Vt(`t) = max
ˆ̀∈{US,MEX}

{
α(wt( ˆ̀)− c(`t, ˆ̀)) + η ˆ̀

}
. (12)

We use the model to calculate the probability that a person lives in the US in each
period, conditional on his location at the start of the period. Following McFadden (1973)
and Rust (1987), these probabilities pt(`t) are given by

pt(MEX) =
exp(α(wIt − c1))

exp(α(wIt − c1)) + exp(αwMt)
(13)

log-terms) in the CES production function, the volatility of native employment must equal that of the
immigrant labor in the model. However, in the data, the volatility of native employment is lower than
that of the immigrants over the business cycle. Therefore, in order to accommodate these differences, we
assume that there is some proportion of natives who are always hired at a different firm and calibrate this
proportion.
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pt(US) =
exp(αwIt)

exp(αwIt) + exp(α(wMt − c2))
. (14)

Equation (13) gives the probability that someone who is in Mexico moves to the US, and
equation (14) gives the probability that someone who already lives in the US stays there.
Assume there are I0

1t people in Mexico at the start of period t and I0
2t people in the US at

the start of period t. Then the total supply of immigrants in the US after workers make
their migration decisions is

IS
US,t(wIt) = pt(MEX)I0

1t + pt(US)I0
2t. (15)

We can then equate labor supply and demand to get the equilibrium condition for
immigrant wages wIt:

ID
t (wIt, wNt) = IS

US,t(wIt) , (16)

where ID
t (wIt, wNt) comes from the firm’s first-order conditions in equations (7) and (8).

To summarize, the variables determined in equilibrium are the immigrant wage wIt,
immigrant labor in the US IS

US,t(wIt), and native employment Nt. These are solved using
the firm’s first order conditions and the labor market clearing condition.

We end this section with an explanation of our choice of the firm’s maximization prob-
lem. It is natural to think that the native-immigrant wage gap comes from a "penalty" that
a firm faces when hiring undocumented immigrants. This "penalty" potentially takes
many forms. For example, IRCA (1986) prohibits firms from knowingly hiring undocu-
mented workers, creating a cost in expectation from hiring undocumented workers. Also,
immigrants may be less productive compared to the natives due to lower English skills.
Moreover, immigrant workers may be more likely to quit a job because return migration
is relatively common and because migrants are more mobile than natives within the US.27

However, it is impossible to separately identify lower productivity and an additional hir-
ing cost in the MMP data. Therefore, instead of considering an additional hiring cost for
each immigrant worker, we assume that all costs associated with hiring an immigrant are
captured through the substitutability of immigrant and natives in the production func-
tion.

4.3 Analytical exercises

In this section, we analytically show how the flexible wage setting of immigrants affects
the employment fluctuations of natives over the business cycle. We drop the time sub-
scripts in this section for ease of exposition.

27See Cadena and Kovak (2015).
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We first show that the equilibrium wage exists and is unique.

Remark 1. If c2 or I0
2 is sufficiently small, an equilibrium with wI > 0 uniquely exists.

Proof. See Appendix C.

Note that in equation (8), a higher zt shifts the demand curve upward, which increases
the equilibrium wage of immigrants (i.e., ∂w∗It

∂zt
> 0). Thus, this simple model is able to cap-

ture a possible economic mechanism that allows for changes in immigrant wages over the
business cycle. In the model, the equilibrium wage is low when aggregate productivity is
low, which is consistent with the observed phenomenon.

The next remark shows that the flexible wage setting of immigrants mitigates (respec-
tively accelerates) native labor demand fluctuations over the business cycle if native and
immigrant labor are complements (respectively substitutes).

Remark 2. If γ is a large negative number, ∂N
∂z < ∂N

∂z |wI=w̄I where w̄I is a constant. If γ is
close to 1, ∂N

∂z > ∂N
∂z |wI=w̄I .

Proof. See Appendix C.
This remark shows that the effect of the flexibility of immigrant wages on native out-

comes is ambiguous. In the empirical section, we will calibrate the model parameters,
and then be able to understand how this immigrant wage flexibility impacts natives.

4.4 Calibration procedure

This section explains how the time-invariant model parameters Θ ≡ (α, γ, c1, c2, N̄), en-
dogenous variables (natives’ labor Nt, immigrant stock in the US It), and TFP zt are solved
for.28 We assume ψ = 0.67, which is the labor share of output used in the macroeconomics
literature. We assume θ = 0.5. We calibrate the model using a procedure similar to indi-
rect inference.

We take the following values from the data: wages in Mexico wMt, native wages wNt,
immigrant wages wIt, and the stock of Mexicans in the US and in Mexico at the start of the
period, I0

1t and I0
2t, respectively. For a given set of parameters Θ, we solve for the Mexico to

US migration rate pt(MEX) and the rate of staying in the US pt(US) using equations (13)
and (14). Using equation (15), we can then solve for the supply of immigrants in the US
in a period (again conditional on our parameter guess Θ). We then solve for Nt using the

28For simplicity, we assume that the capital is constant over time.
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firm’s first-order condition in equation (9), assuming that the supply of immigrants equals
the demand for immigrant workers under the given wages (wNt, wIt). Once we know Nt

and It, we can calculate TFP zt using equation (7). This allows us to get year-by-year
model predictions for migration rates, return migration rates, native employment, and
stock of immigrants in the US (pt(MEX), pt(US), Nt, It). We can repeat this procedure
for any set of parameters Θ.

We find the values for (α, γ, c1, c2, N̄) so that the model predictions replicate the migra-
tion levels and key data patterns over the business cycle. The former is done by matching
the average migration rate E[pt(MEX)] and the rate of staying in the US E[pt(US)]. The
latter is done by picking the values that replicate the extent to which native employment,
the migration rate from Mexico to the US, and the stock of immigrants drop during reces-
sions.29 We capture the elasticities using the coefficient on the unemployment rate in the
following regressions:

log(pt(MEX)) = κ
p
0 + κ

p
1 ut + ε

p
t (17)

log(It) = κ I
0 + κ I

1ut + κ I
2[calendar year dummies] + εI

t (18)

log(Nt + N̄) = κN
0 + κN

1 ut + κN
2 [calendar year dummies] + εN

t , (19)

where ε
p
t , εI

t, and εN
t are i.i.d. errors. We use the above regressions to compute the model

moments.30

For the data moments, we run the same regressions with additional controls. We
do so because in reality other factors, such as demographic factors, affect the migration
behavior and the distributions of such factors change over time in the MMP. Table 15
shows the regression results for the data moments.

4.5 Data

We use various data sources to calibrate the model. The year-by-year migration rates
are calculated using the MMP data. We can only use data from household heads and
spouses in the MMP, since they are the only workers for whom we have lifetime migration
histories, which is the data necessary for this exercise. The supply of immigrant workers
also comes from the MMP, weighted so that the sample matches the size of the Mexican

29We also consider a version where we match how the net flow of immigrants – inflow to the US mi-
nus outflow to Mexico – varies over the business cycle. We obtain similar results for the counterfactual
experiments.

30Since the model does not contain any demographic features that affect the migration rate or the number
of immigrants in the US in each year, the regressors in the above equations are sufficient for capturing the
relationship between the volatilities of migration rates and number of immigrants over the business cycle.

20



population in each year.31,32

The information on average wages of immigrants in the US comes from the MMP.
For native hourly wages, we use data from the CPS for men aged 22–25. For Mexican
wages, we use data from the Encuesta Nacional de Empleo (ENE) from 1995 to 2004 and
from the Encuesta Nacional de Ocupación y Empleo (ENOE) for 1995 to 2010. For the
remaining years, we use the data from the Mexican Census.33 Because the census data
are only available every 10 years, we smooth out the year-to-year fluctuations using GDP
growth in Mexico in each year.34 We use PPP adjusted exchange rates from the OECD
and then convert to 2012 US dollars. Thus, the Mexican wages are given in terms of the
level of consumption good that can be purchased using a dollar in the US in 2012. Fig-
ure 2 illustrates the hourly wages of natives and Mexican immigrants in the CPS data.35

We also show hourly wages of undocumented Mexican immigrants from the MMP for
comparison. Native wages are much higher than the wages of Mexicans living in the US
surveyed in the CPS. The wages for undocumented immigrants surveyed in the MMP
are even lower, which makes sense since the CPS sample is likely biased towards legal
immigrants.

The last data source we need is the native employment level, which we take as the
number of nonsupervisory employees reported in the Current Employment Statistics
from the Bureau of Labor Statistics.

4.6 Results

Table 16 shows the parameter values. We find native and immigrant workers to be com-
plements, which contradicts with Piyapromdee (2014), which finds that they are substi-
tutes. One possibility as to why we obtain a different result from Piyapromdee (2014)
is that we use time series data where both native and immigrant stocks fluctuate in the
same direction across business cycles, whereas Piyapromdee (2014) uses cross-sectional
data. To see why this suggests that there is some complementarity between natives and
undocumented immigrants, suppose they are perfect substitutes. In this case, since native
wages do not drop during recessions (because their wages are rigid), wages of natives are
relatively higher than those of immigrants during recessions. Then the firm would hire

31The MMP sample sizes are scaled up each year to match the actual population of Mexican males aged
15–64, which we obtained from the World Bank.

32Rigorously speaking, since the MMP surveys communities where migration is prevalent, these surveys
overestimate of the number of undocumented workers in the US. However, the MMP’s sampling method
also fails to survey migrants whose entire family moved to the US, so the direction of the bias is unclear.

33Downloaded from IPUMS.
34Data from the World Bank.
35We eliminate the top and bottom 1% of wage observations.
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fewer natives and more immigrants during recessions. In this case, the stock of immi-
grants in the US would be counter-cyclical and the demand for native and immigrant
workers would fluctuate in opposite directions across the business cycle, which contra-
dicts with the data. Another possible explanation for our different result is that we focus
only on undocumented immigrants, as opposed to low-skilled immigrants in general, as
in Piyapromdee (2014). Undocumented immigrants may not be competing with natives
for similar jobs, and instead could be helping overall production by taking unattractive
jobs that natives will not take.

The results show that utility increases in wages. The return migration cost is much
lower than the cost of moving from Mexico to the US, and is actually negative. Migration
models typically include a home premium and a moving cost that make people likely
to stay in their home location.36 In this context, because the model only has two loca-
tions and is static, the home premium is not separately identified from the moving cost.
This explains the high Mexico to US moving costs and low return migration costs. The
differences in average moving costs reflect a preference for living in Mexico, all things
otherwise equal.

Table 17 presents the moments, both in the model and in the data. We look at the av-
erage US to Mexico migration rate, the average rate at which migrants stay in the US, and
the elasticities of migration rates, immigrant stock, and native employment with respect
to the unemployment rate. We see that the model moments match the data moments very
closely.

4.7 Counterfactual 1: constant immigrant stock

The reduced-form evidence shows that migrant wages decrease during downturns. How-
ever, we also know that as wages decrease, fewer people will move, driving up the equi-
librium wage. In the first counterfactual, we aim to understand the contribution of this
migration response to economic conditions on the equilibrium outcome. To do this, we
hold the immigrant stock constant at the predicted value under the calendar year trend,
and calculate the resulting immigrant wages that make the firm optimally hire that level
of immigrants. In doing this exercise, we take native wages and employment level to be
equal to the baseline values, and solve for the counterfactual immigrant wage wI using
equation (9).

When immigrant stocks do not adjust to economic fluctuations, there will be a steeper
relationship between the state of the economy and immigrant wages. Figure 3 shows the
relationship between TFP and hourly wages in the baseline and the counterfactual. To see

36See Kennan and Walker (2011) and Lessem (2017).
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the magnitude, we regress immigrant wages against TFP:

wIt = κwI
0 + κwI

1 log(zt) + εwI
t , (20)

where εwI
t is an i.i.d. error. We run this regression in the baseline and counterfactual case

to compare the results. The coefficient on zt for immigrant wages is 0.30 in the baseline
and 1.70 in the counterfactual (Table 18).37 Using the estimated relationship between TFP
and unemployment (Table 19), we find that when unemployment goes up by 1 percentage
point, immigrant wages drop by 1.3% in the baseline and 7.7% in the counterfactual.38

This shows that the lowered supply of immigrants in a recession helps to mitigate the
negative wage impact of the productivity shock.

4.8 Counterfactual 2: constant immigrants’ wages

In the next counterfactual, we study how the flexible wage setting of immigrants affects
the firm’s demand for native and immigrant labor. To do this, we set native wages as in
the data and fix immigrant wages at the average wage. We calculate the firm’s demand for
native workers using equation (24) and the firm’s demand for immigrant workers using
equation (9). Figure 4 illustrates the relationship between both types of labor and TFP.
The figure shows that the relationship, for both natives and immigrants, becomes steeper
when immigrant wages are fixed. This implies that if immigrant wages were rigid, the
firm would demand more native and immigrant workers during booms and fewer native
and immigrant workers during recessions. In order to calculate the magnitude of these
differences, we regress the demand for both types of labor against TFP and calendar year
dummy variables:

log(Nt) = κN
0 + κN

1 log(zt) + κN
2 [calendar year dummies] + εN

t (21)

log(It) = κ I
0 + κ I

1 log(zt) + κ I
2[calendar year dummies] + εI

t , (22)

where εN
t and εI

t are an i.i.d. errors. We run these regressions in the baseline and counter-
factual case to compare the results. Table 20 shows the results. We find that the coefficient
on zt is larger when immigrant wages are fixed (1.99 in the baseline, 2.79 in the counter-
factual). Using the estimated relationship between TFP and unemployment (Table 19),
we find that when unemployment rate goes up by 1 percentage point, the firm’s demand

37We find similar results replacing TFP with unemployment rate, but the coefficients are not statistically
different at the 5% level of significance.

38In the baseline, a unit increase in unemployment rate corresponds to 4.6% decrease in TFP (Table 19),
and 1% decrease in TFP corresponds to 29.4% decrease in the wages. The counterfactual numbers are
calculated analogously.
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for native workers drops by 9.1% in the baseline and by 12.7% in the counterfactual.39

Similarly, we find that the coefficient on zt for immigrant labor becomes larger when
immigrant wages are fixed (1.87 in the baseline and 2.81 in the counterfactual.) Again us-
ing the estimated relationship between TFP and unemployment (Table 19), we find that
when the unemployment rate goes up by 1 percentage point, the firm’s demand for native
workers drops by 8.5% in the baseline and by 12.8% in the counterfactual. This indicates
that there would be higher employment fluctuations for both natives and immigrants in
response to aggregate productivity shocks if immigrant wages were fixed.40

Intuitively, since immigrant wages are fixed in the counterfactual, the firm will hire
more immigrants during the good times (i.e., high aggregate productivity shock) and
fewer during the bad times (i.e., low aggregate productivity shock). Since immigrant
labor and native labor are complements, the demand for native labor moves in the same
direction as immigrant labor. This creates a steeper relationship between productivity
shocks and native labor demand when immigrant wages are rigid. In contrast, when
immigrant wages are flexible, the equilibrium wage of immigrants decreases during the
bad times so that the demand for immigrant labor does not fall as much. This experiment
implies that the flexible wage setting of immigrants mitigates the large impact on native
employment over the business cycle.

5. Conclusion

Undocumented immigration from Mexico decreases during downturns in the US econ-
omy. This implies a weaker job market for this population in these times, but little is
known about how wages adjust. In this paper, we study how Mexican undocumented
immigrant wages respond to economic downturns. Because these wages are negotiated
frequently due to the short-term nature of employment contracts in this population, we
expect larger effects than for native workers. Consistent with this theory, reduced-form
evidence shows that immigrant wages decrease with the US unemployment rate. We find
evidence that part of this reduction is due to immigrants shifting to lower-paying sectors,
but still see that the increases in the unemployment rate decrease wages when we control
for occupation. We run the same analysis using data on legal Mexican immigrants, and
see smaller effects of the unemployment rate on wages. This supports our theory that the
short-term nature of contracts drives wage flexibility, since legal immigrants will be more

39These numbers are not unrealistically high given that we focus on a special firm that hires both native
and immigrant workers.

40We find similar results replacing TFP with unemployment rate, but the coefficients are not statistically
different at the 5% level of significance.
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likely to work under long-term contracts.
As the unemployment rate increases and immigrant wages decrease, fewer people

will choose to move to the US. In the second part of the paper, we analyze a model that
captures the equilibrium effects resulting from changes in migrant flows over the business
cycle. Counterfactuals show that, were the immigrant stock to be held constant during
recessions, we would see larger drops in immigrant wages. We also show that the flexible
wage setting of immigrants mitigates native employment fluctuations over the business
cycle.
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Tables and figures

Table 1: Summary statistics

(1) (2) (3) (4)
Household head only or all members All All Head only Head only
Duration of a trip in the US (months) Any less than 15 Any less than 15
First and/or last US trip Both Both Last only Last only
Education distribution

-6 or fewer years 63% 70% 68% 75%
-7 to 11 years 27% 22% 23% 17%
-12 years 6% 4% 5% 4%
-13 or more years 3% 3% 4% 3%

Mean age at first trip 25.85 27.04 30.67 31.82
Number of trips to US among migrants 2.59 3.21 2.15 2.46
Percentage of migrants that take only one trip 44% 31% 52% 46%
Mean duration of a single US trip (months) 39.57 7.44 32.94 7.24
Mean hourly wage (2012 US$) 10.81 10.06 11.10 9.94
Percent working in each occupation

-Agriculture 27% 37% 26% 34%
-Skilled manufacturing 21% 15% 24% 18%
-Unskilled manufacturing 22% 21% 22% 22%
-Services 18% 16% 20% 17%

Number of person 6,938 3,055 1,148 676

Notes: Sample consists of men surveyed in the MMP. We drop people who moved to the US legally as well

as people whose first trip to the US was before 1965.

29



Table 2: Wage regressions

Dependent variable = wages
(1) (2) (3) (4) (5)

Hourly Hourly Hourly Monthly Hourly
wages wages wages wages wages

Unemployment -0.018*** -0.026*** -0.017*** -0.022** -0.020***
(0.003) (0.006) (0.003) (0.010) (0.005)

Age 0.008*** 0.016*** 0.008*** -0.001 0.010***
(0.002) (0.004) (0.002) (0.011) (0.004)

Age squared -0.010*** -0.023*** -0.009*** 0.001 -0.013***
(0.003) (0.005) (0.003) (0.012) (0.004)

7-12 years education 0.048*** 0.017 0.050*** 0.047** 0.047**
(0.011) (0.018) (0.012) (0.022) (0.019)

13+ years education 0.101*** 0.092* 0.099** 0.150** 0.082
(0.037) (0.052) (0.040) (0.067) (0.056)

IRCA dummy variable -0.023** -0.076*** -0.026*** -0.058** -0.071***
(0.011) (0.018) (0.009) (0.022) (0.011)

No English -0.159*** -0.130***
(0.021) (0.014)

Border enforcement 0.031
(0.035)

Constant 2.121*** 2.147*** 2.110*** 7.657*** 2.209***
(0.048) (0.055) (0.053) (0.274) (0.085)

Observations 2802 1444 2760 1225 1252
Adjusted R2 0.013 0.023 0.013 0.025 0.049

Standard errors, clustered by state, in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. These regressions
use the MMP data, including only people who stay in the US for less than 15 months. We drop the top and
bottom 2% of wage observations. Wages are net of HP-filtered time trend. We use state unemployment
rates. For education variables, the excluded group is people with fewer than seven years of education. The
variable "No English" equals 1 if people "neither speak nor understand" English and 0 otherwise. IRCA
equals 1 for years after 1986 and 0 otherwise. The variable "Border enforcement" is sample average of hours
(in millions) spent patrolling the border during each trip. Columns (1) and (3) use all men. Columns (4) and
(5) restrict to the last trip for the male household head. Column (2) uses all male wages within five years of
each survey.
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Table 3: Wage growth

Dependent variable = change in hourly wages
(1) (2) (3) (4)

Change in unemployment rate -0.029∗∗∗ -0.029∗∗∗ -0.033∗∗∗ -0.032∗∗∗

(0.007) (0.007) (0.010) (0.008)
Change in age 0.005 0.000 0.037 -0.023∗∗

(0.005) (0.006) (0.042) (0.008)
Change in age squared -0.096∗∗∗ -0.078∗∗ -0.273 -0.043

(0.028) (0.033) (0.828) (0.044)
7-12 years education 0.015 0.011 0.042 0.014

(0.025) (0.024) (0.033) (0.019)
13+ years education 0.057 0.049 0.055 0.057

(0.049) (0.052) (0.038) (0.049)
IRCA dummy variable 0.050 0.011 0.076∗ 0.021

(0.037) (0.041) (0.043) (0.034)
Change in border enforcement 0.786∗∗

(0.279)
Year of first US migration 0.005∗ -0.000 0.006∗

(0.003) (0.003) (0.003)
Conducted more than two trips 0.043 0.020 0.056

(0.032) (0.029) (0.034)
Change in HP-filtered year trend 0.173 0.068 -0.264 -1.195∗∗

(0.361) (0.304) (0.503) (0.447)
Constant 0.019 -9.363∗ 0.200 -10.914∗

(0.029) (5.138) (5.533) (5.738)
Observations 438 438 148 428
Adjusted R2 0.072 0.073 0.010 0.087

Notes: Standard errors, clustered by state, in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. These

regressions use the MMP data. We drop the top and bottom 2% of wage observations. We use state

unemployment rates. For education variables, the excluded group is people with fewer than seven years

of education. IRCA equals 1 for years after 1986 and 0 otherwise. The variable "Border enforcement" is the

sample average of hours (in millions) spent patrolling the border during each trip. Columns (1), (2), and (4)

use all men. Column (3) uses all male wages within five years of each survey.
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Table 4: Wage regressions controlling for selection

(1) (2) (3) (4)
Migration Wages Migration Wages

Unemployment 0.004 -0.016∗∗∗ 0.024 -0.026∗∗∗

(0.010) (0.003) (0.019) (0.006)
Age -0.012 0.010∗∗∗ 0.012 0.015∗∗

(0.008) (0.002) (0.026) (0.004)
Age-squared 0.017 ∗ -0.012∗∗∗ -0.006 -0.023∗∗∗

(0.010) (0.003) (0.038) (0.005)
7-12 years education -0.368∗∗∗ 0.104∗∗∗ -0.331∗∗∗ 0.042

(0.022) (0.021) (0.043) (0.031)
13+ years education -0.020 0.103∗∗∗ 0.294∗∗∗ 0.072

(0.054) (0.038) (0.102) (0.052)
IRCA -0.131∗ -0.003 -0.002 -0.073∗∗∗

(0.067) (0.017) (0.052) (0.017)
Log rainfall -0.336∗∗∗ -0.512∗∗∗

(0.101) (0.058)
Constant 2.692∗∗∗ 2.205∗∗∗ 3.262∗∗∗ 2.214∗∗∗

(0.650) (0.051) (0.610) (0.080)
N 5227 2800 2486 1442

Standard errors, clustered by state, in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. These regressions

use the MMP data. We drop the top and bottom 2% of wage observations. Wages are net of HP-filtered

time trend. We use state unemployment rates. For education variables, the excluded group is people with

fewer than seven years of education. IRCA equals 1 for years after 1986 and 0 otherwise. Log rainfall is the

rainfaill in a person’s home state. Columns (1) and (2) use all men, and columns (3) and (4) use all men

where wages are reported within five years of the survey. Columns (1) and (3) are the first-stage probits,

and columns (2) and (4) are the regressions controlling for selection.
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Table 6: Wage regressions with occupation controls

Dependent variable = hourly wages
(1) (2) (3) (4)

Unemployment -0.015*** -0.016*** -0.024*** -0.015***
(0.003) (0.004) (0.006) (0.003)

Age 0.007*** 0.012*** 0.013*** 0.007***
(0.002) (0.004) (0.003) (0.002)

7-12 years education 0.037*** 0.031* 0.013 0.040***
(0.010) (0.015) (0.016) (0.011)

13+ years education 0.087*** 0.059* 0.092** 0.085***
(0.024) (0.031) (0.040) (0.026)

Skilled manufacturing 0.098** 0.067* 0.078** 0.100**
(0.039) (0.038) (0.035) (0.041)

Unskilled manufacturing 0.093** 0.102** 0.071** 0.093**
(0.034) (0.041) (0.032) (0.034)

Transportation 0.155 0.133 0.132 0.153
(0.114) (0.163) (0.097) (0.114)

Services -0.038 -0.049 -0.053 -0.043
(0.045) (0.052) (0.036) (0.044)

Sales -0.026 -0.043 -0.042 -0.027
(0.077) (0.059) (0.074) (0.076)

IRCA dummy variable -0.028*** -0.035*** -0.081*** -0.027***
(0.009) (0.009) (0.022) (0.007)

No English -0.109***
(0.011)

Border enforcement 0.001
(0.041)

Observations 2782 1871 1433 2740
Adjusted R2 0.038 0.059 0.045 0.039

Standard errors, clustered by state, in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Wages are

net of HP-filtered time trend. These regressions use data from the MMP. We drop the top and bottom 2%

of wage observations. We use state unemployment rates. For education variables, the excluded group is

people with fewer than seven years of education. For occupations, the excluded group is agriculture. IRCA

equals 1 for years past 1986 and 0 otherwise. The variable "No English" equals 1 if people "neither speak

nor understand" English and 0 otherwise. The variable "Border enforcement" is sample average of hours

(in millions) spent patrolling the border. Column (1) and (4) use all men. Column (2) restricts to male

household heads. Column (3) uses all male wages within five years of the survey. Controls for age-squared

and constant term included but not reported.
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Table 7: Wage regressions: split by occupation

Dependent variable = hourly wages
(1) (2) (3) (4) (5)

Agriculture Non- Skilled Unskilled Services
Agriculture Manufacturing Manufacturing

Unemployment -0.000 -0.026*** -0.008 -0.036*** -0.017**
(0.006) (0.005) (0.012) (0.006) (0.008)

Age 0.008** 0.006 0.005 0.011 0.000
(0.003) (0.004) (0.006) (0.008) (0.008)

Age squared -0.010*** -0.007 -0.008 -0.010 0.001
(0.003) (0.006) (0.006) (0.012) (0.011)

7-12 years education 0.013 0.053*** 0.041 0.072*** 0.018
(0.014) (0.013) (0.034) (0.020) (0.019)

13+ years education 0.036 0.095*** 0.083** 0.108*** 0.084**
(0.079) (0.027) (0.037) (0.035) (0.037)

IRCA -0.024 -0.033* 0.022 -0.030 -0.028
(0.019) (0.017) (0.040) (0.021) (0.027)

Constant 1.998*** 2.234*** 2.206*** 2.222*** 2.188***
(0.138) (0.088) (0.183) (0.141) (0.145)

Observations 1028 1754 460 669 529
Adjusted R2 -0.002 0.019 0.003 0.033 0.001

Notes: Standard errors, clustered by state, in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. These

regressions use data from the MMP. Wages are net of HP-filtered time trend. We eliminate the top and

bottom 2% of wage observations. Unemployment is the unemployment rate in the state where a person

is living. For education variables, the excluded group is those with fewer than seven years of education.

IRCA equals 1 for years past 1986 and 0 otherwise. "Non-agriculture" refers to any occupation in skilled

manufacturing, unskilled manufacturing, services, transportation, and sales.

35



Table 8: CPS earnings regressions

Dependent variable = weekly earnings
(1) (2) (3) (4)

Mexican Natives
high school high school

Mexican dropout Natives dropout
Unemployment rate x US citizen 0.006 0.003

(0.004) (0.004)
Unemployment rate x non-US citizen -0.008*** -0.010***

(0.003) (0.003)
Unemployment rate x Hispanic 0.004 -0.003

(0.003) (0.007)
Unemployment rate x native non-Hispanic 0.007 -0.008*

(0.005) (0.004)
7-12 years education 0.099*** 0.041*** 0.461*** 0.237***

(0.012) (0.008) (0.031) (0.031)
13+ years education 0.318*** 0.771***

(0.020) (0.033)
Age 0.047*** 0.041*** 0.120*** 0.049***

(0.003) (0.004) (0.003) (0.004)
Age squared -0.052*** -0.046*** -0.132*** -0.051***

(0.004) (0.004) (0.003) (0.005)
Non-citizen -0.084** -0.088**

(0.041) (0.039)
Hispanic -0.093** -0.121**

(0.042) (0.050)
Constant 5.242*** 5.381*** 3.549*** 5.096***

(0.050) (0.067) (0.075) (0.086)
Observations 18709 11683 429909 22960
Adjusted R2 0.096 0.050 0.186 0.057

Notes: Standard errors, clustered by state, in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Wages

are net of HP-filtered time trend. We use state unemployment rates. For education variables, the excluded

group is those with fewer than seven years of education. Columns (2) and (4) restrict to respondents with

fewer than 12 years of education.
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Table 9: CPS panel earnings regressions

Dependent variable = change in weekly earnings
(1) (2) (3) (4)

Mexican Natives
high school high school

Mexican dropout Natives dropout
Change in unemployment rate -0.018*** -0.021*** 0.001 -0.002

(0.004) (0.007) (0.001) (0.005)
Age -0.007 -0.007 -0.011*** -0.000

(0.004) (0.006) (0.001) (0.004)
Age squared 0.009 0.010 0.011*** -0.001

(0.006) (0.007) (0.001) (0.005)
Change in HP-filtered year trend 1.193*** 1.279*** 0.724*** 0.981*

(0.191) (0.248) (0.103) (0.536)
7-12 years education 0.007 0.011 0.004 0.011

(0.007) (0.009) (0.021) (0.023)
13+ years education 0.001 0.015

(0.015) (0.021)
Constant 0.137 0.147 0.257*** 0.040

(0.084) (0.107) (0.024) (0.088)
Observations 8832 5652 259783 11745
Adjusted R2 0.005 0.006 0.002 0.000

Notes: Standard errors, clustered by state and year, in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. We

use state unemployment rates. For education variables, the excluded group is those with fewer than seven

years of education. Columns (2) and (4) restrict to those with fewer than 12 years of education.

37



Table 10: Earnings regressions for documented and undocumented immigrants in the
CPS

Dependent variable=log earnings
(1) (2) (3)
All Undocumented Documented

Unemployment rate -0.008 -0.011∗ -0.003
(0.005) (0.006) (0.007)

7-12 years education 0.097∗∗∗ 0.081∗∗ 0.104∗∗∗

(0.028) (0.030) (0.033)
13+ years education 0.379∗∗∗ 0.373∗∗∗ 0.373∗∗∗

(0.033) (0.051) (0.042)
Age 0.063∗∗∗ 0.076∗∗∗ 0.059∗∗∗

(0.009) (0.009) (0.012)
Age squared -0.071∗∗∗ -0.093∗∗∗ -0.065∗∗∗

(0.012) (0.011) (0.016)
Constant 4.890∗∗∗ 4.718∗∗∗ 4.965∗∗∗

(0.147) (0.172) (0.208)
Observations 3284 1510 1774
Adjusted R2 0.083 0.085 0.069

Standard errors, clustered by state, in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. This table uses the

ASEC files in the CPS. Documented immigrants are identified using the criteria in Borjas (2016). Wages are

net of HP-filtered time trend. We use the state unemployment rate. For education, the excluded group is

those with fewer than seven years of education.
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Table 11: Earnings growth regressions for documented and undocumented immigrants
in the CPS

Dependent variable = log earnings growth
(1) (2) (3)
All Undocumented Documented

Change in unemployment rate -0.011∗ -0.020∗∗ -0.003
(0.006) (0.008) (0.008)

Age -0.015 -0.022∗∗ -0.008
(0.010) (0.009) (0.018)

Age squared 0.020 0.030∗∗ 0.012
(0.013) (0.012) (0.022)

Change in HP-filtered year trend 1.726∗∗∗ 1.162 2.333∗∗∗

(0.469) (0.804) (0.514)
7-12 years education 0.011 0.009 0.015

(0.016) (0.029) (0.016)
13+ years education -0.010 -0.022 0.004

(0.037) (0.040) (0.045)
Constant 0.281 0.424∗∗ 0.106

(0.184) (0.172) (0.364)
Observations 2543 1147 1396
Adjusted R2 0.009 0.005 0.011

Standard errors, clustered by state, in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. This table uses

the ASEC files in the CPS. Documented immigrants are identified using the criteria in Borjas (2016). We

use state unemployment rates. For education variables, the excluded group is those with fewer than seven

years of education.
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Table 12: Comparison with legal immigrant wages in the MMP

Dependent variable = hourly wages
(1) (2) (3) (4)

US Unemp. x Legal -0.003 -0.001 -0.009 -0.001
(0.009) (0.011) (0.009) (0.011)

US Unemp. x Undocumented -0.016*** -0.016*** -0.026*** -0.015***
(0.004) (0.005) (0.008) (0.003)

Dummy for legal 0.031 0.009 0.023 0.026
(0.094) (0.115) (0.108) (0.093)

Age 0.011*** 0.010*** 0.019*** 0.010***
(0.002) (0.003) (0.004) (0.002)

Age squared -0.014*** -0.011*** -0.028*** -0.013***
(0.002) (0.003) (0.005) (0.003)

7-12 years education 0.046*** 0.040** 0.023** 0.045***
(0.008) (0.016) (0.010) (0.008)

13+ years education 0.060* 0.047 0.053 0.058*
(0.030) (0.043) (0.032) (0.032)

IRCA dummy variable -0.047*** -0.056*** -0.108*** -0.054***
(0.009) (0.009) (0.016) (0.007)

No English -0.104***
(0.017)

Border enforcement 0.053
(0.033)

Constant 2.081*** 2.157*** 2.094*** 2.079***
(0.049) (0.071) (0.061) (0.057)

Observations 3820 2582 2296 3717
Adjusted R2 0.032 0.051 0.052 0.034

Notes: Standard errors, clustered by state, in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Wages are

net of HP-filtered time trend. We eliminate the top and bottom 2% of the wage observations. We use state

unemployment rates. For education variables, the excluded group is those with fewer than seven years of

education. IRCA equals 1 for years past 1986 and 0 otherwise. The variable "No English" takes the value of

1 if people "neither speak nor understand" English and 0 otherwise. The variable "Border enforcement" is

sample average of hours (in millions) spent patrolling the border. Column (1) and (4) use all men. Column

(2) restricts to male household heads. Column (3) uses all male wages within five years of each survey.
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Table 13: US to Mexico migration decisions

Dependent variable=1 if move to US
(1) (2) (3) (4)

US Unemployment -0.001*** -0.001*** -0.001* -0.001***
(0.000) (0.000) (0.000) (0.000)

Unemployment in Mexico 0.000 0.000
(0.000) (0.000)

Lagged Mexican unemployment -0.000
(0.000)

Age -0.001*** -0.001*** -0.001*** -0.001***
(0.000) (0.000) (0.000) (0.000)

Age squared -0.001*** -0.001*** -0.001*** -0.001***
(0.000) (0.000) (0.000) (0.000)

7-12 years education -0.006*** -0.007*** -0.007*** -0.007***
(0.000) (0.001) (0.001) (0.001)

13+ years education -0.016*** -0.018*** -0.018*** -0.018***
(0.001) (0.001) (0.001) (0.001)

High migration state 0.012*** 0.013*** 0.013*** 0.012***
(0.000) (0.000) (0.000) (0.000)

Married 0.002*** 0.002*** 0.002*** 0.003***
(0.000) (0.001) (0.001) (0.001)

IRCA dummy variable -0.001 -0.000 -0.001 -0.001
(0.001) (0.001) (0.001) (0.001)

Border enforcement -0.002
(0.002)

HP-filtered year trend 1.126*** 1.151*** 1.204*** 1.230***
(0.048) (0.096) (0.110) (0.202)

Observations 382355 329364 321070 299249

Notes: Table reports marginal effects from a probit regression using the MMP data. Standard errors in

parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. We use national unemployment rates. For education

variables, the excluded group is those with fewer than seven years of education. IRCA is a dummy variable

that equals 1 for years after 1986 and 0 otherwise. The variable "Border enforcement" is hours (in millions)

spent patrolling the border.
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Table 14: Return migration decisions

Dependent variable =1 if return to Mexico
(1) (2) (3) (4)

US unemployment -0.009*** -0.009** -0.011*** -0.009**
(0.004) (0.004) (0.004) (0.004)

Unemployment in Mexico -0.002 0.002
(0.002) (0.002)

Lagged Mexican unemployment -0.006**
(0.003)

Age -0.011*** -0.011*** -0.011*** -0.011***
(0.001) (0.001) (0.001) (0.001)

Age squared 0.010*** 0.010*** 0.010*** 0.009***
(0.002) (0.002) (0.002) (0.002)

7-12 years education -0.060*** -0.060*** -0.060*** -0.060***
(0.011) (0.011) (0.011) (0.011)

13+ years education -0.040** -0.040** -0.040** -0.038**
(0.019) (0.019) (0.019) (0.019)

Married 0.058*** 0.058*** 0.058*** 0.057***
(0.005) (0.005) (0.005) (0.005)

IRCA dummy variable -0.008 -0.012 -0.019** 0.011
(0.009) (0.009) (0.008) (0.012)

Border enforcement -0.133
(0.114)

HP-filtered year trend 0.884*** 0.878*** 0.851*** 1.469***
(0.086) (0.087) (0.086) (0.479)

Observations 29821 29821 29821 29549

Notes: Table reports marginal effects from a probit regression using the MMP data. Standard errors, clus-

tered by state, in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. We use state unemployment rates for

the US and national unemployment rates for Mexico. For education variables, the excluded group is those

with fewer than seven years of education. IRCA is a dummy variable that equals 1 for years after 1986 and

0 otherwise. The variable "Border enforcement" is hours (in millions) spent patrolling the border.
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Table 15: Elasticities in the data

Dependent variable=log(X)
X=migration rate X=immigrant stock X=native employment
(1) (2) (3)

US unemployment -0.087∗∗ -0.026∗ -0.016∗∗∗

(0.040) (0.013) (0.003)
Share with 6 or fewer -12.759 -0.357

years education (14.615) (4.476)
Share with 7 to 11 0.502 4.342

years education (17.508) (5.453)
Share with 12 -72.023∗∗ -27.853∗∗∗

years education (29.267) (9.471)
Average age -0.022 0.176∗∗∗

(0.166) (0.054)
Share married 3.677 0.067

(3.922) (1.222)
Share from migration -1.040 -0.720∗∗

prevalent community (0.989) (0.336)
Year 1980 to 1984 -0.656 -0.294 -0.388∗∗∗

(0.620) (0.201) (0.015)
Year 1985 to 1989 -0.622 -0.212 -0.295∗∗∗

(0.514) (0.165) (0.014)
Year 1990 to 1994 -0.506 -0.024 -0.215∗∗∗

(0.409) (0.130) (0.014)
Year 1995 to 1999 -0.163 0.056 -0.116∗∗∗

(0.281) (0.089) (0.015)
Year 2000 to 2004 0.102 0.074 -0.053∗∗∗

(0.213) (0.066) (0.015)
Constant 8.343 2.608 11.532∗∗∗

(13.903) (4.303) (0.025)
Observations 32 32 32
Adjusted R2 0.898 0.971 0.977

Notes: Standard errors in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. The unit of observation is the

aggregate statistics for each calendar year. For education variables, the excluded group is those with fewer

than seven years of education. For calendar year dummies, the excluded group is 2005 to 2011.
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Table 16: Time-invariant parameter values

Parameter Notation Value

Scaling parameter α 0.30
Elasticity of substitution between 1/(1− γ) 0.17

natives and immigrants
Moving cost from Mexico to the US c1 20.24
Moving cost from the US to Mexico c2 -2.00
Fixed number of natives hired under a different firm N̄ 2.01

Table 17: Moments

Moments Notation Model Data

Average migration rate from Mexico to the US E[pt(MX)] 0.013 0.013
Average rate of staying in the US E[pt(US)] 0.740 0.717
Elasticity of migration rate from Mexico to the US κ

p
1 -0.070 -0.087

Elasticity of immigrants’ stock in the US κ I
1 -0.031 -0.026

Elasticity of natives’ total employment κN
1 -0.0154 -0.0155
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Table 18: Counterfactual 1: fixed immigrant stock

Dependent variable = immigrant wages
(1) (2)

Baseline Counterfactual
Log(TFP) 0.294∗∗∗ 1.699∗∗

(0.056) (0.765)

Constant 1.139∗∗∗ -4.567
(0.224) (3.084)

Observations 32 32
Adjusted R2 0.466 0.113

Notes: Standard errors in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Table 19: Relationship between estimated TFP and US unemployment rate

Dependent variable = estimated TFP
US unemployment rate -0.046∗∗

(0.018)
Constant 4.320∗∗∗

(0.116)
Observations 32
Adjusted R2 0.154

Notes: Standard errors in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table 20: Counterfactual 2: fixed immigrants’ wages

Dependent variable = labor demand
(1) (2) (3) (4)

Native labor demand Immigrant labor demand
Baseline Counterfactual Baseline Counterfactual

Log(TFP) 1.991∗∗∗ 2.791∗∗∗ 1.871∗∗∗ 2.810∗∗∗

(0.089) (0.079) (0.093) (0.072)
Year 1980 to 1984 -0.170∗∗∗ 0.098∗∗ -0.225∗∗∗ 0.091∗∗

(0.041) (0.036) (0.043) (0.033)
Year 1985 to 1989 -0.125∗∗∗ 0.048 -0.159∗∗∗ 0.044

(0.034) (0.030) (0.035) (0.027)
Year 1990 to 1994 0.049 0.162∗∗∗ 0.016 0.149∗∗∗

(0.032) (0.028) (0.033) (0.026)
Year 1995 to 1999 0.112∗∗∗ 0.138∗∗∗ 0.097∗∗∗ 0.127∗∗∗

(0.022) (0.019) (0.023) (0.018)
Year 2000 to 2004 0.042∗∗ 0.028 0.042∗∗ 0.026∗

(0.019) (0.017) (0.020) (0.015)
Constant -7.669∗∗∗ -10.983∗∗∗ -7.029∗∗∗ -10.918∗∗∗

(0.373) (0.331) (0.390) (0.304)
Observations 32 32 32 32
Adjusted R2 0.994 0.996 0.994 0.997

Notes: Standard errors in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. For calendar year dummies,

the excluded group is 2005 to 2011.
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Figure 1: US unemployment rate
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Notes: Using data on people aged 16 and over from the CPS.
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Figure 2: Hourly wages in the US
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Notes: Native and all Mexicans wages are from the CPS. Undocumented Mexican wages are from the MMP.

Figure 3: Counterfactual 1: immigrants’ hourly wages and TFP
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Figure 4: Counterfactual 2: firm’s labor demand and TFP
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Appendices

A. HP-filter calculation

To compute the time trend, we first regress log(wit) against year dummies and character-
istics Xit, and obtain the coefficients on the year dummies. We then apply HP filtering
to the coefficients on the year dummies so that we can decompose them into trend and
cyclical components. We use year-by-year trend components as the time trend τt. When
applying HP filtering, we set λ = 6.25 , following Ravn and Uhlig (2001). We find a nega-
tive relationship between the coefficient on year dummies and unemployment rates. Our
regression result is robust to how we control for the time trend. For example, consider
an alternative method. We first regress log(wit) against Xit only, and then use the HP-
filtered time trend of the year-by-year average OLS residuals. This alternative time trend
series shows almost identical patterns to the original time trend, and we obtain a similar
estimated coefficient on the unemployment rate. We also consider an alternative method
where we regress log(wit) against year-by-year trend components and Xit. We again find
a similar estimated coefficient on the unemployment rate. We use this method when run-
ning probit regressions. We compute the time trend for other regressions analogously.
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B. Robustness checks

B.1 Keeping respondents who stayed in the US for more than 15 months

Table B.1.1: Wage regressions

Dependent variable = wages
(1) (2) (3) (4) (5)

Hourly Hourly Hourly Monthly Hourly
wages wages wages wages wages

Unemployment -0.010* -0.018** -0.011* -0.009 -0.005
(0.006) (0.008) (0.006) (0.005) (0.007)

Age 0.012*** 0.014*** 0.011*** 0.007 0.012***
(0.002) (0.003) (0.002) (0.006) (0.002)

Age squared -0.014*** -0.019*** -0.013*** -0.008 -0.015***
(0.002) (0.004) (0.002) (0.006) (0.003)

7-12 years education 0.063*** 0.042*** 0.063*** 0.061*** 0.052***
(0.007) (0.008) (0.007) (0.021) (0.011)

13+ years education 0.130*** 0.138** 0.121*** 0.096* 0.091***
(0.026) (0.051) (0.029) (0.048) (0.029)

IRCA dummy variable 0.000 -0.059*** -0.015** -0.022 -0.026*
(0.008) (0.015) (0.007) (0.020) (0.013)

No English -0.135*** -0.111***
(0.015) (0.012)

Border enforcement 0.053*
(0.030)

Constant 1.984*** 2.084*** 2.003*** 7.403*** 2.037***
(0.034) (0.049) (0.039) (0.113) (0.072)

Observations 5231 2489 5053 2200 2253
Adjusted R2 0.016 0.018 0.017 0.020 0.034

Notes: Standard errors, clustered by state, in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. These
regressions use the MMP data. We drop the top and bottom 2% of wage observations. Wages are net of
HP-filtered time trend. We use state unemployment rates. For education variables, the excluded group
is people with fewer than seven years of education. IRCA equals 1 for years after 1986 and 0 otherwise.
The variable "No English" equals 1 if people "neither speak nor understand" English and 0 otherwise. The
variable "Border enforcement" is sample average of hours (in millions) spent patrolling the border. Columns
(1) and (3) use all men. Columns (4) and (5) restrict to the last trip for the male household head. Column
(2) uses all male wages within five years of each survey.
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Table B.1.2: Wage growth

Dependent variable = change in hourly wages
(1) (2) (3) (4)

Change in unemployment rate -0.007* -0.007* -0.020*** -0.013***
(0.004) (0.003) (0.006) (0.004)

Change in age 0.002 0.004 0.034 -0.007
(0.007) (0.006) (0.033) (0.006)

Change in age squared -0.052 -0.058 -0.299 -0.032
(0.051) (0.044) (0.603) (0.030)

7-12 years education 0.050*** 0.051*** 0.047 0.053***
(0.013) (0.013) (0.032) (0.015)

13+ years education 0.182*** 0.184*** 0.077* 0.114**
(0.056) (0.057) (0.038) (0.045)

IRCA dummy variable -0.027 -0.007 -0.082*** 0.004
(0.021) (0.035) (0.022) (0.037)

Change in border enforcement 0.220***
(0.079)

Year of first US migration -0.002 0.003 -0.003
(0.003) (0.002) (0.003)

Conducted more than two trips -0.016 0.012 -0.004
(0.032) (0.021) (0.032)

Change in HP-filtered year trend 0.647*** 0.705*** -0.319 0.254
(0.178) (0.202) (0.382) (0.261)

Constant 0.096*** 4.668 -5.526 6.361
(0.020) (5.468) (4.289) (6.144)

Observations 928 928 260 878
Adjusted R2 0.032 0.031 0.004 0.030

Notes: Standard errors, clustered by state, in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. These

regressions use the MMP data. We drop the top and bottom 2% of wage observations. We use state

unemployment rates. For education variables, the excluded group is people with fewer than seven years

of education. IRCA equals 1 for years past 1986 and 0 otherwise. The variable "Border enforcement" is the

sample average of hours (in millions) spent patrolling the border during each trip. Columns (1), (2), and (4)

use all men. Column (3) uses all male wages within five years of each survey. Constant term and change in

age-squared included but not reported.
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B.2 National unemployment rate

Table B.2.1: Wage regressions

Dependent variable = Wages
(1) (2) (3) (4) (5)

Hourly Hourly Hourly Monthly Hourly
US unemployment -0.020*** -0.025** -0.018*** -0.011 -0.020***

(0.007) (0.009) (0.006) (0.013) (0.006)
Age 0.009*** 0.016*** 0.008*** 0.001 0.010**

(0.002) (0.004) (0.002) (0.011) (0.004)
Age squared -0.009*** -0.024*** -0.009*** -0.001 -0.011**

(0.002) (0.005) (0.002) (0.013) (0.004)
7-12 years education 0.053*** 0.016 0.052*** 0.049** 0.044**

(0.010) (0.019) (0.011) (0.019) (0.018)
13+ years education 0.120*** 0.093* 0.098** 0.154** 0.091*

(0.035) (0.052) (0.038) (0.063) (0.050)
IRCA dummy variable -0.052*** -0.087*** -0.042*** -0.074** -0.114***

(0.016) (0.024) (0.012) (0.030) (0.015)
No English -0.171*** -0.135***

(0.018) (0.014)
Border enforcement 0.016

(0.042)
Constant 2.160*** 2.149*** 2.155*** 7.580*** 2.273***

(0.091) (0.081) (0.078) (0.274) (0.101)
Observations 3258 1454 2780 1340 1366
Adjusted R2 0.015 0.014 0.010 0.021 0.044

Notes: Standard errors, clustered by state, in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Regressions
use data from the MMP. We drop the top and bottom 2% of observations. Wages are net of HP-filtered
time trend. We use national unemployment rates. For education variables, the excluded group is people
with fewer than seven years of education. "IRCA dummy variable" equals 1 for years after 1986 and 0
otherwise. The variable "No English" equals 1 if people "neither speak nor understand" English and 0
otherwise. The variable "Border enforcement" is the sample average of hours (in millions) spent patrolling
the border during each trip. Columns (1) and (3) use all men. Columns (4) and (5) restrict to the last trip for
male household heads. Column (2) uses all male wages within five years of each survey.

53



Table B.2.2: Wage growth

Dependent variable = change in hourly wages
(1) (2) (3) (4)

Change in unemployment rate -0.019*** -0.016*** -0.029*** -0.022**
(0.005) (0.005) (0.008) (0.009)

Change in age 0.003 -0.004 0.049 -0.020**
(0.004) (0.005) (0.039) (0.009)

Change in age squared -0.097*** -0.071*** -0.454 -0.048
(0.018) (0.019) (0.736) (0.038)

7-12 years education 0.025 0.018 0.054 0.010
(0.033) (0.031) (0.031) (0.024)

13+ years education 0.028 0.014 0.062 0.065
(0.087) (0.088) (0.039) (0.060)

IRCA dummy variable 0.017 -0.046 0.075** -0.010
(0.043) (0.034) (0.027) (0.053)

Change in border enforcement 0.674**
(0.308)

Year of first US migration 0.006*** -0.002 0.004
(0.002) (0.003) (0.004)

Conducted more than two trips 0.082** 0.021 0.059
(0.035) (0.035) (0.039)

Change in HP-filtered year trend 0.480* 0.375 0.037 -0.770
(0.265) (0.241) (0.357) (0.526)

Constant 0.046 -12.152*** 3.396 -8.641
(0.038) (4.009) (5.043) (8.173)

Observations 584 584 150 434
Adjusted R2 0.129 0.139 -0.004 0.045

Standard errors, clustered by state, in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. These regressions

use data from the MMP. We drop the top and bottom 2% of wage observations. For education variables, the

excluded group is people with fewer than seven years of education. IRCA equals 1 for years past 1986 and

0 otherwise. The variable "Border enforcement" is the sample average of hours (in millions) spent patrolling

the border during each trip. Columns (1), (2), and (4) use all men. Column (3) uses all male wages within

five years of each survey.
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C. Proofs

Remark 1. If c2 or I0
2 is sufficiently small, an equilibrium with wI > 0 uniquely exists.

Proof: By substituting equation (9) into equation (8), it follows that

wI = zψ[θ

(
θ

1− θ

wI

wN

) γ
1−γ

Iγ + (1− θ)Iγ]
ψ
γ−1(1− θ)Iγ−1

ID(wI , wN) =

zψ(1− θ)

[
θ

(
θ

1− θ

wI

wN

) γ
1−γ

w
γ(1−ψ)

(1−γ)(γ−ψ)

I + (1− θ)(wI)
γ

γ−ψ

] ψ
γ−1


1
1−ψ

.

(23)

Recall that the immigrant labor supply is given by IS
US(wI) = p(MEX)I0

1 + p(US)I0
2 , and

the equilibrium wI is given by ID(wI , wN) = IS
US(wI). If wI = 0, then ID > IS (if c2 or

I0
2 is sufficiently low). If wI is very large, then ID < IS. Since the demand for immigrant

labor is decreasing with respect to wI and the supply of immigrants IS
US increases with

wI , there is a unique equilibrium wage for immigrants w∗I .

Remark 2. If γ is a large negative number, ∂N
∂z < ∂N

∂z |wI=w̄I where w̄I is a constant. If γ is
close to 1, ∂N

∂z > ∂N
∂z |wI=w̄I .

Proof By substituting for I in equation (7) using equation (9), it follows that

wN = zψ[θNγ + (1− θ)

(
1− θ

θ

wN

wI

) γ
1−γ

Nγ]
ψ
γ−1θNγ−1

N =

{
zψ

θ

wN
[θ + (1− θ)

(
1− θ

θ
wN

) γ
1−γ

(wI)
γ

γ−1 ]
ψ
γ−1

} 1
1−ψ

. (24)

Therefore,

∂N
∂z

=
1

1− ψ
G

1
1−ψ−1

ψ
θ

wN

[
θ + (1− θ)

(
1− θ

θ
wN

) γ
1−γ

(wI)
γ

γ−1

] ψ
γ−1

+
1

1− ψ
G

1
1−ψ−1zψ

θ

wN
(

ψ

γ
− 1)

[
θ + (1− θ)

(
1− θ

θ
wN

) γ
1−γ

(wI)
γ

γ−1

] ψ
γ−2

×(1− θ)

(
1− θ

θ
wN

) γ
1−γ γ

γ− 1
(wI)

γ
γ−1−1 ∂wI

∂z
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where G ≡ zψ θ
wN

[
θ + (1− θ)

(
1−θ

θ wN

) γ
1−γ

(wI)
γ

γ−1

] ψ
γ−1

.

If γ is a large negative number, then (ψ
γ − 1) γ

γ−1 < 0 so that the coefficient on ∂wI
∂z is

negative. Hence, ∂N
∂z < ∂N

∂z |wI=w̄I under wI = w̄I (i.e., ∂wI
∂z = 0). This means that when

immigrant and native labor are complements, the demand for native labor responds more
strongly to productivity shocks when immigrant wages are fixed than when immigrant
wages are flexible.

On the other hand, if γ is close to 1, then (ψ
γ − 1) γ

γ−1 > 0 so that the coefficient on ∂wI
∂z

is a large positive number. Hence, ∂N
∂z > ∂N

∂z |wI=w̄I under wI = w̄I (i.e., ∂wI
∂z = 0). This

means that when immigrant and native labor are close to perfect substitutes, the demand
for native labor responds more weakly to productivity shocks when immigrant wages are
fixed than when immigrant wages are flexible.
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