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These are the conditions responsible for the proper 1/r
asymptotic decay of the radiation fields. However, for prac-We investigate a new methodology for the computation of waves

generated by isolated sources. This approach consists of a global tical purposes, in the computational treatment of such a
spacetime evolution algorithm based on a Cauchy initial-value for- system by a Cauchy initial-value problem, an outer bound-
mulation in a bounded interior region and based on characteristic ary is artificially established at some large but finite dis-hypersurfaces in the exterior; we match the two schemes at their

tance lying in the wave zone, i.e., many wavelengths fromcommon interface. The characteristic formulation allows accurate
description of radiative infinity in a compactified finite coordinate the source. Some outgoing radiation condition is then im-
interval, so that our numerical solution extends to infinity and accu- posed upon this boundary in an attempt to approximate
rately models the free-space problem. The matching interface need the proper asymptotic behavior at infinity. The boundary
not be situated far from the sources, the wavefronts may have

condition may cause partial reflection of the outgoing wavearbitrary nonspherical geometry, and strong nonlinearity may be
back into the system [1–4], which contaminates the accu-present in both the interior and the exterior regions. Stability and

second-order convergence of the algorithms (to the exact solution racy of the evolution and of the waveform determined
of the infinite-domain problem) are established numerically in three at infinity. Furthermore, nonlinear wave equations often
space dimensions. The matching algorithm is compared with exam- display backscattering effects in the radiation zone, so thatples of both local and nonlocal radiation boundary conditions pro-

it may not be correct to try to entirely eliminate incomingposed in the literature. For linear problems, matching outperformed
the local radiation conditions chosen for testing, and was about radiation from the numerical solution. The errors intro-
as accurate (for the same grid resolution) as the exact nonlocal duced in this way are of an analytic origin, essentially
conditions. However, since the computational cost of the nonlocal independent of the computational discretization. In gen-
conditions is many times that of matching, this algorithm may be

eral, a systematic reduction of the error can be achievedused with higher grid resolutions, yielding a significantly higher
only by simultaneously refining the discretization and mov-final accuracy. For strongly nonlinear problems, matching was sig-

nificantly more accurate than all other methods tested. This seems ing the computational boundary to a larger radius, which
to be due to the fact that currently available local and nonlocal is computationally very expensive for three-dimensional
conditions are based on linearizing the governing equations in the

simulations. In this work we investigate a new approach,far field, while matching consistently takes nonlinearity into account
which does not introduce error at the analytic level.in both interior and exterior regions. Q 1997 Academic Press

For linear wave problems, a variety of approaches have
been proposed for the treatment of the artificial boundary

I. INTRODUCTION in steady-state, time-periodic, and truly time-dependent
(nonstationary) situations. In this section we review only

We consider here the numerical treatment of asymptoti- time-dependent ABC’s in nondispersive situations (typi-
cally nondispersive waves generated by an isolated source. fied by the linear wave equation in three space dimensions);
The mathematical idealization of this problem involves the reader is referred to recent reviews [4–7] for a general
boundary conditions at infinity which ensure that the total discussion of ABC’s. During the past two decades, local
energy and the energy loss by radiation are both finite. ABC’s in differential form have been extensively employed

by several authors [1, 3, 8–12] with varying success. Some
1 Present address: Departamento de Matemática, Instituto de Matemá- of these conditions can be derived as local approximations

tica, Estatı́stica e Computação Cientı́fica, Universidade Estadual de Cam- to exact integral representations of the solution in thepinas, Campinas, SP 13081-970 Brazil.
exterior of the computational domain [8], while others are2 Orson Anderson Fellow, Los Alamos National Laboratory, 1996–

1997. based on approximating the dispersion relation of the so-
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called one-way wave equations [1, 10]. Higdon [3] showed In practice, nonlinear problems are often treated by
linearizing the governing equations in the far field andthat this last approach is essentially equivalent to specifying
using either local or nonlocal ABC’s [6, 7]. Besides intro-a finite number of angles of incidence for which the ABC’s
ducing an approximation at the analytical level, this proce-yield perfect transmission. Local ABC’s have also been
dure requires that the artificial boundary be placed suffi-derived for the linear wave equation by considering the
ciently far from the strong-field regions, which may sharplyasymptotic behavior of outgoing solutions [9]; this kind
increase the computational cost in multidimensional simu-of approach may be regarded as a generalization of the
lations. There seems to be in the literature no methodSommerfeld outgoing radiation condition. Although such
currently available which is able to produce numerical solu-ABC’s are relatively simple to implement and have a low
tions which converge (as the discretization is refined) tocomputational cost (in a three-dimensional problem with
the infinite-domain exact solution of a strongly nonlinearO(N3) interior grid points, their cost is O(N2) per time
wave problem in multidimensions, keeping the artificialstep), their final accuracy is often limited because the sim-
boundary at a fixed location which may be inside theplifying assumptions they make about the detailed behav-
strong-field region.ior of the wave fields are rarely met in practice [5, 6]. In

However, in this paper we propose, implement, and testgeneral, systematic improvement can be achieved only with
such a numerical method for asymptotically nondispersivelocal conditions by moving the computational boundary
wave equations. Our method employs only local algo-to a larger radius, which is computationally expensive, es-
rithms, but computes the entire solution to free-space in-pecially for three-dimensional simulations.
finity with effort O(N 3) per time step. The cost of theThe above disadvantages of local ABC’s have led some
boundary treatment is larger than that of local ABC’s, butworkers to consider the actual implementation of exact
is still O(N 2) per time step. In practice, using our algorithmnonlocal boundary conditions based on integral represen-
increases the total computational cost by a factor of p2tations of the infinite-domain problem [5, 6, 13]. Even
with respect to a pure Cauchy algorithm with a local ABC.for problems where Green’s function is known and easily

In problems where the wave propagation is asymptoti-computed, such approaches were initially dismissed as im-
cally nondispersive at large distances from the sources, thepractical [8]; however, the rapid increase in computer
use of numerical methods based on a characteristic initial-power has made it possible to implement exact nonlocal
value formulation [18] instead of the Cauchy formulationABC’s for the linear wave equation even in three space
can effectively remove the above difficulties associateddimensions [14]. If properly implemented, this kind of
with computational boundaries at a finite distance. In thesemethod can yield numerical solutions which converge to
methods, four-dimensional spacetime is foliated along athe exact infinite-domain problem as the grid spacing and
family of outgoing characteristic hypersurfaces, with the

time step are decreased, keeping the artificial boundary at
evolution proceeding from one hypersurface to the next

a fixed distance. However, due to nonlocality, the computa- by an outward radial march which takes into account non-
tional cost per time step usually grows at a higher power spherical and nonlinear effects in a consistent way [19].
of grid size (O(N4) per time step in three dimensions) than There is no need to truncate spacetime at a finite distance
in a local approach [5, 6, 14], which in multidimensional from the sources, since compactification of the radial coor-
problems may be very demanding even for today’s super- dinate [20] makes it possible to cover the whole spacetime
computers. Further, the applicability of current nonlocal with a finite computational grid. In this way, the true
ABC’s is restricted to linear problems or to nonlinear solu- radiation zone waveform may be directly computed by
tions where nonlinearity may be neglected in the exterior a finite-difference algorithm. Although the characteristic
domain [6]. formulation may suffer from severe stability limitations

To date, only a few works have been devoted to the in strong-field interior regions (where the characteristic
development of ABC’s for strongly nonlinear problems hypersurfaces may develop caustics) [21], it proves to be
[5]. Thompson [15] generalized a previous nonlinear ABC both accurate and computationally efficient in the treat-
of Hedstrom [16] to treat one- and two-dimensional prob- ment of exterior, caustic-free regions [19].
lems in gas dynamics. These boundary conditions per- Here we present a detailed study of a new approach
formed poorly in some situations because of their difficulty which is free of error at the analytic level. It is based
in adequately modeling the field outside the computational on a matched Cauchy–characteristic numerical evolution
domain [5, 15]. Hagstrom and Hariharan [17] seem to have [22–25] (see also [26, 27] for matching a numerical Cauchy
solved the above difficulties in one-dimensional gas dynam- evolution to a perturbative characteristic solution). The
ics problems by a clever use of Riemann invariants. These characteristic algorithm provides an outer boundary condi-
authors proposed a heuristic generalization of their local tion for the interior Cauchy evolution, while the Cauchy
ABC’s to three space dimensions, but to our knowledge algorithm supplies an inner boundary condition for the

characteristic evolution. While previous implementationsit has not yet been implemented.
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of matching algorithms have focused on low-dimensional f and its normal derivative are continuous across the inter-
face r 5 Rm . This is clearly a requirement for any consistentproblems involving scalar [24, 28] and gravitational radia-

tion [29, 30], here we present two new formulations of matching algorithm, since any discontinuity in the field or
its derivatives at r 5 Rm could act as a spurious boundarymatching for three-dimensional scalar radiation, and sys-

tematically study their stability and accuracy. Since our source, contaminating both the interior and the exterior
evolutions.matching algorithms consist of discretizations of an exact

analytic treatment of the radiation from source to radiative We begin our presentation in Section II with a discussion
of a matching scheme based entirely on inter-grid interpo-infinity, they generate numerical solutions which converge

to the exact analytic solution of the radiating system, even lation procedures. The scheme is first introduced for spher-
ically symmetric problems, and then generalized to threein the presence of strong nonlinearity. Thus, any desired

accuracy to the free-space solution can be achieved by dimensions. In the three-dimensional algorithm, the char-
acteristic evolution is carried out on an exterior sphericalrefining the grid, without moving the matching boundary.

We show below that our method performs extremely well, grid, while the Cauchy evolution uses a Cartesian grid
covering the interior spherical region. Although a sphericaleven at moderate resolutions.

Our model radiating system is the wave equation for a grid could also be used in the interior, a Cartesian grid has
the advantage that it does not require the use of specialscalar field f(x, y, z, t),
numerical procedures near the coordinate singularity at
the origin. The use of a Cartesian discretization in thec22­tt f 5 =2f 1 F(f) 1 S(x, y, z, t), (1.1)
interior and a spherical discretization in the exterior makes
the treatment of the interface somewhat more involved;with nonlinear self-coupling F(f) and external source S.
in particular, guaranteeing the stability of the matchingIn principle, we need only require that F(f) derive from
algorithm requires careful attention to the details of thea stable potential. However, for our approach to be compu-
inter-grid matching. Nevertheless, we find a reasonablytationally efficient, it is important that the field decay as
broad range of discretization parameters for which our1/r along the outgoing characteristics [19]. This rules out
matching scheme is stable.fields with nonzero rest mass, F p f, which decay exponen-

In Section III we discuss a different class of three-dimen-tially along the characteristics. Also, while we assume that
sional matching schemes, in which the continuity require-c 5 const. here, the matching techniques we describe could
ments for the field at the Cauchy–characteristic interfacebe adapted to accommodate a variable c, provided that c
are employed in a form which may be regarded as an exactapproaches a constant value far from the sources. In the
generalization of the Sommerfeld radiation condition. Wefollowing we choose units so that c 5 1.
exploit this formal similarity to discretize the continuityIn the standard computational implementation of the
conditions in a stable way by using generalizations of well-Cauchy problem for (1.1), initial data f(x, y, z, t0 ) and
known stable finite-difference schemes commonly used­tf(x, y, z, t0) are assigned and evolved in some bounded
with radiation boundary conditions. In Section IV we dem-spatial region, with some linear ABC imposed at the com-
onstrate in a series of systematic numerical experimentsputational boundary. In a characteristic initial-value for-
that the matching algorithms introduced in Sections II andmulation (1.1) is expressed in standard spherical coordi-
III provide global second-order accurate approximationsnates (r, u, w) and a retarded time coordinate u 5 t 2 r,
to the solution of three-dimensional initial-value problems
involving (1.1), in both linear and nonlinear situations.

2­urg 5 ­rrg 2
L2g
r 2 1 r(F 1 S), (1.2) The matching algorithms are also compared to local and

nonlocal ABCs proposed in the literature. We end with
conclusions in Section V.

where g 5 rf and L2 is the angular momentum operator

II. MATCHING ALGORITHMS BASED ON
INTER-GRID INTERPOLATIONSL2g 5 2

­u (sin u­u g)
sin u

2
­ww g
sin2 u

. (1.3)

A. The Spherically Symmetric Case
The initial data are now g(r, u, w, u0 ), on an initial outgoing

We begin with the simple case of a spherically symmetriccharacteristic cone u 5 u0 . (Since (1.2) is first order in u,
wave equation with no self-coupling (F 5 0). With the­u g is not part of the initial data.)
substitution G 5 rf and the use of spherical coordinates,In our matching implementations, (1.1) is integrated in
(1.1) reduces to the one-dimensional wave equationan interior region r # Rm using a Cauchy algorithm, while

a characteristic algorithm integrates (1.2) for r $ Rm . The
­tt G 5 ­rrG 1 rS(r, t). (2.1)matching procedures ensure that, in the continuum limit,
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This process can then be iterated to carry out the entire
future evolution of the system.

Our matching algorithms are based upon a discretized
version of this scheme in which the crisscross pattern of
characteristics inside the radius Rm is at the scale of a grid
spacing. The evolution algorithm consists of the following
steps (see Fig. 2):

Step 1. Cauchy Evolution. The interior integration
scheme is implemented on a uniform spatial grid ri 5 iDr
(0 # i # M) with outer radius RB 5 MDr. We discretize
(2.1) using the standard second-order finite-difference
scheme

Gn11
i 2 2Gn

i 1 Gn21
i

(Dt)2 5
Gn

i11 2 2Gn
i 1 Gn

i21

(Dr)2 1 ri Sn
i , (2.3)

FIGURE 1 where Gn
i 5 G(ri , tn), Sn

i 5 S(ri , tn), and tn 5 t0 1 nDt.
The interior evolution is initialized by evaluating G0

i and
G1

i (0 # i # M) to second order from the Cauchy initial
data. In the nth time step, (2.3) is used to computeConsider initial Cauchy data G(r, t0) and ­tG(r, t0 ) in the
Gn11

i , 1 # i # M, in terms of field values Gn21
i and Gn

i .region 0 # r # Rm . Together with the regularity condition
The regularity of f at r 5 0 implies that Gn

0 5 0 for all n.G(0, t) 5 0, these data determine a unique solution in the
The boundary values Gn

M11 which are required by (2.3)domain of dependence D12 indicated in Fig. 1. The outer
are supplied by the matching procedure (Step 3).boundary of the domain of dependence is the ingoing radial

characteristic C12 described by r 5 Rm 2 t 1 t0. Although Step 2. Characteristic Evolution. The characteristic al-
the source S is known for all times in the region r # Rm , gorithm is implemented on a uniform grid based on the
the solution cannot be constructed throughout this domain. dimensionless compactified radial coordinate
The complete solutions in the interior region r # Rm re-
quires additional information, which can be furnished by
giving the value of G on the outgoing characteristic C01 h 5 1 2

1
1 1 r/Rm

, (2.4)described by r 5 Rm 1 t 2 t0 (see Fig. 1). In terms of the
coordinates u 5 t 2 r and r, C01 is described by u 5 t0 2
Rm . In these coordinates, expressing g(r, u) 5 G(r, u 1 r),

so that points at radiative infinity (corresponding to h 5 1)the spherical wave equation takes the form
are included in the grid. (More generally, the numerical
scheme could be implemented using any radial coordinate

2­ur g 5 ­
rr

g 1 rS. (2.2)
h which behaves as const. 1O(r 21) as r R y.) In order
to prepare for the problem of matching an interior
Cartesian grid to an exterior spherical grid, it is convenientA unique solution of (2.2) can be determined from the

characteristic initial data consisting of g on C01 and of the to introduce a small gap between the outer radius RB of
the Cauchy grid and the matching radius Rm (which is alsovalue of g on the characteristic C12. These data determine

the solution uniquely throughout the future of C12 and the inner radius of the characteristic grid). Although in
spherical symmetry the algorithm may be simplified byC01, the region D11 in Fig. 1.

The matching scheme proceeds as shown in Fig. 1. First, taking RB 5 Rm (so that the Cauchy and characteristic grids
share a common boundary point), in three-dimensionalinitial Cauchy data are evolved from t0 to t1 throughout

the region D12 , which is in its domain of dependence. Next, Cartesian–spherical matching the outermost Cauchy grid
points and the innermost characteristic grid points are nec-the characteristic data induced on C12 are combined with

the initial characteristic data on C01 to carry out a charac- essarily distinct. For this reason, we study here the case of
a finite gap Rm 2 RB 5 kDr, where k $ 0 is an arbitraryteristic evolution throughout the region D11, bounded from

the future by the characteristic C11. The solution deter- parameter. The characteristic grid consists of the uniformly
spaced points ha 5 As 1 aDh (0 # a # Nh ), where Dh 5mined from this initial stage induces Cauchy data at time

t1 in the region r # Rm , inside the matching boundary. (2Nh)21. The retarded time levels u 5 un for the characteris-
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tic evolution are chosen so that u 5 un intersects the time the parallelogram PQRS of Fig. 3. For greater accuracy of
the scheme, the ingoing characteristics PR and QS arelevel t 5 tn of the Cauchy evolution at the matching radius;

therefore, un 5 tn 2 Rm and Du 5 Dt. We denote by gn
a chosen symmetrically around the radial grid points h 5

ha21 and h 5 ha , i.e.,the value of g at h 5 ha , u 5 un. The initial characteristic
data consist of g0

a , 0 # a # Nh .
In the nth iteration of the evolution, we compute the

ha21 2 hP 5 hR 2 ha21 , ha 2 hQ 5 hS 2 ha . (2.6)field values at the grid points with u 5 un using the values
of gn21

a , which are known either from initialization or from
the previous iteration. This is done by an outward marching The discretization of (2.5) involves (a) approximating the
algorithm with second-order global accuracy [19], whose positions of P, Q, R, and S through
generic radial step is based on the integral identity

hR 5 ha21 1
Dt

4Rm
(1 2 ha21)2 1 O(Dt3/R3

m)
gQ 5 gP 1 gS 2 gR 1

1
2
E

PQRS
c

dudr
r 2 (2.5)

and similar expressions for the other corners, (b) replacing
gQ , gP, etc., in (2.5) by linear interpolates using data at(c ; r 3S), which results when (2.2) is reexpressed in terms

of variables u 5 t 2 r, v 5 t 1 r, and then integrated over adjacent radial grid points at the same retarded time, and

FIGURE 2
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sent one which is stable for a wide range of gap sizes, 0 #
k # 2. It provides the basis for the more complicated
situation with an interior Cartesian grid and an exterior
spherical grid, treated in the next subsection.

The required boundary values Gn
M11 and gn

0 are com-
puted by a cubic radial interpolation at constant t, using
the field values at points A, B, E, and F in Fig. 2. The first
two of these field values are already known at the nth
step, while the last two can be obtained by cubic radial
interpolations along the previously evolved characteristics
u 5 un21 and u 5 un22 , respectively. At the initial step,
point F lies on the characteristic u 5 u21 5 2Dt 2 Rm ,
which is not evolved by the algorithm; we assume that this
field value is supplied along with the initial data. Once the
Cauchy and characteristic boundary values are computed,
a new iteration may be performed starting from Step 1
above.

Since all the interpolations employed in the matching
step have fourth-order error, we expect the whole matching
algorithm to have the same second-order global accuracy
exhibited by the separate Cauchy and characteristic algo-
rithms. Numerical tests confirm this global second-order
convergence.

B. The Three-Dimensional CaseFIGURE 3

In three dimensions, we assume that the matching sur-
face is again a sphere of fixed radius Rm, centered at the

(c) approximating the integral term in (2.5) by the simple origin of the Cartesian coordinates (x, y, z). This aligns
quadrature rule the matching surface with the radial coordinate levels of

the characteristic coordinate system (u, r, u, w). A charac-
teristic evolution algorithm is used in the external region,E

PQRS
c

du dr
r 2 5E

PQRS
c

du dh
h2 Q

1
2Scn11

a21

h2
a21

1
cn

a

h2
a
DE

PQRS
du dh

which comprises the region of spacetime between r 5 Rm

and radiative infinity. Cartesian coordinates (t, x, y, z) are
used in the interior region, where the field f is evolvedQ

1
2

DtDh Scn11
a21

h2
a21

1
cn

a

h2
a
D . (2.7)

using the standard second-order explicit finite-difference
representation of the wave equation (three-dimensional

With these approximations, (2.5) can be solved for gn
a in version of Eq. (2.3)).

terms of previously computed field values gn
a21 , gn

a22 , We employ a uniform Cartesian grid which is contained
gn21

a21 , gn21
a , and gn21

a11 . The resulting scheme can be applied in the cube 2a # x, y, z # a. Each Cartesian direction is
even at radiative infinity (a 5 Nh), provided that c ap- discretized using the grid points
proaches a constant value as r R y along characteristics
u 5 const.

At the inner boundary of the characteristic grid (a 5 1), xi 5 2a 1 (i 2 1)h, yj 5 2a 1 ( j 2 1)h,
the previous scheme must be slightly modified, since gn

a22 zk 5 2a 1 (k 2 1)his not defined. For this special step, PQRS is chosen so
that hP 5 h0 , hQ 5 h1 , and gR , gS are approximated by
quadratic interpolation in terms of gn21

0 , gn21
1 , gn21

2 , which (1 # i, j, k # 2M), where h 5 2a/(2M 2 1). The inner
have already been computed. Besides these field values, boundary of the characteristic grid is a spherical shell of
the final evaluation of gn

1 still requires the value of gn
0 , radius Rm 5 a 2 h/2, centered at the origin of Cartesian

which is supplied by the matching procedure (Step 3). coordinates. Cartesian grid points are classifed depending
on their location with respect to the spherical shell r 5 RmStep 3. Matching. Numerous schemes are possible in

the case of spherically symmetric matching. Here we pre- as follows: (a) an interior point is one for which x2
i 1
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y2
j 1 z2

k , R2
m ; (b) the remaining grid points are called operator at a patch boundary by means of a centered differ-

ence scheme requires information which may be obtainedexterior points; and (c) an interior point which has at least
one exterior nearest neighbor is called an interior bound- from the other patch, using one of several possible interpo-

lation schemes [31]. The main requirement for the interpo-ary point.
The characteristic integration of the wave equation (1.2) lation procedure is that the accuracy of the resulting values

be sufficient for the consistent convergence of the discret-is conceptually close to the one-dimensional problem. The
nonzero angular momentum introduces a term (L2g/r 2), ized version of L2 throughout the patch. In this case, the

use of an interpolation scheme with O((Ds)4) error pre-which couples the evolution of neighboring angles. The
nonlinear term can also be regarded as an effective source serves the second-order global accuracy of the characteris-

tic algorithm.term. As before, the wave equation (1.2) can be integrated
to yield an identity of the form (2.5), where c is now By comparing the physical and numerical domains of

dependence, it can be shown that the local Courant–defined as
Friedrichs–Lewy (CFL) conditions for the characteristic
evolution arec 5 2L2g 1 r3[S 1 F(g/r)]. (2.8)

The new integral identity is valid for any angular direction, Du # 2 Dr,
(2.11)and may be used as an outward marching algorithm by

making the same approximations which were discussed Du # 2Dr 1 FDr2 1 S 2r Ds
1 1 q2 1 p2D2G1/2

,
above in the spherically symmetric case. Here we again
assume that c approaches a constant value as r R y at

where Dr is the radial grid spacing at radius r. The lastconstant u, u, w; this will be satisfied for smooth asymptoti-
condition is strongest when uqu 5 1, upu 5 1, i.e., at thecally nondispersive waves (for which g and L2g are both
regions within each patch where the stereographic grid isfinite at radiative infinity), provided that the source term
most dense.S decays fast enough along characteristic surfaces and the

The three-dimensional matching procedure is schemati-nonlinear term F(f) satisfies the restrictions discussed in
cally illustrated in Fig. 4. For each interior boundary pointSection I.
B, we determine its nearest neighbors on the CartesianThe numerical evaluation of the angular momentum

term L2g requires finite-differencing in the angular direc-
tions. Although the simplest approach here would be to
use a latitude–longitude grid, the presence of a coordinate
singularity at the poles u 5 0, f would severely limit the
range of time steps for which the characteristic algorithm
is stable. For this reason, we adopt a two-patch parameter-
ization of the unit sphere in terms of stereographic coordi-
nates [31, 32] z6 5 [tan(u/2)]61e6iw, where the upper and
lower signs are used to cover the hemispheres 0 # u #
f/2 and f/2 # u # f, respectively. In terms of the real
coordinates q6 5 Re z6 and p6 5 Im z6 , the two patches
are described by the inequalities uq6u # 1, up6u # 1 (so that
the two patches have a slight overlap around u 5 f/2),
and the angular momentum operator takes the form

L2g 5 2Af(1 1 q2 1 p2 )2[­qq 1 ­pp]g, (2.9)

which is valid in both patches. The above expression is
discretized using second-order centered differences on the
uniform grid

qk 5 k Ds, pl 5 l Ds (2Ns # k, l # Ns), (2.10)

where Ds 5 1/Ns .
The introduction of two patches implies that a special

computation is necessary at the boundaries of each patch.
FIGURE 4For example, the evaluation of the angular momentum
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grid. For each nearest neighbor D which is an exterior
point, we identify the nearest neighbor. A which is symmet-
ric to D with respect to B. Points C, E, and F are then
determined by the intersection of the line AB with the
spherical shells of radius r 5 Rm , r 5 RE 5 Rm 1 K Dt,
and r 5 RF 5 Rm 1 2K Dt, respectively, where the new
parameter K is taken to be a positive integer (the choice
of K is discussed later in this section). We may note the
analogy between points having the same labels in Figs. 4
and 2: the field values at points E and F may again be
obtained by interpolation along previously evolved charac-
teristic cones, while the field values at C and D, obtained
by cubic interpolation from A, B, E, and F, yield boundary
values for the characteristic and Cauchy evolutions, respec-
tively. The separation between B and C, which varies from
boundary point to boundary point, is analogous to the finite
‘‘gap’’ introduced in the spherically symmetric algorithm.

Despite the above close analogy, the three-dimensional
FIGURE 5

implementation requires some additional field interpola-
tions which are not needed in spherical symmetry.

First, the set of field values at the points labeled C in we choose for fD the value obtained by interpolation along
Fig. 4 lie at the intersections of the sphere r 5 Rm with the Cartesian direction which is closest to the local radial
Cartesian coordinate lines, and must therefore be interpo- direction; in Fig. 5, this would be the line BD.
lated onto the stereographic grid used by the characteristic Once the above process is completed, the field is known
scheme. Given a characteristic grid point C9 on the sphere at all Cauchy and characteristic boundary points, so that
described by t 5 tn , r 5 Rm , we determine the Cartesian the interior and exterior algorithms can advance by one
direction (x, say) which is closest to radial at C9. We locally time step. The cubic polynomials used in the boundary
parameterize the sphere near C9 by the Cartesian coordi- interpolations are sufficiently accurate to preserve the
nates (y, z), and then use the field values at the intersec- global second-order accuracy of the Cauchy and character-
tions of the sphere with x coordinate lines to evaluate the istic algorithms.
field at C9 through bi-cube interpolation in (y, z). A de- We now discuss the choice of the parameter K intro-
tailed analysis shows that the 4 3 4 stencil used in this duced above. Numerical experimentation with several val-
interpolation will always be properly contained in the pro- ues of K, Dt, and h reveals that the above algorithm always
jection of the sphere on the (y, z) plane provided that the becomes unstable when the ratio K Dt/h is sufficiently
Cartesian grid size 2M is greater than 21. small. An intuitive explanation for this behavior could be

Second, the field values at the points E and F of Fig. 4 that, when K Dt ! h, the boundary point D in Fig. 4 would
need to be computed by interpolating in both the radial be updated by extrapolation rather than interpolation,
and the angular directions along suitable characteristic thereby making the matching scheme prone to instabilities.
cones. In practice, whenever the evolution of a new charac- However, since the spherically symmetric matching
teristic cone u 5 un is completed, we perform cubic radial scheme (which is analogous to the three-dimensional
interpolations to evaluate the field over the spheres de- scheme with K 5 1) was found to be stable for all suffi-
scribed by u 5 un , r 5 RE and u 5 un , r 5 RF . These field ciently small Dt, it seems likely that the instabilities ob-
values, which lie on the stereographic grid, are stored for served in the three-dimensional scheme are also related
K and 2K time steps, respectively, until they become neces- to the two-dimensional interpolation procedures used to
sary to compute boundary values for both grids. At this generate the field values at points E and F and to interpo-
point, the field values at E and F are computed from the late the field values at r 5 Rm onto the stereographic grid.
stored data through bi-cubic interpolation in stereo- In any case, we consider it safer to choose K so as to satisfy
graphic coordinates. the condition 2K Dt/h $ 1, which ensures that the boundary

There is one ambiguity that must be resolved before the points D are never updated by extrapolation. In practice,
computed field value at D (fD) can be used in the Cauchy we take
evolution. For some points D, fD may be calculated in
more than one way. As shown in Fig. 5, the point D may K 5 [h/2 Dt] 1 1, (2.12)
be an exterior point which is a nearest neighbor to two
distinct interior boundary points B and B9. In such cases where the brackets denote the integer part.
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III. MATCHING WITH GENERALIZED ing a suitable discrete approximation to ­̃rg, the exact con-
dition (3.1) might ‘‘inherit’’ the stability properties exhib-SOMMERFELD CONDITIONS3

ited by its homogeneous counterpart. Our numerical
Here we introduce an alternative formulation for experience with this class of matching algorithms (see Sub-

Cartesian–spherical matching, which exhibits certain for- section IV.A) is consistent with this expectation.
mal similarities with more traditional approaches based on The discretization of (3.1) at the boundary of the
the Sommerfeld radiation condition. Let us consider the Cartesian grid would require that we rewrite the term
identity obtained by differentiating the definition g 5 rf ­rf as
with respect to r at constant u, which may be written as

­rf 5
1
r

(x­xf 1 y­yf 1 z­zf). (3.2)­tf 1 ­rf 1
f

r
5

1
r

­̃rg, (3.1)

where the two derivatives on the left-hand side are taken If, as in the previous sections, the matching surface is taken
at constant r and t, respectively, and ­̃r 5 ­t 1 ­r denotes to be a sphere r 5 const., the required finite-difference
the radial derivative at constant u. The above identity is replacements of (3.2) become quite complicated, involving
valid for arbitrary smooth wave motions, without any as- a combination of centered and one-sided differences which
sumption concerning particular wavefront geometries, lin- varies from boundary point to boundary point. This diffi-
earity, etc. Because of its similarity to the Sommerfeld culty may be avoided if we observe that the radial deriva-
radiation condition, we refer to (3.1) as a generalized Som- tive at constant u used to obtain (3.1) is a particular exam-
merfeld condition. ple of a derivative taken along the tangent space to the

In a traditional approach involving a Cauchy evolution characteristic cone u 5 const. which contains a given
and artificial radiation boundary conditions, the inhomoge- boundary point. Differentiating g 5 rf with respect to
neous term ­̃rg in (3.1) is neglected, yielding the Sommer- the Cartesian direction which is closest to the local radial
feld radiation condition. The evolution algorithm resulting direction (keeping u constant) should also generate a useful
from the discretization of the wave equation in the interior exact boundary condition, which would have the advantage
and the Sommerfeld condition at the computational of involving spatial derivatives with respect to a single
boundary would then converge to the exact solution of the Cartesian direction [3]. If this is taken as the x direction,
initial-value problem only when the waves crossing the then a simple calculation yields the generalized Sommer-
boundary are outgoing, linear, and spherically symmetric feld condition
about r 5 0.

On the other hand, in a matched algorithm it becomes
possible to use (3.1) in its exact form, since the characteris- ­tf 1

r
x

­xf 1
f

r
5

1
x

­̃xg, (3.3)
tic evolution can provide information for the discrete eval-
uation of ­̃rg at the matching surface. If, as is often the
case, the wave motions being computed do not deviate too where ­̃x 5 (x/r)­t 1 ­x . This condition may be discretized
much from spherical symmetry, and if nonlinear effects stably using one-sided differences in t and x (see Subsec-
are not too strong, we expect the right-hand side of (3.1) tion III.B).
to be a small (exact) correction to the usual Sommerfeld In the literature on artificial radiation boundary condi-
condition. Alternatively, (3.1) can be regarded as a condi- tions, higher-order conditions are often employed as a
tion expressing the continuity of a derivative of the field means of reducing the amount of spurious back reflections
across the matching surface. Clearly, this continuity prop- at the computational boundary [3, 10]. In the context of
erty is essential to ensure that the matching algorithm is Cauchy–characteristic matching, this motivates us to inves-
consistent with the free-space initial-value problem being tigate the behavior of higher-order generalized Sommer-
solved, for an arbitrary choice of the matching interface. feld conditions. If (3.3) is differentiated with respect to x

The generalized Sommerfeld condition (3.1) is also at- at constant u, we obtain the second-order exact bound-
tractive from the point of view of numerical stability. In ary condition
fact, it is well known from the literature on absorbing
boundary conditions [3, 4] that the homogeneous version
of (3.1) may be discretized in a stable way, at least for

­2
t f 1

2r
x

­txf 1
r2

x2 ­2
xf 1

2
x

­xf 1 r S 1
x2 1

1
r2D

(3.4)
simple boundary geometries. This suggests that, by choos-

3 For downloadable codes, see http://godel.ph.utexas.edu/Members/ ­tf 1 S 1
x2 2

1
r2D f 5

r
x2 ­̃2

xg;
paulo/welcome.html or its mirror http://www.ime.unicamp.br/pholvorce/.
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a stable discretization of the above condition involves cen-
tered differences in t and one-sided differences in x (see
Subsection III.B).

A. Computational Grids

The matching algorithms based on generalized Sommer-
feld conditions, to be presented in the next subsection,
make use of a computational grid structure which differs
slightly from that employed in the previously presented
matching algorithms. Although both kinds of matching
procedures could in principle be implemented on the same
grids, the different grid structure presented here serves to
illustrate the flexibility of implementation of Cauchy–
characteristic matching.

In the algorithms of the next subsection, the interior
region, of radius Rm , is discretized in Cartesian coordinates

FIGURE 6
(x, y, z) with a grid of uniform spacing h 5 Rm/N. Specifi-
cally, the interior computational grid consists of those
grid points

6). The boundary condition for the characteristic evolution
should be provided at (or near) r 5 Rm by the Cauchy

xi 5 ih, yj 5 jh, zk 5 kh
evolution. In the present scheme, we supply the boundary
values at the grid points labeled B in Fig. 6, which are

whose distance to the origin is strictly less than Rm . The located at r 5 Rm 2 Dt along the characteristic cones u 5
set of interior grid points may be expressed in the form un . (The B point at u 5 un is actually at the time level

t 5 tn21). In the algorithm to be described in the next
I 5 h(xi , yj , zk); uiu # N 2 1, u ju # ri , uku # si jj, subsection, we shall also need to approximate the value

of the field at the points labeled C in Fig. 6, which are
where ri , si j are nonnegative integers. At all points of located at r 5 Rm 1 Dt along the characteristic cones u 5
I, the wave equation is discretized employing centered, un . (The C point at u 5 un lies at the t 5 tn11 hypersurface.)
second-order finite differences in space and time. This in For the discretization of the angular directions, we adopt
turn requires that the set of boundary points here a global approach based on ‘‘quasi-regular triangula-

tions’’ of the unit sphere. Ideally, such a discretization
B 5 h(xi , yj , zk); uiu # N 2 1, u ju # ri , uku 5 si j 1 1j would consist of a set of angular grid points

< h(xi , yj , zk); u ju # N 2 1, uku # rj , uiu 5 sjk 1 1j
A 5 h(ub , wb), b 5 1, 2, ..., Nangj,< h(xi , yj , zk); uku # N 2 1, uiu # rk , u ju 5 ski 1 1j

distributed so that the smallest angular separation between
be also included in the computational grid. The field values two grid points is as large as possible (i.e., so that minb?cat these points will be updated using discrete versions of

Dubc is maximized, where Dubc denotes the angular separa-
the generalized Sommerfeld conditions. tion between (ub , wb) and (uc , wc)). For particular small

The characteristic evolution is carried out in the region values of Nang , the vertices of the five regular Platonic
Rm # r # y, which is compactified using the radial coordi- solids are examples of triangulations possessing this maxi-
nate j 5 r21. We choose uniformly spaced grid points in mal property. For large Nang , a quasi-regular triangulation
the (u, j) plane, given by has a sharply defined average angular spacing D between

nearest neighbors, and is essentially isotropic. Further-
ja 5 r21

a 5 R21
m 2 a Dj, a 5 0, 1, ..., Nj , more, its global nature does not require the use of two

un 5 n Dt 2 Rm , n 5 0, 1, 2, ..., angular coordinate patches as in the discretization based
on stereographic coordinates. Since the maximal property
prevents the occurrence of very close pairs of angular gridwhere Dj 5 (RmNj)21 and a 5 Nj corresponds to radiative

infinity (Dt is the common time step of the Cauchy and points, it contributes to increase the range of time steps
corresponding to stable characteristic evolution algo-characteristic evolutions). The values of un are chosen so

that the nth characteristic cone u 5 un intersects the nth rithms. In practice, we construct distributions of angular
grid points which approximately satisfy the maximal prop-time level tn 5 n Dt of the Cauchy evolution at r 5 Rm (Fig.
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erty. (See Appendix A for a discussion of techniques.) It Step 1. Update the Interior Cartesian Grid Points. As
mentioned earlier, this step is performed using second-should be noted that the matching algorithm to be de-

scribed in the next subsection does not depend in any order centered differences in space and time. It is assumed
that the required boundary values of fn

i jk have been com-essential way on the use of quasi-regular triangulations.
Other discretizations, such as the stereographic grids of puted either from the previous steps or from initialization.
Section II.B, can also be employed, with only minor

Step 2. Update the Characteristic Grid Points. We as-changes in the algorithm.
sume here that the field values g̃n

b , gn
ab , and gn21

ab are avail-
able from previous iterations. The outward marching alongB. Matching Algorithm
the new characteristic cone u 5 un11 then proceeds by a

In this section, we describe in detail the various steps second order algorithm which is analogous to that pre-
of a matching algorithm based on generalized Sommerfeld sented in Section II. We use different procedures to update
conditions. In order to simplify the discussion, let us assume the grid points at r 5 r0 5 Rm and at r 5 ra , a $ 1.
that both the Cauchy initial data (f and ­tf at t 5 0) and

The characteristic grid points at r 5 r0 are evolved bythe external forcing S are identically zero for r $ Rm 2 Dt,
considering the characteristic parallelogram centered atand that the characteristic initial data specify no incoming
r 5 Rm , t 5 tn , whose inner and outer corners are B (r 5waves, that is, g 5 0 for u 5 u0 5 2Rm , r $ Rm . [These
Rm 2 Dt, t 5 tn) and C (r 5 Rm 1 Dt, t 5 tn) (Fig. 6).simplifying assumptions are not essential in the matching
Using the integral identity (2.5) with c given by (2.8) wealgorithm. Nonzero forcing terms in the exterior could be
can write, to fourth order in Dt,included in the c term defined in (2.8). The inclusion of

characteristic initial data containing incoming waves would
gn11

0b 5 g̃n
b 1 gC 2 gn21

0b 2 (Dt)2[R22
m L2gn

0b 2 RmF(R21
m gn

0b)],require a more elaborate scheme to compute the right-
hand sides of the generalized Sommerfeld conditions dur- (3.5)
ing the first few time steps.] With these assumptions, it is
easy to see that where gC denotes the value of g at the point C. This value

can be approximated by quadratic interpolation in j from
g0

ab 5 g1
ab 5 0 the values of gn21

0b , gn21
1b , and gn21

2b .
We now consider the evaluation of the angular momen-

tum term L2gn
0b appearing in (3.5). Letfor a 5 0, 1, ..., Nj , b 5 1, 2, ..., Nang , where gn

ab denotes
the value of g at u 5 un , j 5 ja , u 5 ub , w 5 wb . We must
also initialize the field at the characteristic boundary points (uc , wc), c [ I (3.6)
(Fig. 6) located at t 5 Dt, for each angular direction. Using
the Cauchy initial data, we conclude that these field values be the NL nearest neighbors of (ub , wb) on the chosen
may be initialized to zero with an error O(Dt2); therefore discretization of the unit sphere, where I , h1, 2, ..., Nangj
we set and b [ I. A general finite-difference approximation to

L2gn
ab using the stencil (3.6) may be written as

g̃1
b 5 0, 1 # b # Nang ,

L2gn
ab 5 D22 O

c[I
ccgn

ac , (3.7)
where g̃n

b denotes the value of g at the characteristic bound-
ary point t 5 n Dt, r 5 Rm 2 Dt, u 5 ub , w 5 wb . The field

where D is the average angular spacing of the discretizationvalues on the Cartesian grid I < B may also be initialized
of the unit sphere, and cc are coefficients which remainwith second-order accuracy as
bounded as D R 0 (note that, since the angular discretiza-
tion is not perfectly regular, a different set of coefficients

f0
i jk 5 f(ih, jh, kh, 0),

cc must be used for each b).
f1

i jk 5 f(ih, jh, kh, 0) 1 Dt ­tf(ih, jh, kh, 0), Among the many possible difference schemes of the
form (3.7), we adopt here an approximation based on
Hardy multiquadrics [33]. This kind of scattered data ap-where fn

i jk 5 f(ih, jh, kh, n Dt). Note that in this process
the boundary points of the Cartesian grid are initialized proximation often outperforms other existing methods

[34], and has been successfully employed in the numericalto zero.
In the nth iteration of the algorithm, we advance the solution of partial differential equations in fluid mechanics

[35] and general relatively [35, 37]. All multiquadric ap-Cauchy evolution from t 5 tn to t 5 tn11 and the characteris-
tic evolution from u 5 un to u 5 un11 . This is done in the proximations involve an arbitrary ‘‘shape parameter’’ s

[33], which is usually taken to be of the order of the gridfollowing steps:
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spacing [38, 39]. The main difficulties encountered in the Step 3. Update the Boundary Points of the Cartesian
Grid. At each boundary point (xi , yj , zk) [ B, the fielduse of multiquadrics are the lack of general criteria for the

choice of s [40] and the fact that the convergence of this is updated by a discrete version of either (3.3) or (3.4),
with the spatial derivatives being taken along the Cartesianclass of approximations has been studied only in a few

idealized cases [38, 39]. In Appendix B, we present a gen- direction which is closest to the local radial direction. If
the left-hand side of (3.3) is discretized using second-ordereral multiquadric technique which avoids both difficulties

by applying certain corrections to the usual multiquadric one-sided differences in x and t, we obtain the updating
schemeapproximations. In particular, this technique can generate

finite-difference formulas of the form (3.7) with truncation
error O(Dp), where the integer p is a selectable parameter. S3

2
1

3rr̃i jk

2uiu
1

r

r̃i jk
D fn11

i jk 5 2fn
i jk 2

1
2

fn21
i jk 1

rr̃i jk

uiu
(3.9)

Moreover, the arbitrariness in the choice of the shape
parameter s 5 sL is reduced in the new technique, since
it requires that sL/D 5 const. as D R 0. (It is generally S2fn11

i71, jk 2
1
2

fn11
i72, jkD1

r

i
­̃xg,satisfactory to fix this ratio at some value between 5 and

15). In the following, we assume that the truncation error
of the formulas (3.7) is at least O(D2).

where r 5 Dt/h,In order to compute gn11
ab (1 # a , Nj) from previously

computed field values, we consider a characteristic parallel-
ogram with corners P 5 (un11 , jP), Q 5 (un11 , jQ), R 5 r̃i jk 5 ri jk/h 5 (i2 1 j2 1 k2)1/2, (3.10)
(un , jR), and S 5 (un , jS), chosen so that

and the upper (lower) sign is used for i . 0 (i , 0). The
derivative of g appearing in (3.9) is to be evaluated at t 5jR 2 ja21 5 ja21 2 jP, jS 2 ja 5 ja 2 jQ .
tn11 , x 5 ih, y 5 jh, and z 5 kh. The analogous expression
for (3.4), using centered differences in t and one-sidedThe integral identity (2.5) is then applied, with the integral
differences in x, may be written asterm approximated by a numerical quadrature rule of

the form

F1 1
3rr̃i jk

2uiu
1

1
2

rr̃i jk S1
i2 1

1
r̃ 2

i jk
DG fn11

i jk

E
PQRS

c
du dr

r2 5 Dt Dj (w(1)
a cn11

a21 1 w(2)
a cn

a 1 w(3)
a cn

a21), (3.8)

5 F2S1 2
r2r̃2

i jk

i2 D2
3r2

uiu
2 r2 S 1

k2 2
1

r̃ 2
i jk
DG fn

i jk
which can be evaluated using only previously computed
field values. The quadrature weights in (3.8) are uniquely
determined by the condition that the truncation error of 2 F1 2

3rr̃i jk

2uiu
2

1
2

rr̃i jk S1
i2 1

1
r̃ 2

i jk
DG fn21

i jk
the rule be O(Dt3 Dj 1 Dt2 Dj2 1 Dt Dj3) as Dt, Dj R 0.
Since the points R and S lie in the previously evolved
hypersurface u 5 un , the values of gR and gS can be obtained 1

rr̃i jk

uiu F2Sfn11
i71, jk 2 fn21

i71, jkD2
1
2 Sfn11

i72, jk 2 fn21
i72, jkDG

by quadratic interpolation in j from gn
a21,b , gn

ab , and
gn

a11,b . If a $ 2, the values of gP and gQ can be analogously
interpolated from gn11

a22,b , gn11
a21,b , and gn11

ab (the first two of 1
r2

uiu FS4 1
5r̃2

i jk

uiu D fn
i71, jk 2 S1 1

4r̃2
i jk

uiu D fn
i72, jk

which have already been computed), so that (2.5) can be
solved for gn11

ab . In the special case a 5 1, we interpolate
gP and gQ from g̃n

b , gn11
0b , and gn11

1b , so that (2.5) can be 1
r̃2

i jk

uiu
fn

i73, jkG1
rr̃i jk Dt

i2 ­̃2
xg, (3.11)

solved for this latter quantity.
The updating of the grid points at radiative infinity

(a 5 Nj) can be regarded as a limit of the above procedure where the derivative of g is evaluated at t 5 tn , x 5 ih,
y 5 jh, and z 5 kh.as rQ , rS R y. The values of gP and gR can be obtained

by quadratic interpolation in j from data on the three Since the Cartesian boundary points are located in the
region covered by the exterior grid (more precisely in theoutermost radial layers, while gQ and gS are grid values at

infinity. Finally, the quadrature rule (3.8) can still be used, radial interval Rm # r # Rm 1 h), the derivatives of g
appearing in (3.9) and (3.11) can be calculated by per-since both the weights and the function c approach finite

limits as rQ , rS R y (assuming that the nonlinear term forming finite-differencing on previously evolved charac-
teristic cones u 5 um , m # n 1 1 (see Fig. 6). Let ussatifies the restrictions of Section I and the source term S

vanishes for sufficiently large r). consider initially the evaluation of ­̃l
xg (l 5 1, 2) at a
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Cartesian boundary point (xi , yj , zk) for a retarded time and obtain the desired value of ­̃x g by applying (3.14) at
the previously evolved time levels u 5 um21 , um , um11 andlevel u 5 um of the characteristic evolution. A suitable

computational cell around (xi , yj , zk) consists of the grid performing a quadratic interpolation in u. A completely
analogous treatment can be used in the computation ofpoints
the term ­̃2

x g in (3.11). We may also note that, in the initial
iterations of the evolution, the values of m 2 1, m, or(ja , ub , wb), a 2 2 # a # a 1 2, b [ J. (3.12)
m 1 1 in (3.15) may sometimes be negative (see Fig. 6),
so that the corresponding characteristic cones have not

where a $ 2 is chosen so that the cell is as centered as been evolved by the characteristic algorithm. When the
possible in the radial direction and initial data and the forcing term satisfy the simplifying

assumptions stated at the beginning of this subsection, it
(ub , wb), b [ J (3.13) is easy to see that the scalar field vanishes in the region

u # Dt 2 Rm , v $ Rm 2 Dt; then, since (3.15) implies that
um21 $ un11

ijk 2 2Dt, it follows that the advanced time coordi-are the Ng nearest angular neighbors of (xi , yj , zk) in the
nate of the point with coordinates (xi , yj , zk , um21 ) satisfieschosen angular discretization. Using the multiquadric tech-
the conditionnique described in Appendix B, we can then generate

finite-difference formulas of the form
v 5 um21 1 2rijk $ un11

ijk 2 2Dt 1 2rijk

5 (n 2 1)Dt 1 rijk $ Rm (n $ 1).­̃l
x g(xi , yj , zk , um ) 5 (Dj)2l Oa12

a5a22
O
b[J

c(l)
ab gm

ab , (3.14)

Therefore, whenever m 2 1, m, or m 1 1 happens to be
where the coefficients c(l)

ab are bounded as Dj, D R 0 with negative in (3.15), the corresponding values of ­̃x g are zero.
D/Dj 5 const. Note that, although a different set of coeffi- (The same result is valid in the analogous scheme for the
cients is needed at each Cartesian boundary point (since evaluation of ­̃2

x g.) General initial data, which may include
each such point has a distinct neighborhood in the charac- incoming waves crossing the hypersurface u 5 2Rm for
teristic grid), the same coefficients may be used for all r $ Rm, would require a more elaborate initialization pro-
values of m (because each time level of the characteristic cedure, which will not be discussed here.
evolution is discretized in exactly the same way). For con- The use of the above scheme for the evaluation of ­̃l

x g
sistency with the order of accuracy of (3.9) and (3.11), the clearly requires the temporary storage of field values on
finite-difference formulas (3.14) are required to have at the exterior grid for a certain number of previously evolved
least second-order accuracy in (D, Dj). As discussed in characteristic cones. Since the Cartesian boundary points
Appendix B, this accuracy can always be attained provided are restricted to the radial interval Rm # r , Rm 1 h, it
that Ng is large enough and the shape parameter s 5 sg is only necessary to store enough radial layers to cover
involved in the generation of the multiquadric approxima- this interval. If the 5-point radial stencils defined by (3.12)
tions (3.14) is chosen so that sg/Dj 5 const. as Dj, D R 0 are used with the maximum possible centering, then it can
with D/Dj 5 const. We suggest that sg be chosen so that be shown that one must store the layers j 5 ja , 0 # a #
the ratio sg/min(hrad, hang) is in the range 2–8, where a0 , where
hrad Q R2

m Dj and hang Q Rm D are the characteristic grid
spacings in the radial and angular directions at r 5 Rm .

The last step in the approximation of the derivatives a0 5 max H4, F 1
Dj
S 1

Rm
2

1
Rm 1 hDG1 3J

of g appearing in (3.9) and (3.11) involves a quadratic
interpolation in u using derivative values computed by 5 maxh4, [Nj /(N 1 1)] 1 3j,
applying (3.14) at three retarded time levels of the charac-
teristic evolution. In (3.9) the value of ­̃x g at (xi , yj , zk ) is

where the square brackets denote the integer part. Thus,required at the Cauchy time level t 5 tn11 , which corre-
if the interior and exterior grids are refined by the samesponds to the retarded time
factor, the number of radial layers to be stored does not
change. With reference to Fig. 6, it may be seen that at

un11
ijk 5 (n 1 1)Dt 2 rijk # (n 1 1)Dt 2 Rm 5 un11 . the nth iteration of the algorithm it is necessary to store

the innermost a0 1 1 radial layers of the previously evolved
We may then choose m # n such that characteristic cones

um21 , un11
ijk # um11 (3.15) u 5 um , n 2 n0 # m # n 1 1.
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where (c) Comparison with local radiation conditions. If the
terms involving derivatives of g are neglected in (3.3) and
(3.4), we obtain local radiation conditions of the kind usu-n0 5 [h/Dt] 1 l
ally employed with Cauchy evolutions. These conditions
are adapted to purely outgoing spherical waves. The exper-and l is the order of the generalized Sommerfeld condition
iments include comparisons between the interior solutionsbeing employed (1 or 2). As before, the number of time
obtained with the matching algorithms and with the abovelevels to be stored does not change when the discretization
‘‘truncated’’ conditions. In the remainder of this section,is refined keeping r 5 Dt/h constant.
we will denote the matching algorithms with boundary

Step 4. Update the boundary values for the characteristic conditions (3.3) and (3.4) by C1 and C2 , respectively, and
evolution. Since the field values at the interior and bound- their ‘‘truncated’’ versions by S1 and S2 . The matching
ary points of the Cartesian grid have now been computed algorithm of Section II.B will be denoted by I.
at time t 5 tn11 , new boundary values for the characteristic

(d) Comparison with nonlocal radiation conditions.evolution (at r 5 Rm 2 Dt) may be obtained by three-
To our knowledge, the only available implementation ofdimensional interpolation on the Cartesian grid. For this
time-dependent exact nonlocal boundary conditions forpurpose, multiquadric techniques are again convenient,
the linear wave equation in three dimensions is due to desince the boundary set B has a somewhat complicated
Moerloose and de Zutter [14]. This boundary conditionstructure. Given a boundary point
is based on an explicit implementation of the Kirchhoff
integral formula [43] on a cubic region uxu, uyu, uzu #xb 5 (Rm 2 Dt) sin ub cos wb

Rm 5 Nh, which is discretized in Cartesian coordinates.
yb 5 (Rm 2 Dt) sin ub sin wb The Kirchhoff formula is used to express the value of the

field at a boundary point of the above cube as a surfacezb 5 (Rm 2 Dt) cos ub
integral involving past field values and derivatives over the
boundary of the smaller cube described by uxu, uyu, uzu #of the characteristic grid, N , I < B be the set containing
Rm 2 Dsh. The algorithm requires that at the nth time stepits NB nearest neighbors in the Cartesian grid. The multi-
we store the field valuesquadric technique of Appendix B can then be used to

approximate g̃n11
b as a linear combination of field values

fm
6(N21),i, j , fm

6(N22),i, j , fm
i6(N21), j , fm

i6(N22), j ,fn11
ijk at the grid points belonging to N. Interpolation for-

mulas with various orders of accuracy may thus be gener- fm
i, j ,6(N21) , fm

i, j ,6(N22) ,
ated, provided that the shape parameter s 5 sB involved
in the multiquadric approximations be chosen so that

for uiu, u ju # N 2 2 and m 5 n, n 2 1, ..., n 2 Npast , wheresB/h 5 const. as h R 0 (we suggest that this ratio be fixed
at some value in the range 2–8). In the present algorithm,

Npast 5 [2Ï3Rm/Dt ] 5 [2Ï3N/r]we require that the boundary interpolations be at least
second-order accurate.

and r 5 Dt/h. The storage of these past field values requires
substantially more memory than the storage of the interiorIV. NUMERICAL RESULTS
grid values: for a three-level scheme, the ratio between

This section presents a set of numerical experiments the two memory requirements is about 12(2N)2Npast /
which have been designed to yield information on the 3(2N)3 5 4Ï3/r; for our interior scheme, which is stable
following aspects of the Cauchy–characteristic algorithms for r # 321/2, this factor is at least 12. In contrast, for the
introduced in the previous sections: parameter values used to obtain the results of this paper,

the analogous factor for the matching algorithms would(a) Stability The complexity of the three-dimensional
be of order unity. Furthermore, due to nonlocality, thematching algorithms makes it virtually impossible to study
number of arithmetic operations per time step grows astheir stability using normal mode analysis or matrix meth-
N 4, as compared to N 3 for the matching algorithms (theods [41] for realistically large grids. Therefore, the numeri-
matching procedure itself makes only a O(N 2) contribu-cal study to be presented here is limited to long-term inte-
tion to the total number of operations).grations for particular cases of the algorithms.

We have independently implemented the de Moer-
loose–de Zutter algorithm (henceforth referred to as algo-(b) Convergence The experiments involve linear and

nonlinear situations with grids of several resolutions. The rithm K) following the description given in [14]. The code
runs on a Cray C90 at about 330 Mflops, a speed similarRichardson extrapolation technique [42] is used to acceler-

ate the convergence of the numerical solutions. to that of our matching codes (180–350 Mflops). However,
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the CPU time per time step required by the de Moer-
loose–de Zutter algorithm was about 500 times that re-
quired by the matching codes. This larger CPU time is
clearly not due to inefficient coding; there are also no
free parameters in the de Moerloose–de Zutter algorithm
which could be adjusted to make it more efficient. Our
results on the performance of algorithm K serve also to
supplement those given in [14], where its supposed conver-
gence to the exact solution of the linear wave equation
was not tested.

(e) Sensitivity of the numerical solutions to the position
of the matching interface. For each fixed value of Rm , the
numerical solutions obtained with the matching algorithms
should converge to the exact solution of the (linear or
nonlinear) initial-value problem being considered. In gen-
eral, the solutions obtained using linear local ABC’s (such
as S1 and S2 ) should converge to a limit which depends on
the chosen value of Rm (this limit should approach the FIGURE 7
exact solution when Rm R y). An exact (in the linear
sense) ABC such as K should converge to the exact solu-

since a simple scaling argument shows that the stabilitytion in linear problems, and behave as a linear local ABC
properties of the matching algorithm I do not change whenin strongly nonlinear problems. Therefore, in such situa-
Rm and Dt are scaled by the same factor and M, Ns , Nh ,tions we expect the numerical results obtained with algo-
and K are kept fixed. (An analogous property holds forrithms C1 , C2 , and I to be significantly less sensitive to the
the matching algorithms C1 and C2.) The Courant numberchoice of Rm than those obtained with S1 , S2 , and K.
r 5 Dt/h was chosen as

(f) Sensitivity of the numerical solutions to the order
of the boundary conditions. The solutions obtained with r 5 Asrmax , (4.1)
algorithms C1 and C2 should both converge to the exact
solution of the initial-value problem; on the other hand, where rmax is the maximum value of r which satisfies the
there is no reason to expect that the solutions using S1 and domain of dependence conditions given by (2.11) with
S2 will converge to a common limit, except when Rm R r 5 Rm , q 5 p 5 1, Du 5 Dt;
y. Therefore, we expect the numerical results obtained
with C1 and C2 to be more similar to each other than those rmax 5 minh2b, 2b 1 (b2 1 Fla2 )1/2 j, (4.2)
obtained with S1 and S2 .

with
A. Stability

The stability properties of the matching algorithms I, a 5
RmDs

h
5

M 2 1
Ns

, b 5
Dr
h

5
2(M 2 1)

Nh 2 1
, (4.3)

C1 , and C2 have been investigated by performing long-
term integrations of the linear wave equation with initial
data which excite mainly the shortest waves resolved by where Dr is the difference between the radii of the first
the computational grid, such as random or alternating-sign two radial (characteristic) grid points. The parameter K
initial data. In this kind of experiment, stable algorithms was then chosen according to (2.12).
exhibit an exponential decay of the maximum norm ifiy , Figure 7 shows the results of the numerical study in
while unstable algorithms feature exponential growth. A terms of the dimensionless parameters a and b. The results
typical test integration was carried out for up to O(105) indicate that there is a stable region around a 5 1.25,
time steps (corresponding to a time interval 0 # t # O(103 b 5 2, but that instabilities occur when either a is greater
Rm )), which were generally sufficient to clearly distinguish than about 1.3 or b is less than about 1.0.
between stable and unstable cases.

(b) Algorithms C1 and C2 . Since the algorithms C1 and
C2 contain many free parameters (Rm , h, D, Dj, Dt, sg , sL,(a) Algorithm I. Among the free parameters M, Ns ,

Nh , r(5Dt/h), K, and Rm , we fixed Rm 5 1 and M 5 22, sB , Ng , NL, NB ), we have fixed Rm , h, Ng , NL, and NB and
varied the remaining parameters so that the ratios D/Rm Djand varied the remaining ones as functions of Ns and Nh .

There is no loss of generality in assuming that Rm 5 1, (Qhang/hrad), sg/RmD (Qsg/hang ), SL/D, and sB/h remained
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parameters sg , sL , and sB are multiplied by a common
factor 0 , l , 1 (the remaining parameters Rm , Ng , NL ,
and NB are kept unchanged).

The domain of stability of the algorithms based on gener-
alized Sommerfeld conditions (C1 and C2 ) includes most
of the combinations of grid spacings and time step which
are allowed by the CFL conditions for the Cauchy and
characteristic evolution schemes. When these conditions
are satisfied, instabilities have been observed only when
Dt/h, hang/h Q Rm D/h, and hrad/h Q R2

m Dj/h are all rela-
tively small. In such cases, the available numerical evidence
suggests that the algorithms may often be stabilized by
adjusting the free parameters associated with the multi-
quadric approximations (sg , sL , sB , Ng , NL , NB ), without
having to change either the grid spacings or the time step.
Comparing Figs. 7 and 8, it can be seen that the stability
conditions for our interpolation-based matching algorithm
(I) are somewhat more restrictive than those for algorithms
C1 and C2 , usually requiring the use of finer angular discret-
izations.

B. Grid Parameters

In order to study the dependence of the numerical solu-
tions on the resolution of the computational grids and
on the position of the matching interface, we performed
experiments with interfaces at two different radii (Rm 5
182
17 and Rm 5 234

17 ), using grids of increasing resolution. The
duration of the simulations (from t 5 0 to t 5 70) was
chosen to allow any spuriously reflected waves to cross the

FIGURE 8
interior computational domain several times.

In the tests involving algorithms C1 and C2 , for each
value of Rm , we constructed a sequence of discretizationsconstant. We may therefore choose r 5 Dt/h and a9 5
of spacetime such that the parameters h, Dt, D, and DjRm D/h Q hang/h as the independent variables in the stability
vary linearly with an arbitrary parameter l; the sequencesstudy (the parameter a9 is analogous to the ratio a em-
with Rm 5 182

17 and Rm 5 234
17 are denoted by Nl and Fl (‘‘near’’ployed earlier in this section). The numerical results (Fig.

and ‘‘far’’ boundaries), respectively (Table I). According8) indicate that, under the conditions of the experiment
to the general methodology of Appendix B, the numbers(Rm 5 182

17 , N 5 21, h 5 26
51 , Ng 5 20, NL 5 31, NB 5 125,

of points in the stencils of the multiquadric-based approxi-D/Rm Dj Q 2.1, sg/Rm D Q 3.7, sL/D Q 14, sB/h 5 8), both
mations (determined by the parameters NL , Ng , and NB)C1 and C2 are stable over most of the region in the (a9, r)
are kept fixed as the grids are refined, while the correspond-plane which is determined by the CFL conditions for the
ing shape parameters (sL, sg, and sB) are taken to be pro-Cauchy and characteristic evolutions. Instabilities associ-
portional to l. In all experiments, we choose NL 5 31, Ngated with the boundary updating scheme only appear for
5 20, and NB 5 125. Since all approximations involved insufficiently small values of a9. However, in many cases that
the matching algorithms are at least second-order accurate,we have examined, decreasing the values of the ratios sB/

h and sg/RmD led to a reduction in the lower stability limit we expect that for each sequence the error of the numerical
solutions will be O(l2 ) as l R 0. The ‘‘truncated’’ algo-for a9, thereby allowing the use of finer exterior grids. For

example, the three unstable cases for algorithm C1 which rithms S1 and S2 should also exhibit second-order conver-
gence (to limits which are generally different from theappear in Fig. 8a can be stabilized by reducing sB/h and

sg/RmD from 8 to 4 and from 3.7 to 1.8, respectively, while exact solution). Using long-term integrations, we have veri-
fied that the algorithms C1 , C2 , S1 , and S2 are stable formaintaining the remaining parameters unchanged.

We have also carried out experiments which suggest that all the discretizations shown in Table I.
The parameter values in Table I have been chosen sothe stability of either C1 or C2 is preserved when the time

step Dt, the grid spacings h, D, and Dj, and the shape that the numerical results obtained with different discretiz-
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TABLE I

Parameters of the Discretizations Employed in the Numerical Experiments with Algorithms C1 , C2 , S1 , and S2

Discretization Rm N h Dt Nj Dj Nang D sB sg sL

N4/3
182
17 21 26

51
91

1530 17 1
182 860 0.1198 4.1 4.7 1.67

N1
182
17 28 13

34
91

2040 22 17
4004 1528 0.0913 3.1 3.5 1.25

N4/5
182
17 35 26

85
91

2550 28 17
5096 2388 0.0738 2.4 2.8 1.00

N2/3
182
17 42 13

51
91

3060 34 1
364 3439 0.0607 2.0 2.3 0.83

N1/2
182
17 56 13

68
91

4080 45 17
8190 6112 0.0460 1.5 1.8 0.63

F4/3
234
17 27 26

51
13
255 16 17

3744 860 0.1198 4.1 5.8 1.67
F1

234
17 36 13

34
13
340 21 17

4914 1528 0.0913 3.1 4.4 1.25
F4/5

234
17 45 26

85
13
425 26 17

6084 2388 0.0738 2.4 3.5 1.00
F2/3

234
17 54 13

51
13
510 32 17

7488 3439 0.0607 2.0 2.9 0.83

ations can be directly compared at certain points in space- ence between the two sets of discretizations lies in their
angular resolution, which is significantly higher for N9l andtime. Thus, all interior solutions can be compared for
F 9l in order to ensure the stability of algorithm I. In all

t 5 364
85 n, n 5 0, 1, 2, ... (4.4) experiments, the parameter K is chosen according to (2.12).

The interior solutions obtained with the discretizations
at the grid points shown in Table II can be directly compared for the time

levels (4.4) at the grid pointsx 5 26
17 i, y 5 26

17 j, z 5 26
17 k, (4.5)

x 5 26
17(i 2 1

2), y 5 26
17( j 2 1

2), z 5 26
17(k 2 1

2), (4.9)where i, j, k are integers satisfying

(i2 1 j 2 1 k2 )1/2 # 6. (4.6)
where i, j, and k are integers such that

It is also possible to make certain comparisons between
exterior solutions, since the discretizations in Table I con- [(i 2 1

2)2 1 ( j 2 1
2)2 1 (k 2 1

2)2 ]1/2 # 13
2 . (4.10)

tain families of common characteristic cones. For example,
the cones of the form

The retarded time levels (4.7) and (4.8) are common to
the discretizations N9l and F 9l , respectively, and can againu 5

1092n 2 2002
255

, (4.7)
be used in direct comparisons between the exterior solu-
tions.

u 5
364n 2 910

85
, (4.8) For the tests involving algorithm K, we use the discretiz-

ations N0l and F 0l , whose parameters are shown in Table
III. These are identical to the corresponding parametersn 5 0, 1, 2, ..., are common to the discretizations Nl and

Fl , respectively. in Table I, with the difference that the time step is four
times larger. This larger time step was needed to limit theSimilarly, in the experiments with matching algorithm

I, we employed spacetime discretizations N9l and F 9l (Table total computer time required by the experiments (see item
(d) at the beginning of this section). Also, due to computa-II) which resemble Nl and Fl very closely. The main differ-

TABLE II

Parameters of the Discretizations Employed in the Numerical Experiments with Algorithm I

Discretization Rm M h Dt Nh Dh Ns Nang Ds

N94/3
182
17 22 26

51
91

1530 18 1
36 24 4802 1

24

N94/5
182
17 36 26

85
91

2550 30 1
60 40 13122 1

40

N94/7
182
17 50 26

119
13
510 42 1

84 56 25538 1
56

F94/3
234
17 28 26

51
13
255 18 1

36 24 4802 1
24

F94/5
234
17 46 26

85
13
425 30 1

60 40 13122 1
40

Note. In this table, Nang 5 2(2Ns 1 1)2 represents the total number of angular grid points on the stereographic discretization of the unit sphere.
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TABLE III For spherically symmetric sources, S 5 S(r, t), it can be
shown that (4.11) reduces toParameters of the Discretizations Employed in the

Numerical Experiments with Algorithm K
f(r, t) 5

1
2r

Et

0
dr 9 Er1r9

ur2r9 u
dr0 r 0 S(r 0, t 2 r 9). (4.12)

Discretization Rm N h Dt

As our source model, we take the time-harmonic, finite-N04/3
182
17 21 26

51
182
765

radius forcing distributionN01
182
17 28 13

34
91
510

F02
234
17 18 13

17
26
85 S(r, t) 5 S0 Q(r) sin gt, (4.13)

F04/3
234
17 27 26

51
52
255

Q(r) 5 HAs[1 1 cos(fr /r0 )], r # r0

0 r . r0.
(4.14)

Inserting the above forcing function in (4.12), one obtains,tional resource limitations we have restricted the experi-
after a long but straightforward calculation, the desiredments with algorithm K to relatively coarse grids (N #
exact solution of the forced wave equation (the result is28). Finally, it should be kept in mind that, although the
presented in Appendix C).grid spacing h and the value of Rm are the same for corre-

In our numerical experiments, we employed a superpo-sponding discretizations in Tables I and III, the computa-
sition of spherical sources with the above structure, whosetional boundary is a cube of side 2Rm for algorithm K and
parameter values are given in Table IV. The forced lineara sphere of diameter 2Rm for all other algorithms.
wave equation with homogeneous initial conditions wasIn the description of the numerical tests, we use a special
then solved using algorithms C1 , C2 , S1 , S2 , I, and K andnotation to distinguish between the solutions obtained with
the discretizations shown in Tables I, II, and III. The resultsthe various algorithms and discretizations. Thus, for exam-
of the tests (Figs. 9 and 10) confirm the second-order con-ple, f

C2N
l denotes the solution obtained with algorithm C2 vergence of the matching algorithms C1 , C2 , and I, andusing discretization Nl , and fIF9l denotes the solution ob-

clearly display the limitations of the local boundary condi-
tained with algorithm I and discretization F 9l . We use the tions employed by algorithms S1 and S2 . The solutions
Richardson extrapolation technique to estimate the limits obtained with these two schemes converge to limits which
to which the different numerical solutions are converging depend both on the order of the boundary conditions (Figs.
as the grids are refined. The extrapolated solutions are 9a and 9c) and on the radius of the Cartesian grid (not
also identified by a special notation. For example, shown). The matching schemes, on the other hand, produce
f

C2N
2/3, 1/2 denotes the result of Richardson extrapolation ap- solutions whose errors systematically decrease with in-

plied to f
C2N
2/3 and f

C2N
1/2 . creasing resolution (Figs. 9b, 9d, 9f, and 10). The results

for algorithm K (Fig. 9e) suggest that it is also converging
C. Experiments with the Linear Wave Equation to the exact solution at a second-order rate, although more

resolution would be needed to see this more clearly. The
As a first test of the matching algorithms based on gener- higher error level obtained for K in comparison with the

alized Sommerfeld conditions, we consider the numerical matching algorithms seems to be due to the lower resolu-
solution of initial-value problems for the linear wave equa- tion used with the nonlocal method. The extrapolated solu-
tion driven by an external source S(x, y, z, t). This is a tion from algorithm K outperforms all solutions from S1
convenient test because the exact solution is given in closed and S2 , even though it is obtained from relatively low
form by the Kirchhoff integral [43] resolution solutions.

TABLE IVf(x, y, z, t) 5
1

4f
EEE

r9#t

S(x9, y9, z9, t 2 r 9)
r 9

dx9 dy9 dz9.
Parameters of the Spherically Symmetric Solutions Used in the

(4.11) Experiment with the Linear Wave Equation

Source x0 y0 z0 r0 g S0where r 9 5 [(x 2 x9)2 1 (y 2 y9)2 1 (z 2 z9)2 ]1/2 (the
initial data are f 5 ­tf 5 0 at t 5 0). We will first construct 1 0.71 0.71 0.00 3 0.6 1.0

2 1.00 22.00 22.00 2 0.5 20.5a simple spherical source model for which the above inte-
3 3.00 1.00 2.45 2 0.3 0.8gral can be evaluated analytically and then test the algo-
4 23.00 22.00 2.30 3 0.8 20.3rithms C1 , C2 , S1 , S2 , I, and K with a superposition of the

resulting spherically symmetric solutions with centers at Note. Here x0 , y0 , and z0 denote the coordinates of the centers of
symmetry of each solution.various positions inside the Cartesian grid.
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FIGURE 9

D. Experiments with a Nonlinear Wave Equation The two problems differ only in the choice of the forcing
function S; in both cases, the initial conditions are f 5

In this set of experiments, two initial-value problems
­tf 5 0 at t 5 0.

involving the forced nonlinear wave equation
Experiment 1 (spherical symmetry). If the forcing S has

spherical symmetry about the origin r 5 0, the solution of­tt f 5 =2f 2 4f3 1 S(x, y, z, t) (4.15)
the initial-value problem will also be spherically symmetric.
However, due to the presence of nonlinear effects (back-are solved using the schemes C1 , C2 , S1 , S2 , I, and K.
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scattering), the Sommerfeld radiation condition (as well tion’’ f1-D was obtained by applying Richardson extrapola-
tion to two integrations having radial grid spacings h 5as the boundary conditions used in schemes S1 and S2 ,

which are also adapted to spherical outgoing waves) will 8 3 1023 and 4 3 1023. The integrations extended from
t 5 0 to t 5 70 (corresponding to roughly three completenot be exactly satisfied at the boundary of the interior

computational domain. The linear assumptions of the non- oscillations of the source), and the outer boundary was
situated at Rm 5 100; the ratio r 5 Dt/h was fixed at 0.328.local algorithm K will also be violated. The forcing em-

ployed in this experiment is the finite-radius harmonic We have also solved this problem with a one-dimen-
sional code which implements the spherically symmetricsource defined by (4.13) and (4.14) with S0 5 0.2, g 5 0.3,

r0 5 7. version of our matching algorithm C1 using similar interior
resolutions (h 5 7.353 3 1023, 3.676 3 1023, r 5 0.379),Although the exact solution of this initial-value problem

is not known, very accurate approximations to the solution but with computational interfaces located at much smaller
radii (we used Rm 5 182/17 and Rm 5 234/17, which aremay be obtained by performing high-resolution runs of a

one-dimensional finite-difference code which solves the the same used in the three-dimensional discretizations Nl

and Fl , respectively). The number of radial characteristicspherically symmetric version of (4.15). In such runs, the
outer computational boundary must be placed at a suffi- grid points was chosen as Nj 5 0.687N for the runs with

Rm 5 182/17 and Nj 5 0.534N for the runs with Rm 5 234/ciently large radius that the emitted wavefront will reach
the boundary only after the end of the time integration. 17, where N is the number of interior grid points. The

boundary condition in this code is a discrete version ofIn this case, the one-dimensional numerical solutions are
unaffected by boundaries, and should converge to the exact (3.1); the derivative ­̃rgur5Rm

5 2R22
m ­̃jguj5j0

appearing in
this boundary condition is evaluated by standard one-sidedsolution of the initial-value problem. Our ‘‘reference solu-

FIGURE 10
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solution. The analogous results for the spherically symmet-
ric version of S1 yield even larger errors. Although we have
not included other existing ABC’s in this comparison, it
seems very unlikely that these approaches, which do not
take the exterior nonlinearity into account, could produce
solutions with accuracy comparable to that of the above
matching solutions.

The results of our three-dimensional runs (Fig. 12) indi-
cate that, as in the linear case, the matching solutions
converge at a second-order rate to the exact solution of
the nonlinear initial-value problem. The error levels of the
linear boundary algorithms (S1 , S2 , and K) are much higher
than those obtained with matching, and are essentially
independent of grid resolution. This is clearly due to the
presence of nonlinearity in the exterior domain. Even
though the resolution used with algorithm K was lower
than that used with the other methods, the small decrease
in error between the N04/3 and N01 discretizations (Fig. 12e)
suggests that no significant improvement would be

FIGURE 11 achieved by further increasing the resolution.

Experiment 2 (ellipsoidal sources). This experiment in-
cludes both nonlinear and nonspherical effects; the forcingdifferences on the characteristic grid. The updating of the
consists of a superposition of two ellipsoidal sourcescharacteristic grid point at r 5 Rm 2 Dt (point B in Fig.
with structure6) may be performed by quadratic interpolation on the

interior grid. The interior and exterior evolution algo-
S(x, y, z, t) 5 S0Q(x, y, z) sin gt,rithms are the same as in Sections II.A and III.B, respec-

tively, with the simplification that all angular derivative
terms vanish. The extrapolated matching solution f

C1F
12D Q(x, y, z) 5 HAs[1 1 cos(fq(x, y, z))], q(x, y, z) # 1

0 q(x, y, z) . 1,(obtained from the solutions with Rm 5 234/17) coincides
with the previously obtained ‘‘reference solution’’ with a
relative accuracy if

C1F
12D 2 f12Di2/if12Di2 , 2.2 3 1028 (Fig. where

11). Furthermore, the extrapolated maching solution
f

C1F
12D (obtained from the solutions with Rm 5 234/17) coin-

cides with f
C1F
12D with a relative accuracy ifC1N

12D 2 f
C1F
12Di2/ q(x, y, z) 5 F(Dx9)2

A2 1
(Dy9)2

B2 1
(Dz9)2

C2 G1/2

if12Di2 , 2.3 3 1028 (Fig. 11). The excellent agreement
between all three independent one-dimensional solutions

andindicates that their common relative accuracy is O(1028);
it is also strong evidence that the matching solutions con-
verge to the exact solution of this nonlinear initial-value Dx9 5 (x 2 x0) cos b cos a 1 (y 2 y0) sin b cos a
problem. We may also note that, since the error obtained 1 (z 2 z0) sin a
with feasible three-dimensional code runs is much larger

Dy9 5 (y 2 y0) cos b 2 (x 2 x0) sin b
than the previous estimate, we can safely consider f12D as

Dz9 5 (z 2 z0) cos a 2 (x 2 x0) cos b sin aidentical to the exact solution when estimating the errors
2 (y 2 y0) sin b sin a.from algorithms C1 , C2 , S1 , S2 , I, and K.

For comparison, we also show in Fig. 11 an extrapolated
high-resolution solution of the same problem using the The parameters of the sources are shown in Table V.

Although independent highly accurate approximationsspherically symmetric version of the local boundary condi-
tion S2 (obtained by setting x 5 r in (3.4) and neglecting to the solution of this initial-value problem are difficult to

obtain, it is simple to compare the sensitivity of variousthe right-hand side). As expected, the solutions fS2F
12D using

this boundary condition (with the same values of h, r, and schemes to changes in the matching radius and in the order
of the radiation boundary conditions. A detailed analysisRm as in fC1F

12D) do not converge to the reference solu-
tion, and therefore (since ifS2F

12D 2 f12Di2 5 O(1023) @ shows that, for each i, the matching algorithm Ci and the
linear boundary algorithm Si approach their (distinct) lim-if12D 2 fexacti2 5 O(1029)) do not converge to the exact
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FIGURE 12

its at very similar rates. However, as we would expect from (Fig. 13). Even though we could not investigate algorithm
K at high resolution, for this particular problem its sensitiv-the previous experiments, the results obtained with the

schemes Si are much more sensitive to changes in Rm and ity seems to be similar to that of S2 (Fig. 13). Furthermore,
a detailed analysis of the numerical results indicates thati than those obtained with the matching schemes Ci (Figs.

13 and 14). The solutions using the matching algorithm I the sensitivity of the schemes C1 , C2 , and I can always
be reduced by increasing the grid resolution, while theare also very insensitive to changes in the matching radius
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TABLE V

Parameters of the Ellipsoidal Sources Used in Experiment 2

Source x0 y0 z0 A B C a b g S0

1 6 1 0 1.5 2.5 1.5 0 0 0.5 1
2 2 23 0 4.0 2.0 2.0 20 50 0.3 21

Note. The angles a and b are given in degrees.

sensitivity of the schemes S1 and S2 (and probably also K) other than the smoothness of the scalar field. Nonlinear
effects in the exterior computational domain are automati-rapidly becomes independent of resolution. Therefore, it

seems very likely that the common limit to which all match- cally taken into account by the matching algorithms, pro-
vided that the asymptotic behavior of the wave field ating schemes are converging is actually the exact solution

of the nonlinear initial-value problem. radiative infinity is that of a nondispensive outgoing wave.
In our numerical experiments it was found that the vari-

ous matching methods were all convergent to the exactV. CONCLUSIONS
solution (with a computational interface located at an arbi-
trary fixed position) in both linear and nonlinear problems.We have presented and tested two alternative formula-
As expected, the nonlocal boundary condition K yieldedtions of three-dimensional Cauchy–characteristic match-
convergent results only when its assumptions were re-ing for the scalar wave equation. In one formulation (algo-
spected that is, in linear problems. Convergence was notrithm I, Section II), the boundary values for the interior
observed for the linear local boundary conditions S1 andand exterior evolutions are obtained by an interpolation
S2 , whose restrictive assumptions were violated in all ofscheme at constant time which uses data from both interior
our numerical experiments. For each matching algorithm,and exterior grids. The formulation based on generalized
a region of parameter space was found in which the algo-Sommerfeld conditions (algorithms Ci , Section III) essen-
rithm is stable. The stability conditions for our interpola-tially uses the characteristic evolution scheme to correct a
tion-based matching algorithm (I) are somewhat more re-boundary condition often employed in Cauchy evolutions.
strictive than those for algorithms C1 and C2 , usuallyIn both algorithms, no special assumption is made about
requiring the use of finer angular discretizations.the waves crossing the computational interface r 5 Rm ,

FIGURE 13 FIGURE 14
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TABLE VIFrom the point of view of both computational cost and
accuracy, matching appears to be a very effective way of Generation of Triangulations with Average Angular Spacing
solving free-space initial-value problems involving the D Q 0.092l
three-dimensional scalar wave equation (1.1) with or with-

Initial Finalout a nonlinear term. It is of course possible to achieve
Configuration configurationconvergence with an ABC method applied to a nonlinear

wave equation, by refining the grid and simultaneously l Nang Dmin/l D/l sD/l T D/l sD/l
enlarging the radius of the outer boundary. However, this

Fd 860 0.07500 0.07937 0.0046 0.45 0.08985 0.0026is very expensive computationally, especially in the limit
1 1528 0.07500 0.07983 0.0046 0.45 0.09126 0.0026of small target error for the determination of waveforms
Fg 2388 0.07338 0.07848 0.0051 0.60 0.09219 0.0027in three-dimensional problems [44, 45]. Depending on the
Sd 3439 0.07500 0.07974 0.0048 0.15 0.09102 0.0027

desired error limits, and on the strength and nature of the As 6112 0.07460 0.07916 0.0048 0.15 0.09194 0.0028
nonlinearities, various methods may or may not perform

Note. Equations (A2)–(A3) (with k 5 0.1, « 5 4, L 5 35) are integratedadequately. However, the matching method is convergent
from t 5 0 to t 5 T by an adaptive algorithm. The quantity sD is theunder grid refinement alone. Thus in the limit of small
standard deviation of the angular separations (in radians) between neigh-target error, the performance of the matching method is boring grid points.

significantly better than that of any available alternative.
Further, since the computational cost of the matching
method is much lower than that of current nonlocal condi- interacting with each other through a repulsive force law
tions, even when such a nonlocal condition is applicable of the form
it is much cheaper to use matching. In this way, higher
resolutions and accuracies may be attained. In strongly Fi j 5

k
r«

i j
(ni 2 nj),

nonlinear problems, matching appears to be the only avail-
able method which is able to produce numerical solutions

where k, « . 0 are constants, ni is the radius vector of thewhich converge to the exact solution with a computational
ith particle, andinterface located at an arbitrary fixed position.

ri j 5 uni 2 nju 5 Ï2(1 2 ni ? nj)1/2

APPENDIX A

is the distance between particles i and j. In the presence
Quasi-Regular Triangulations of the Unit Sphere of some dissipation, we intuitively expect that, for any

choice of initial conditions, the particles will eventuallyA convenient first approximation to a quasi-regular tri-
approach an equilibrium distribution which very closelyangulation of the unit sphere containing Nang grid points
resembles a quasi-regular triangulation of the unit sphere.may be obtained by randomly generating Nang sets of spher-
In spherical coordinates, the equations of motion of theical coordinates (ui , wi) so that no two grid points are closer
system of particles may be written asthan a specified minimum angular separation Dmin. The

value of Dmin should be smaller than, but as close as possible
to, the average angular spacing D between nearest neigh- üi 2 As ẇ2

i sin 2ui 1 k O
j?i

nj ? ui

[2(1 2 ni ? nj)]«/2 1 Lu̇i 5 0 (A2)
bors in a quasi-regular triangulation. This latter quantity
may be approximated by the empirical formula

ẅi sin ui 1 2u̇iẇi cos ui 1 k O
j?i

nj ? wi

[2(1 2 ni ? nj)]«/2 1 Lẇi sin ui 5 0,

D Q 3.59N21/2
ang . (A1)

(A3)

where ui and wi are the unit basis vectors of the sphericalIn practice, choosing Dmin too close to D makes the random
generation very time-consuming, since the area available coordinate system at (ui , wi) and L is a dissipation coeffi-

cient.for new grid points is rapidly exhausted. If Dmin/D is chosen
in the range 0.80–0.83, the random generation is fast, and Using randomly generated triangulations as initial data,

the above equations of motion may be integrated by anthe resulting set of angular grid points can already be used
in matching algorithms. adaptive solver such as ODE [46] over a time interval

O(L21), usually yielding an improved approximation to aStarting from a randomly generated triangulation, angu-
lar discretizations with a greater degree of uniformity may quasi-regular triangulation. As an illustration of this proce-

dure, we consider here the generation of the triangulationsbe obtained by an iterative process. To this end, we regard
the angular grid points as a system of point particles which used in the numerical experiments of Subsection IV (Table

VI). The average angular spacing D of these triangulationsare constrained to move on the surface of the unit sphere,
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should be proportional to the parameter l which measures where l is a small positive parameter and the ve are con-
stant vectors, and choose the shape parameter asthe resolution of the computational grids; we have arbi-

trarily chosen a ratio D/l 5 0.092. The second column of
Table VI shows the required numbers of angular grid s 5 sl, s 5 const. (B7)
points, which have been computed using (A1). Using the
random generation procedure with Dmin/D Q 0.81, we ob- (this choice ensures that s is of the order of the distances
tained the initial configurations described in the fourth and between data points, and also prevents the ill-conditioning
fifth columns of Table VI; subsequent integration of the of the matrix Aen which would occur if s/l R y as l R
equations of motion (A2)–(A3) led to the more uniform 0). We first note that (B3)–(B7) imply that the ce are

independent of l; then, expanding c(x) in a Taylor seriesconfigurations described in the last two columns of Ta-
around x 5 x, it is easy to see that the error in the multi-ble VI.
quadric estimate of c(x) is

APPENDIX B

cMQ(x) 2 c(x) 5 SO
e

ce 2 1D c(x) 1 O(l),Multiquadric Approximations

In d dimensions, the Hardy multiquadric interpolant to
which in general approaches a small nonzero value asa function c(x) 5 c(x1, ..., xd) given on distinct data points
l R 0.x1 , ..., xM takes the form [33]

We now discuss a systematic procedure to increase the
convergence rate of multiquadric approximations. First we
observe that an interpolation formula with error O(l) cancMQ(x) 5 OM

e51
ae[s2 1 ix 2 xei2]1/2, (B1)

be obtained simply by normalizing the coefficients ce: if
ĉe 5 ce/on cn , then

where the ae are constants, i?i denotes the Euclidean norm, O
e

ĉece 2 c(x) 5 O(l)and s is an arbitrary ‘‘shape parmeter’’ [33], usually chosen
to be of the order of the distances ixe 2 xni between data
points. The coefficients ae are determined by solving the

as l R 0. More generally, we seek to obtain higher-orderinterpolation conditions cMQ(xe) 5 c(xe) ; ce (1 # e #
interpolation formulas by applying (hopefully small) cor-M). Alternatively, the value of the interpolant at a point
rections de to the coefficients ĉe . Expanding c(x) aboutx 5 x may be expressed as
x 5 x, the error in the new approximation may be written as

cMQ(x) 5 OM
e51

cece , (B2) O
e

(ĉe 1 de)ce 2 c(x) 5 SO
e

deD c(x)

where the coefficients ce are determined by the conditions 1 O
e

(ĉe 1 de) Oy
n51

ln O
ua u5n

va
e

a!
Dac(x),

OM
n51

Aencn 5 be , (B3) where a 5 (a1 , ..., ad) is a multi-index, uau 5 oi ai , a! 5
Pi ai!, Da 5 Pi(­i)ai, and va 5 Pi(v i)ai. An approximation
with error O(lp11) is obtained if we require that the correc-

where tions satisfy the equations

O
e

de 5 0 (B8)Aen 5 [s2 1 ixe 2 xni2]1/2 (B4)
be 5 [s2 1 ix 2 xei2]1/2. (B5) O

e

va
e(ĉe 1 de) 5 0 (1 # uau # p). (B9)

Although this basic form of multiquadric interpolation of-
ten produces excellent results [34], its convergence proper- The order Mp,d of this linear system equals the dimension
ties are unsatisfactory. To see this, assume that the data of the space of polynomials of degree #p in d variables.
points xe approach x according to Here we restrict ourselves to situations where M . Mp,d ,

so that the system (B8)–(B9) does not have a unique solu-
tion. In order to modify the original multiquadric approxi-xe 5 x 1 lve , (B6)
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is generally O(l2q) as l R 0. A convergent approximation
with error O(lp2q11) (p $ q) can be obtained by applying
corrections de to the coefficients c̃e , chosen so as to elimi-
nate the coefficients of Dac(x), 0 # uau # p, in the Taylor
expansion for the truncation error of the corrected approx-
imation. If M $ Mp,d , a slight modification of the previous
analysis shows that the minimum-norm corrections are
given by (B10), where the multipliers ga are now obtained
by solving the system of Mp,d linear equations

O
0#uau#p

kvb1alga 5 kvbc̃l 2 c! dbc/M (0 # ubu # p).

To illustrate the effectiveness of the above correction
scheme, we consider the approximation of the Gaussian
function

FIGURE 15 c(x, y, z) 5 e2(x2
1y2

1z2) (B14)

and its derivative ­2
xc at x 5 y 5 z 5 As using M 5 70 datamation as little as possible, it is natural to choose de as the

points. The vectors ve have been selected randomly insidesolution of the above system which minimizes the norm
the cubic region uv iu # As (i 5 1, 2, 3), with the conditionoe d2

e. It is straightforward to show that the solution of
that ive 2 vni . 0.194 for all e, n. Figures 15 and 16 showthis minimization problem satisfies the system of M 1 Mp,d
the behavior of the errors for the various approximationsequations consisting of (B8)–(B9) and
discussed above, with the shape parameter chosen as s 5
Asl. In most cases, the corrected approximations exhibit ade 1 O

0#uau#p
va

e ga 5 0, (B10)
substantial improvement over the uncorrected ones, with
only minor changes in the coefficients ce of the original

where the ga are Lagrange multipliers. Inserting (B10) in multiquadric approximations.
(B8)–(B9), we obtain the system of Mp,d equations

O
0#uau#p

kvb1alga 5 (1 2 d ubu,0)kvbĉl (0 # ubu # p), (B11)

where k?l denotes an average over e and d is Kronecker’s
delta. Once (B11) is solved for the Lagrange multipliers,
the corrections de may be directly computed from (B10).

The above correction method can be readily generalized
to approximations of derivatives Dcc, ucu $ 1. The simplest
multiquadric approximation, obtained by differentiating
the interpolant (B1), is given by

Dcc(x) Q O
e

cece , (B12)

where ce satisfies the system (B3) with be redefined as

be 5 Dc[s2 1 ix 2 xei2]1/2ux5x . (B13)

When xe R x, it is easy to see from (B3)–(B4), (B6)–(B7),
and (B13) that ce 5 c̃e/lq, where q 5 ucu and c̃e is indepen-

FIGURE 16dent of l; therefore, the error in the approximation (B12)
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We now discuss the application of the above techniques Region II: r $ r0 , t 2 r $ r0

to the generation of the interpolation and finite-difference
formulas which are required by the matching schemes of
Section III:

f(r, t) 5
k

2g2(k2 2 g2)
1. Approximation of the operator L2. In order to evalu-

ate L2g at an angular grid point (ub , wb) using the stencil Fk(k2 2 3g2)
g(k2 2 g2)

sin gr0 2 f cos gr0G sin[g(t 2 r)]
r

.(3.6), we consider a rotated spherical coordinate system
(u9, w9) such that u9b 5 f/2, w9b 5 0. At this point, the opera-
tor L2 reduces to the simple form

Region III: r $ r0 , ut 2 ru # r0
L2g 5 2(­u9u9g 1 ­w9w9g),

so that the general correction scheme is applicable with
d 5 2, x 5 (u9, w9), x 5 (f/2, 0), c 5 g, M 5 NL , s 5 sL , f(r, t) 5

r2
0 2 (t 2 r)2

8gr
1

1
4gr S 1

g2 2
1
k2D

l 5 D. The error in the corrected approximations is
O(Dp21); in the numerical experiments of Section IV we

2
k

4g2(k2 2 g2)r Hf sin[g(t 2 r 1 r0)]used NL 5 31 and p 5 3.

2. Approximation of derivative ­̃l
qg, l 5 1, 2, q 5 x, y,

z. To generate finite-difference formulas for these deriva- 1
k(k2 2 3g2)
g(k2 2 g2)

cos[g(t 2 r 1 r0)]J
tives, we begin by computing the Cartesian coordinates of
the data points (3.12); the general correction scheme is
then applicable with d 5 3, x 5 (x, y, z), x 5 (xi , yj , zk), 2

g
4k(k2 2 g2) HS1 2

t
rD sin[k(t 2 r)]

c 5 g, M 5 5Ng , s 5 sg , l 5 Dj (it is assumed that D/
Dj 5 const. when Dj R 0). The error in the corrected
approximation is O(Dp2l11); in the numerical experiments 1

(g2 2 3k2)
k(k2 2 g2)

cos[k(t 2 r)]
r J .

of Section IV we used Ng 5 20, p 5 4.

3. Updating of boundary values for the exterior grid.
This is a three-dimensional interpolation problem which Region IV: r 2 t $ r0

corresponds to the general correction scheme with d 5 3,
x 5 (x, y, z), x 5 (xb , yb , zb), c 5 f, M 5 NB , s 5 sB ,

f(r, t) 5 0.l 5 h. The error in the corrected approximations is
O(hp11 ); in the numerical experiments of Section IV we
used NB 5 125, p 5 3.

Region V: r # r0 , t 1 r $ r0 , t 2 r # r0

APPENDIX C

An Exact Solution of the Forced Linear Wave Equation
f(r, t) 5

r2
0 2 (t 2 r)2

8gr
1

1
4gr S 1

g2 2
1
k2D

When the source term S(r, t) has the structure (4.13)–
(4.14), the forced solution represented by the Kirchhoff

1
k

4g2(k2 2 g2)r Hf sin[g(t 1 r 2 r0)]integral (4.12) can be evaluated in terms of elementary
functions. The solution has different expressions in each
of the following six regions of the (r, t) plane:

2
k(k2 2 3g2)
g(k2 2 g2)

cos[g(t 1 r 2 r0)]J
Region I: r # r0 , t 2 r $ r0

2
g

4k(k2 2 g2) HS1 2
t
rD sin[k(t 2 r)]f(r, t) 5

k
2g2(k2 2 g2)

sin gr
r

1
(g2 2 3k2)
k(k2 2 g2)

cos[k(t 2 r)]
r JHf cos[g(t 2 r0)] 1

k(k2 2 3g2)
g(k2 2 g2)

sin[g(t 2 r0)]J
1 F cos kr

2(k2 2 g2)
2

1
2g2 2

k
(k2 2 g2)2

sin kr
r G sin gt. 1 F cos kr

2(k2 2 g2)
2

1
2g2 2

k
(k2 2 g2)2

sin kr
r G sin gt.
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13. L. Ting and M. Miksis, J. Acoust. Soc. Am. 80, 1825 (1986).

14. J. de Moerloose and D. de Zutter, IEEE Trans. Antennas Propagation
f(r, t) 5

t
2g

2
g

4k(k2 2 g2)
41, 890 (1993).

15. K. W. Thompson, J. Comput. Phys. 68, 1 (1987).

16. G. W. Hedstrom, J. Comput. Phys. 30, 222 (1979).HS1 2
t
rD sin[k(t 2 r)] 1 S1 1

t
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1
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