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Abstract
Techniques for three dimensional (3D) imaging and anal-
ysis of as-built conditions of buildings are gaining accep-
tance in the Architecture, Engineering, and Construction
(AEC) community. Early detection of defects on construc-
tion sites is one domain where these techniques have the
potential to revolutionize an industry, since construction de-
fects can consume a significant portion of a project’s bud-
get. The ASDMCon project is developing methods to aid
site managers in detecting and managing construction de-
fects using 3D imaging and other advanced sensor tech-
nologies. This paper presents an overview of the project, its
4D visualization environment, and the 3D segmentation and
recognition strategies that are being employed to automate
defect detection.

1 Introduction
Defects occurring during the construction process are costly
and preventable mistakes. Research has shown that re-
work of defective components identified either late in the
construction process or during building maintenance ac-
counts for approximately 15% of the total construction
costs [5, 20]. Detecting these defects in a timely man-
ner has the potential for enormous cost and time savings
for a construction project. Existing quality-control mech-
anisms for defect detection are inadequate. The require-
ments for building components are detailed and complex,
and manually verifying every requirement for every com-
ponent is not practical. Furthermore, inspections may occur
too infrequently to identify a defective component imme-
diately after it is constructed. The philosophy of the AS-
DMCon (Advanced Sensor-Based Defect Management at
Construction Sites) project is to detect defects as they oc-
cur by performing frequent, complete, and accurate assess-
ments of the actual (as-built) condition of a facility through-
out the construction process. Advanced sensor technolo-
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Figure 1: The integrated project model and the cyclical pro-
cessing pipeline used in the ASDMCon framework (repro-
duced from [1]).

gies, including 3D imagers (i.e., laser scanners) and em-
bedded sensors are key to this assessment process. Laser
scanners provide the capability to accurately model the geo-
metric aspects of the facility, while embedded sensors mon-
itor non-geometric aspects, such as concrete strength. This
information is combined with the design model, an ontol-
ogy of specifications, and the project schedule to create
an integrated project model, which is dynamically updated
throughout the construction period (Figure 1).

One of the key challenges for this project is to provide
an efficient and user-friendly interface for viewing and in-
teracting with four dimensional data (3D spatial + time).
The actual process of detecting and managing defects is a
second challenge. In this paper, we present an overview
of the ASDMCon project and its integrated project model
framework, the 4D visualization environment that we have
developed, and segmentation and object recognition strate-
gies for detecting defects.



2 Related work
Over the past few years, a number of research teams have
been using 3D scanners to improve traditional techniques
used at construction sites. Some notable projects include
creating scaled models of buildings by integrating scans
with rapid prototyping in contrast to traditional manual sur-
vey techniques [11], construction progress monitoring by
documenting a construction site and comparing the scanned
images with the original construction schedule [21], real-
time assessment and documentation of a construction pro-
cess in terms of 3D as-built models [8], and ceiling plumb-
ing system documentation for later review and building
management [19]. Most of these works simply use the raw
data from laser scanners and do not perform any high-level
reasoning about the scanned data.

In the 3D computer vision community, there is a large
body of relevant literature, ranging from modeling-from-
reality to object recognition. Campbell and Flynn’s survey
offers a good overview or modeling and recognition meth-
ods [6].

In the modeling-from-reality arena, researchers have de-
veloped systems for constructing geometrically accurate 3D
models of various objects, such as statues [17], heritage
sites [18], and underground mines [13]. Allen and Stamos
developed a system for modeling building exteriors [22, 2].
El-Hakim combined data from images, range sensors, CAD
models, existing maps, survey data, and GPS to create geo-
metrically correct and complete 3D models of complex en-
vironments [9]. An earlier system by the same group mod-
eled indoor environments [10].

While there is much research on 3D object recognition
in general, here we focus on methods for recognizing build-
ing components. Johnson and Hebert used spin-images to
recognize objects, such as pipes and valves, in an industrial
setting with clutter and occlusion[15, 14]. Vosselman et al.
studied techniques to recognize structures for industry, ur-
ban planning, etc., using a combination of airborne and ter-
restrial laser scanners [25]. Cantzler et al. extracted planes
from building models and recognized components such as
walls, floors, and roofs using a knowledge-based architec-
tural model [7].

3 ASDMCon project overview
The ASDMCon framework envisions a continuous cycle of
activities that utilize and build upon a shared representa-
tion of the full lifetime of a construction project, the inte-
grated project model (Figure 1). The process can be divided
into four broad tasks: 1) Acquiring and updating the design
and schedule information; 2) Inspection planning; 3) Col-
lecting as-built information; and 4) Identifying and manag-
ing defects. The cycle begins with a model of the build-

ing’s design (design model), which is typically in a CAD
format, and a schedule of construction tasks. The design
model must be transformed and integrated with the sched-
ule to match each building component with the activity on
the schedule during which that component will be built or
installed. Next, inspection goals are identified based on the
current point in the project schedule, the components that
have been built since the last inspection, and an ontology of
construction specifications. Given a set of inspection goals,
planning algorithms determine the type of sensor (3D or
embedded) to use and the placement of the sensors. For
the 3D sensors, the goal is to determine the optimal loca-
tions to place the laser scanner in order to collect the re-
quired data at the right level of detail and correspondingly
visualize the components to be inspected at the appropri-
ate resolution, taking into account sensor-dependent issues,
such as field of view, angular resolution, and noise charac-
teristics. For embedded sensors, the goal is to optimize the
location of the sensors and minimize the number of sensors
required, while ensuring that quality monitoring require-
ments are met. The third step is to analyze the as-built data,
which involves registering the scans with one another and
with the design model, segmenting the as-built model into
components and associating them with their corresponding
components in the design model, and identifying deviations
between the as-built and design models. Finally, the devia-
tions are compared against the construction specifications to
determine whether they are, in fact, defects. Each of these
tasks presents significant research challenges individually.
This paper focuses on the visualization environment that we
use to interact with the overall framework and on the third
task – analyzing and processing the as-built data. Details of
the other tasks can be found in [1].

4 Four dimensional visualization
The visualization environment allows user interaction and
analysis of the integrated project model. It incorporates
functionalities for viewing the major components of the
project model (as-built model, as-designed-model, etc.), for
manual analysis of potential defects (e.g., deviation mea-
surement), and for defect management. Furthermore, the vi-
sualization environment provides a central interface for ac-
cessing and controlling the different tasks in the processing
cycle. In this section, we enumerate some of the limitations
of commercial software for the purpose of construction site
inspection, and we describe our visualization software and
the challenges involved.

4.1 Commercial modeling software
Existing commercial software supports many of the func-
tionalities needed for defect detection. For example Poly-



Figure 2: The main window of the Viz software shows the
3D viewing and analysis window and the timeline sliders
used for shuttling back and forth through time.

works [28] has modules for creating as-built models and
for comparing those models to a design model. However,
several challenges make the existing software packages un-
suitable for the task of defect detection in the ASDMCon
framework. First, most commercial software is specialized
for modeling manufactured parts. The 3D navigation in-
terfaces do not support, for example, flying inside a multi-
story building to inspect a column on the first level. The
sheer quantity of data presents another problem. While
some software packages are capable of handling millions
of data points produced by today’s laser scanners, they fre-
quently cannot handle dozens of scans needed to inspect
a construction site and none can handle hundreds or thou-
sands of scans that will be acquired over the lifetime of the
construction project. Perhaps the most important limitation
of commercial software is the lack of support for the dimen-
sion of time, which is central to the ASDMCon framework.
Further details can be found in [12].

4.2 The 4D visualization environment

Given the limitations of commercial software to meet the
ASDMCon requirements, we developed a custom visualiza-
tion environment, which we call Viz, using OpenGL (Fig-
ure 2). The Viz software serves as the primary represen-
tation of the integrated project model and maintains rep-
resentations of the design model, the as-built models, em-
bedded sensors, and potential defects that have been identi-
fied. Second, it acts as a browser for users to retrieve, view,

and analyze data at any point along the time-line specified
by the construction schedule. Finally, it provides an inter-
face to control and communicate with other modules of the
ASDMCon framework, namely the defect specification sys-
tem, the deviation detection algorithms, the defect verifica-
tion system, and the construction schedule. The Viz soft-
ware uses four primary types of time-dependent data: the
design model, the as-built models, the embedded sensors,
and the detected defects. Figure 2 shows the software’s
main interface window. It consists of a 3D viewer for dis-
playing and interacting with the 4D models, and a set of
timeline sliders, one for each class of data, by which the
user can control the point in time that is visualized. The
sliders can be synchronized to display the status of the site
at a particular moment in time. However, it frequently oc-
curs that some components are installed earlier or later than
specified in the schedule. To accommodate this situation, it
is possible to adjust the sliders independently as well.

4.3 The design model

The design model consists of a set of building components,
such as walls, columns, etc., each of which contains a de-
scription of the component’s 3D geometry, object identifica-
tion and classification attributes, and time stamps indicating
when that component will be constructed or installed (and,
optionally, when it will be removed if it is a temporary struc-
ture, such as formwork). Adjusting the timeline slider for
the design model controls which components are displayed
and how they are displayed. Only those components that
are constructed on or before the listed time will be shown,
and those that are currently under construction will be high-
lighted. The 3D geometry and other attributes are provided
by a CAD building modeling system (e.g., Archicad [27].
The construction industry is gradually embracing the idea
of designing buildings using such software rather than the
traditional method of using blueprints. The seemingly sim-
ple task of translating the design model from the CAD en-
vironment into the Viz software is surprisingly challenging.
The primary cause of the difficulty is the high complexity
of the building environment and of the corresponding ob-
ject oriented building component standard, known as IFC
(Industry Foundation Classes). Currently, the IFC imple-
mentation of the different software companies is limited,
leading to reliability issues in the data created from CAD
models. Our interim solution is to use a combination of
IFC format (for the non-geometric attributes) and VRML
for 3D geometry. The corresponding components from each
source must be manually associated due to further limita-
tions of the existing commercial software. Fortunately, this
task can be semi-automated through the use of bounding-
box constraints, and it only needs to be performed once for
each component in the design model. If the design model



Figure 3: The design model editor window, showing how
components are associated with construction activities.

is modified during the construction project, due to accept-
able defect, for example, only the new or modified compo-
nents need to be re-associated. A component’s time stamp
information is provided by the construction schedule. This
information controls when and how to display the associ-
ated component at different points along the timeline. Since
there is no existing standard to specify which components
in a design model are associated with which activity, we
use a similar association technique to assign components to
activities. The user simply selects the components in a 3D
window to make the assignment (Figure 3). We anticipate
that these types of limitations will be eliminated once the in-
tegrated project model concept gains sufficient acceptance
in the AEC industry.

4.4 The as-built models

The as-built data is provided by laser scanners. In our
case studies, we have used a Z+F LARA 25200 [30], and
a custom-built scanner consisting of two SICK laser line
scanners mounted on pan/tilt mechanisms. Based on the
measurement objectives, planning software indicates the
position from which the scans should be obtained. Depend-
ing on the complexity of the site, we either use in-house au-
tomatic registration software or commercial software (e.g.,
Polyworks [28], Geomagic [26]) to register the scans with
one another and with the design model (Figure 4). Our
eventual goal is to fully automate this process, but current
techniques are not able to handle the challenges of a multi-
room building. This problem is the subject of ongoing re-
search in our group. Typically, a scanning session consists
of 30 or fewer scans of a facility obtained over the course of
a couple of hours. Since scanning is performed after con-

Figure 4: Top: As-built model for one case study color
coded by elevation; bottom: The co-registered design and
as-built models.

struction activity stops for the day, modeling changing con-
ditions within a single scanning session is not necessary. A
site will be scanned at strategic points in time in order to
maximize the number of components that can be inspected
with the minimal intrusion into the normal construction ac-
tivities. In the Viz software, adjusting the timeline slider
for the as-built model will switch between different scan-
ning sessions Although the data for our current case studies
has been sufficiently small that the as-built models can be
loaded into memory, it is clear that new strategies, such as
varying levels of detail, caching, and predictive pre-fetching
of data are needed to handle very large 3D data sets.

4.5 Embedded sensors

Sensors are embedded in the built environment to monitor
the performance of components and materials. The data
produced by these sensors can be compared against specifi-
cations to detect defects. For example, thermal sensors em-
bedded in concrete can be used to identify structural weak-



ness through the analysis of the temperature profile. The
Viz software provides a visual interface for monitoring and
analyzing these embedded sensors. The location of each
sensor on the design model is indicated by a small sphere.
The data collected by a sensor, as well as any analysis of the
data, can be accessed by selecting the sensor in the 3D win-
dow or through a list of active sensors. Adjusting the time-
line slider for sensors controls which sensors are displayed
– a sensor will only appear after it and the component that
it is embedded within have been installed.

4.6 Deviation analysis

We have developed several tools to aid in analysis of the
design and as-built models for geometric deviations that
are potential defects, including special-purpose display con-
trols, a tool for measuring distances and angles between var-
ious design and as-built components, and a tool for color-
coding the as-built model based on the level of deviation
from the design model. As previously noted, commercial
software is not well-suited for navigating within the en-
closed confines of a multi-story construction site. We use
several techniques to address this problem. First, the design
model can be viewed in wire-frame mode, which allows the
as-built point clouds and embedded sensors to be seen more
easily. Second, the near and far clipping planes of the vir-
tual camera can be dynamically adjusted by the user. This
allows the user to see through the walls, effectively clip-
ping away the obscuring components of the design model.
A third technique that we use is an interest region selection
tool. A user can specify a 3D region of the site and view
only the as-built data, design components, and other struc-
tures that fall within that region. This capability allows the
user to focus in on a specific structure for detailed analysis.
The measurement tool allows a user to measure distances
and angles between design components, points on the as-
built model, or any combination of the two. Depending on
the measurement goal, different types of measurements are
needed. For example, to measure the plumbness of a col-
umn, the angle between two planes must be computed. The
measurement tool supports this and a number of other cate-
gories of measurement, including point-to-point distance,
point-to-plane distance, and line-to-plane angle. Finally,
the deviation coloring tool color-codes points in the as-built
model according to their distance to the design model com-
ponents. This enables quick location of potential deviations
over a large area (Figure 5).

4.7 Defect management

Once a deviation is identified, a separate sub-system brings
up the relevant construction specifications for the given
measurement goal [4]. If the deviation is outside of the al-

Figure 5: Illustration of the deviation coloring tool and anal-
ysis of a pillar.

Figure 6: Defect management and editing.

lowable tolerance, then it is flagged as a defect. Defects
constitute the fourth type of data represented by the Viz
software. The defect management system tracks the sta-
tus of each defect and marks the location of the defect and
its associated building components in the 3D window (Fig-
ure 6). Once a defect has been identified, an operator has
several choices as to how to handle it. The defect can re-
quire rework to correct the problem, it can lead to a modi-
fication of the design model to incorporate the deviation, or
it can be determined to be benign, in which case it can be
ignored in future scanning sessions.

5 Automating defect detection

The long-term goal of the ASDMCon project is to enable
fully automatic quality assurance inspections of construc-
tion sites. This goal requires high-level understanding of
the as-built models to support automated detection of de-
fects. An obvious approach is to use 3D object recogni-



tion algorithms to identify building components (e.g., [15]).
Object recognition is challenging in a construction environ-
ment for several reasons. Most 3D object recognition algo-
rithms can only handle rigid 3D objects for which a precise
3D model is already known. Objects on construction sites
are highly variable in shape and size, and for many com-
ponents, 3D models are unknown or are only an approxi-
mation of the true shape. Further complicating matters is
the unusually high amount of clutter that is present in ac-
tive construction sites, which includes scaffolding, material
storage, formwork, and other temporary structures. Our ap-
proach takes advantage of the availability of a co-registered
design model. In order to automatically detect defects in
as-built data, we need to determine which data points in the
as-built model correspond to a given component in the de-
sign model, verify that the correct as-built points have been
identified, and then determine the type measurement to be
made and the location where the measurement should be
taken. For example, to check the plumbness of a column,
we must first identify the as-built data that corresponds to
that column, verify that the data is in fact the target column,
and then measure the angle between the column’s side and
the floor or the horizontal reference plane for the site. This
process can be implemented in three steps: segmentation,
verification, and measurement.

5.1 As-built segmentation

Given a co-registered design model, segmenting the as-built
data is straightforward. Points in the as-built model are as-
sociated with the closest component from the design model.
Outlier points further than a given threshold from any de-
sign model component are considered to be clutter. This
approach assumes that the deviations are not too large. Such
small deviations are the most common case in construc-
tion projects, so it is reasonable to focus on this situation
first. Larger deviations can be handled manually or as a sec-
ondary processing step, which would be more challenging.
Tests conducted on data from our case studies suggest that
this approach works well. Figure 7 shows a typical exam-
ple. The points corresponding to the building components
are successfully isolated from clutter objects, such as lad-
ders, scaffolding, and building materials.

5.2 Object verification

Once a set of points from the as-built model is associated
with a component from the design model, we must ver-
ify that the points have roughly the same shape as the de-
signed component and eliminate any residual clutter points
that could corrupt the measurement. We use two methods
for object verification: object recognition and reverse engi-
neering. The object recognition method works well when

Figure 7: Example of as-built segmentation. Top: registered
as-built data; center: a segmented wall component; bottom:
points identified as clutter.

a precise model of the design component is available. We
use a modified version of the MeshToolbox, which is pub-
licly available object recognition software [29], to find the
relative pose between the design model component and the
associated as-built data. Figure 8 shows an example recog-
nition result for a building column. The reverse engineering
approach is appropriate for objects with simple geometries,
such as walls, rectangular columns, and pillars. The pose of
these components can be determined by fitting parametric
geometric primitives (e.g., planes, boxes, and cylinders) to
the associated as-built data. In our current implementation,
we use commercial software [28] for this task, but algo-
rithms for automated parametric fitting are available [3].



Figure 8: Example of recognition of a column. Left: col-
umn design model; center: segmented as-built data; right:
registered design model and as-built data.

5.3 Deviation measurement

Once the relative pose between a design component and
the corresponding as-built component is known, then de-
viation measurements are straightforward. In many cases,
the appropriate measurement can be extracted directly from
the pose information. For example, to determine whether a
column is offset from its intended position, the translation
component of the relative pose can be examined.

6 Future work

Our focus going forward is on expanding and improving the
algorithms for defect detection automation. Specifically, we
are working on two problems: exploiting domain knowl-
edge using shape rules and modeling uncertainty and sensor
artifacts. The large amount of clutter on construction sites
often prevents full visualization of the components that need
to be inspected. Yet it is impractical to remove all these
objects during scanning. One approach is to use domain
knowledge to make inferences about the obscured data. For
example, if the bottom of a column is occluded by construc-
tion material, we can then simply extend the upper geom-
etry to the ground, since columns sit on slabs (Figure 9).
Similarly, if one side of a door is covered, we can use the
geometry on the other side, since doors are generally sym-
metric. Domain-specific knowledge can be concisely de-
scribed by shape rules [23], which define the relationship
between spatial entities, in our case, construction compo-
nents. Algorithms for manipulating shapes and shape rules
are given in [16, 24].

Figure 9: Examples of domain specific shape rules.

As-built model accuracy is another issue that we are
studying. Current modeling-from-reality methods (com-
mercial or research systems) do not support a consistent or
complete framework for determining model uncertainties.
This limitation presents a problem, since without an esti-
mate of the accuracy of the as-built model, it is not clear
whether a deviation is a true defect or just an error in the reg-
istration of the as-built data. Additionally, various data ar-
tifacts, such as the mixed-pixel effect, specular reflections,
and color-dependent biases can further reduce as-built accu-
racy. We are developing methods to model these effects and
incorporate them into our modeling-from-reality pipeline.
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