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Abstract
Most common forms of web tracking fail to maintain the conti-
nuity of a user’s identity over long periods of time: cookies get
deleted, IP addresses are reassigned, attributes used for browser
fingerprinting change. These identity discontinuities help prevent
adversaries from conducting persistent long-term tracking. In fact,
many privacy-enhancing technologies (e.g., automatic cookie dele-
tion, use of proxy servers, fingerprint obfuscation) are predicated
on the ability of identity discontinuities to disrupt an adversary’s
tracking capability. While only evaluated on a limited scale, behav-
ioral fingerprinting—identifying users based on habitual patterns
in their web browsing—may provide adversaries the key to linking
users’ identities across these discontinuities.

To assess this potential threat, we provide an analysis of behav-
ioral fingerprinting at scale, with over 150,000 users across two
years, and the first assessment of the impact of these techniques
on user anonymity online. Overall, we find that behavioral finger-
prints are relatively unique, with most browsing sessions retaining
little to no anonymity even at scale. Furthermore, users’ behav-
ioral fingerprints are consistent, evolving slowly over the course of
months to years. Together, these findings satisfy the preconditions
for effective identity linking. We go on to demonstrate that optimal
performance is achieved when an adversary can observe 15–25
browsing sessions prior to a discontinuity and 10–15 sessions after.
However, an adversary can eliminate 84–95% of a user’s anonymity
having observed just a single session pre- and post-discontinuity.
After a discontinuity occurs, a user loses an average of 78–85% of
their anonymity within the first 60 seconds of browsing and 90% of
their anonymity within the first 10 minutes—largely negating the
anonymity gains of privacy protections that induce discontinuities.
We find that visiting fewer web pages, diversifying the websites
visited, and avoiding niche content can help a user’s browsing re-
main anonymous. Finally, we demonstrate that the combination of
behavioral and browser fingerprinting can outperform each method
individually, achieving an F1 score of 0.869 across 100,000 users.
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1 Introduction
Many privacy-enhancing technologies designed to prevent web
tracking are predicated on the ability to disrupt the continuity of an
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adversary’s tracking capability. Indeed, even when these tools are
not actively used, common web tracking techniques are limited in
their ability to link the identity of a given user as the identifiers used
to track them (e.g., browser cookie, IP address, browser fingerprint)
change over time, events we will refer to as identity discontinuities.
While these methods remain effective at tracking users’ behavior
between discontinuities—potentially for days, weeks, or months
at a time—this challenge limits the ability of an adversary to carry
out persistent long-term web tracking across these time periods.
However, we find that an often overlooked technique based on the
patterns in a user’s web browsing, a user’s behavioral fingerprint,
may provide trackers with a privacy-invasive solution.

An identity discontinuity occurs when a change is made to the
original identifier used for tracking such that an adversary can no
longer maintain the connection between the user’s identity before
and after the change occurs. As a result, the adversary retains two
disconnected sets of browsing data, each associated with a different
identifier, that in reality both belong to the same user. A discontinu-
ity can result from a wide variety of events: cookies can be cleared
from the browser or are deleted upon reaching their expiration; the
user’s router can be assigned a new IP address or the user may con-
nect to a different network entirely; and browser fingerprints can
change due to software updates being applied, system settings be-
ing modified, or simply connecting to an external monitor. Not only
do these events occur naturally over time, many privacy-enhancing
technologies are designed to introduce discontinuities to disrupt an
adversary’s tracking—including intelligent tracking protection that
dynamically clear cookies [112], proxy servers used to mask IP ad-
dresses, and defenses that selectively or randomly modify browser
fingerprint attributes [12, 37, 38, 51, 59, 81, 100, 101].

In this paper, we examine how behavioral fingerprinting can
be applied by an adversary to overcome the identity discontinuity
problem, potentially subverting protections based on it. Behavioral
fingerprinting is based on individuals’ browsing habits being rela-
tively unique, but also habitual [28, 31, 83]. Initial evidence suggests
that the consistency and uniqueness of online behavioral finger-
prints, defined by the websites we visit, can be used for identifica-
tion purposes just like our physical fingerprints [9, 14, 43, 46, 54, 84,
85, 109, 118]. Yet, behavioral fingerprinting is often overlooked by
privacy researchers because, unlike other methods of web tracking,
it cannot instantly identify a user and instead requires observing
their behavior over a period of time. However, where the identifiers
used in other tracking techniques change when an identity disconti-
nuity occurs, behavioral fingerprints remain consistent. Therefore,
an adversary—who is already collecting behavioral fingerprinting
information as an inherent part of web tracking—can take advan-
tage of this consistency to link disconnected identifiers belonging
to the same user. Such a capability would provide an adversary
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with a more comprehensive picture of a user’s browsing history
over time, raising the specter of evercookies [92] and enabling more
persistent and privacy-invasive long-term web tracking.

Our work examines the effectiveness of linking user identities
via behavioral fingerprinting using a browsing dataset collected
from 150,000 average daily users over the course of two years. In
comparison, previous evaluations were limited to samples of several
thousand users observed over a period of a few weeks. To the best
of our knowledge, we present the first assessment of the impact of
this technique on anonymity and the combination of behavioral
and browser fingerprinting for identity linking. Using our unique
dataset, and validating our results using data from two previous
studies [46, 109], we examine the following research questions:

• How unique are behavioral fingerprints between users?
• How consistent are behavioral fingerprints over time?
• How does the amount of information an adversary observes
before and after a discontinuity affect performance?

• How quickly do users lose anonymity after a discontinuity?
• Can combining behavioral and browser fingerprinting en-
hance an adversary’s ability to link user identities?

In our analysis, we find that behavioral fingerprints satisfy the
preconditions for effective identity linking in that they are relatively
unique and consistent. Linking performance declines as the num-
ber of users increases, but the marginal performance loss becomes
minimal beyond 25,000 users. Worse, most browsing sessions retain
little to no anonymity even at scale. While recent knowledge of a
user’s behavioral fingerprint is valuable, we find that fingerprints
evolve slowly over the course of months to years. Optimal perfor-
mance is obtained when an adversary observes a user’s browsing
for 15–25 days prior to a discontinuity occurring, however these
methods can still reduce anonymity by at least 84–95% having
only observed one previous browsing session. Similarly, being able
to observe a user for more than 10–15 days after a discontinuity
provides the best results, enabling the model to identify a given
user in 71.5% of cases and reduce anonymity by 99.9% for 87.9%
of sessions. Post-discontinuity, we find that users on average lose
78–85% of their anonymity within the first 60 seconds of browsing
and 90% anonymity within the first 10 minutes. Visiting a greater
number of web pages but across a smaller number of websites,
particularly those that are more niche and that you tend to visit
regularly, increases the likelihood that anonymity is lost while
browsing. Combining our results with that of a recent study on
browser fingerprinting [5] we show that a combination of finger-
printing techniques outperforms each linking method individually,
achieving a theoretical F1 score of 0.869 across 100,000 users.

2 Related Work
In the following sections we cover related work pertaining web
tracking at large, followed by tracking techniques based on cookies,
IP addresses, browser fingerprints, and behavioral fingerprints.

2.1 Web Tracking and Privacy
Over the past two decades, exponential growth in the number of
trackers, the third parties they represent, their coverage, and the
diversity of their techniques [62] has led to a near-ubiquitous state
of tracking online [64, 88, 91, 106]. While most data collection is

centralized among a handful of companies [17, 35, 48, 62, 64, 91],
data is increasingly aggregated and shared among a large number
of interconnected third-parties [11, 49, 93]. The centralization of
tracking coverage has grown over time [55, 62, 93], driven by major
corporate acquisitions in recent years [13]. These trends have been
consistent across personal computers and mobile devices [23, 119].

Tracking user behavior across the internet, and the data collected
as a result, is primarily employed for use in Online Behavioral Ad-
vertising (OBA), an estimated $566B industry in 2022 [95]. Informa-
tion about web page visits enables advertising networks and data
aggregators to draw inferences about individuals and their inter-
ests in order to serve them more relevant advertisements. Recent
measurements have found that 63–78% of advertisements served
are targeted to users based on these methods [10, 22, 65].

Users have specifically expressed concerns over the sensitivity of
data collected [24, 61, 71]. Prior research has found that tracking on
sensitive websites, while less pervasive than on mainstream sites,
is still highly prevalent [50, 91]. This includes tracking on web-
sites relate to healthcare [50, 80, 91, 114, 120], mental health [91],
abortion [40], addiction [91], e-governance [42, 90], political affilia-
tion [50], pornography [66, 108], religion [50], ethnicity [50], sexual
orientation [50, 91], and gender identity [91]. Additional research
has pointed to issues where web tracking can lead to algorithmic
bias [4, 6, 7, 30, 57, 97, 99, 116], price discrimination [45, 72], and
chilling effects on internet use and free speech [70, 96].

2.2 Cookie-based Tracking
Browser cookies have long been the predominant form of web
tracking. Cookies are a form of stateful tracking in which the user
is assigned a unique identifier by the tracker, that identifier is stored
in the user’s browser and then is passed back to the tracker when
visiting a site where their trackers reside. First-party cookies belong
to the website a user visits, while third-party cookies belong to
external entities that have embedded content within the first-party
website [34]. Embedded trackers that can spawn third-party cookies
include web beacons [67, 89], and embedded scripts [52]. Large-
scale analysis has found that 90% of websites leak some form of user
data to external entities, 80% load JavaScript from external parties,
and 60% spawn third-party cookies [64]. In addition, identifiers are
often exchanged between multiple third-parties in a process called
“cookie syncing,” extending the reach of many trackers [1, 34].

Although cookie-based tracking is near-ubiquitous, cookies them-
selves do not last forever. Users can interrupt the continuity of
cookie-based tracking by clearing the cookie cache in their web
browser and can temporarily disable cookies by using private
browsing mode. Furthermore, cookies are automatically deleted
after reaching their expiration date. Previous work shows that
10% of cookies are reset daily, about 20% weekly, and just over 30%
monthly [29]. These rates are likely higher for certain web browsers
such as Brave, Firefox, and Safari who enforce tighter restrictions
on cookie creation and expiration [27]. While the use of flash and
other local storage objects to respawn deleted cookies—enabling
persistent “evercookies”—represented a substantial threat to pri-
vacy 10 years ago [8, 69, 94], these methods have largely become
obsolete as web browsers and related technology have evolved [92].
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Protections against cookie-based tracking also exist. Chief among
them are ad blockers, tools that prevent many of the third-party
cookies and embedded trackers from being loaded when a user
visits a site. However, the all or nothing approaches to blocking
trackers employed by these tools are in direct tension with the ex-
pressed needs of users who desire a balance between the benefits of
personalization and associated privacy harms that stem from web
tracking [2, 24, 61, 70, 71, 105, 113]. Tools that dynamically restrict
or clear cookies at specified intervals, allow for some selective and
temporary tracking [112]. Also partially addressing this need is the
increased use of cookie consent mechanisms on websites, driven in
large part by legislation under GDPR [36] and CCPA [18]. However,
studies of the prevalence [47] and implementation [16, 44, 107]
of these mechanisms have shown that they largely fail to provide
meaningful user consent. While cookies remain an effective and
widely-used form of tracking, these trends have incentivized web
trackers to increasingly turn to alternative, stateless tracking mech-
anisms such as browser fingerprinting [86].

2.3 IP-based Tracking
Tracking users based on their IP address represents an alternative
to the use of cookies that leverages the IP address that is assigned
to the user’s home network by their Internet Service Provider (ISP).
The user’s IP address, which is publicly visible in IP packet headers,
identifies the source of web requests and is used to route responses
back to the correct destination. Tracking users via IP address can
occur through passive network observation [25], malicious DNS
resolvers [46], and embedded trackers such as web beacons [53].

The challenge with IP-based tracking is that IP addresses tend
to change at relatively frequent rates. Although static IP addresses
exist, primarily for large businesses, most IP addresses are dynami-
cally assigned by ISPs using Dynamic Host Configuration Protocol
(DHCP). Recent work shows that 90% of global IP addresses are re-
tained for less than 10 days. Average retention in the United States
is higher at 18.93 days [73].

Defenses against IP-based tracking include the use of virtual
private networks (VPNs) and the Tor network. In both cases, a
user’s web traffic is encrypted and routed through one or more
proxy servers before being passed along to the destination website.
From the perspective of an embedded tracker or a DNS resolver the
source of the web request appears to be the last proxy server the
request is forwarded from. The primary difference between these
protections is that VPNs typically rely on a single proxy server,
whereas Tor uses onion routing, passing traffic through a series of
proxies. The latter makes it more challenging for network observers,
particularly ISPs, to trace observed requests back to its source.

2.4 Browser Fingerprinting
Unlike previous methods, device or browser fingerprinting is con-
sidered stateless as it does not rely on identifiers that are assigned
to the user. These techniques piece together several bits of infor-
mation about a user’s device to reduce the pool of possible individ-
uals and infer their identity. These attributes include information
stored in the HTTP header [32], JavaScript and Flash configura-
tion [32, 74, 77], the Canvas [1, 75] and WebGL [21, 75] APIs, OS-
level information [3, 15], and device hardware [79].

Browser fingerprinting on top websites has grown from 0.4% of
the top 10,000 sites in 2013 [82], to 2.6% of the top 100,000 sites
in 2016 [34], to over 10.0% of the top 100,000 sites in 2021 [51].
Where cookie-based tracking can often be detected on a web page,
passive fingerprinting techniques can be invisible to web measure-
ments used by privacy researchers [68]. Furthermore, inferences
based on data contained in HTTP header information, or through
various side-channel attacks, can be employed by observers on a
network [32]. As such, these findings may underestimate the preva-
lence of browser fingerprinting, a possibility supported by recent
findings that 69% of the top 10,000 sites collect at least one attribute
that can be used for browser fingerprinting [3].

Measurements of the effectiveness of browser fingerprinting
have declined over time. Early studies found that combinations of
device and browser attributes could be used to uniquely identify
between 89.4% [60] and 94.2% [32] of desktop users. However, more
recent work has found that only 35.7% of profiles based on these at-
tributes are unique. This change has been attributed to an evolution
in web technology, in particular the progressive removal of browser
plugins that has made less information about a device’s configu-
ration visible [41]. Based on these findings, subsequent work has
examined fingerprints that use a much larger set of attributes, up-
wards of a ten-fold increase over previous work. Previous work has
found that these fingerprints are much more unique, rivaling that
of initial measurements [5, 87]. However, with a greater number of
attributes, these fingerprints are more likely to change over time.
Examples include attributes pertaining to the device’s screen, which
changes when connected to an external monitor; the browser win-
dow, which varies as a user resizes the window; and audio output,
which can change with the use of headphones or other external
audio devices. Research has demonstrated that this leads individ-
ual’s browser fingerprints to change frequently, within days or
hours—sometimes within the same browsing session [5, 63, 111].

Unlike cookies or IP addresses, which change completely when
an identity discontinuity occurs, usually only a subset of attributes
that comprise a browser fingerprint changes [5]. Among small
populations (1,000–2,000 users), these methods have been able to
link a user’s identity across discontinuities for an average of 51
days [111] and for smaller subsets (44.4% of the sample examined)
up to 81 days at a time [87]. However, these methods have been
shown to perform poorly at scale [63]. Despite these limitations,
recent measurements found that 3.8% of the top 30,000 websites
employ browser fingerprinting to respawn deleted cookies [39].

A notable case that we will return to later is an assessment of
browser fingerprinting for use in authentication conducted by An-
driamilanto et al. [5]. Using a 262-attribute fingerprint, the authors
propose a method of linking that can distinguish between finger-
prints from the same browser and those from different browsers
with a 0.61% false positive and negative rate. At first glance this
appears to solve the identity discontinuity problem. However, the
authors undersample comparisons between fingerprints of different
uses to establish a 1:1 ratio with comparisons between the same
user. Since there are many orders of magnitude more comparisons
between fingerprints of different users than there are between those
of the same users, even though the false positive rate is low the
method would generate many times more false matches than it
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would true matches. In practice, such a system would be impracti-
cal. However, if the pool of potentially confounding fingerprints
could be narrowed (i.e. the anonymity of a given user could be
reduced) then the proposed system could be viable.

Several protections against browser fingerprinting have been
proposed. One set of methods includes tools that selectively modify
fingerprint attributes requested by websites to mask the user [12,
37, 38, 51, 59, 81, 100, 101]. However, in some cases the additional
uniqueness created by these tools has been shown to help fin-
gerprinters, rather than obfuscate users [110]. To combat this, re-
searchers have proposed methods of introducing random noise
rather than selective changes to fingerprint attributes [19, 58].
An alternative approach taken by some browsers [76, 98] and
tools [20, 117] have been to present a homogeneous fingerprint,
making the device indistinguishable from others.

2.5 Behavioral Fingerprinting
The focus of this study is on a related, but less studied, technique
known as behavioral fingerprinting. While browser fingerprinting
relies on attributes of the user’s device for identification, behav-
ioral fingerprinting infers a user’s identity based on aspects of a
user’s online behavior [9, 14, 43, 46, 54, 56, 109, 118]. These meth-
ods have garnered less attention from researchers as they lack
instantaneous identification, instead requiring observation of a
user’s activity over a period of time, typically 24 hours in previous
work [9, 43, 46, 54, 109, 118], to match fingerprints. However, the
advantage of behavioral fingerprints is their ability to provide long-
term continuity in tracking.Where identifiers used in other tracking
techniques (e.g., cookies, IP addresses, browser fingerprints) change
over time, individuals’ browsing habits remain relatively consis-
tent [28, 31, 83]. As such, behavioral fingerprinting could serve as a
complement to other tracking techniques, helping to link different
identifiers belonging to the same user over time.

Conceptually, behavioral fingerprinting traces back to research
examining the concept of an “average user,” an idea that has per-
sisted in software development and research design despite lack-
ing in empirical evidence [33]. Several studies have found that
the way in which an individual user browses the web is rela-
tively unique in terms of navigational behavior [83], browsing
history [14, 84, 85], and even within-session browsing behavior [31].
Taking these findings a step further, researchers have conducted
several studies to measure the effectiveness of behavioral finger-
printing [9, 14, 43, 46, 54, 109, 118]. This work has typically exam-
ined linking users between different 24-hour [9, 43, 46, 54, 109]
or 1-week [14, 109] periods, though Herrmann et al. evaluated
periods ranging from 1 minute (34% accuracy) to 28 days (98%
accuracy) [46]. In these studies, user activity is primarily repre-
sented as a frequency vector of the website domains visited by the
user and are transformed using Term-Frequency Inverse Document
Frequency (TF-IDF) to account for commonly-visited sites. These
studies and their results are summarized in Table 1.

With overall accuracy ranging from 50% to 88.2%, these studies
provide evidence that behavioral fingerprinting is viable. However,
most of these studies have evaluated relatively small pools of users
over short periods of time. The largest set of users evaluated was
19,263 users, but only over the course of 2 weeks [14]. The longest

study duration was a year, but only evaluated data from 100 par-
ticipants [118]. As such, we do not know how well these methods
perform under realistic conditions where the number of users is
very large and adversaries have months to years worth of prior
data to rely on. Various studies have examined how the accuracy
of re-identifying users changes based on the length of observa-
tion [46, 109, 118], amount of activity observed [14], number of
users [14, 118], feature selection strategy employed [14, 46, 54, 118],
and classification model used [46, 109]. Further insights provided
include an analysis of the theoretical capabilities of various third-
party entities based on their tracking coverage across top web-
sites [14] and the effectiveness of possible countermeasures [46].

Building on these studies, our work presents several novel contri-
butions. First, we leverage our larger dataset to evaluate the effect
of users, time, and information on a scale that previous work could
not. Second, we present insights into the effect of behavioral finger-
printing on anonymity, not just uniqueness or re-identification, and
the factors driving anonymity loss. Third, we evaluate the potential
combination of behavioral and browser fingerprinting.

3 Methods
In the following sectionswe cover our experimental design, datasets,
data processing, classifier design, and evaluation metrics.

3.1 Experimental Design
In our experiments, we simulate the role of an adversary who,
in the course of web tracking, attempts to link identifiers across
an identity discontinuity using behavioral fingerprinting. In this
scenario, the adversary observes a set of browsers in time period 𝐵
whose identifiers they did not previously observe in time period
𝐴. This indicates that either the tracker has never observed this
user before or an identity discontinuity has occurred resulting in
a previously observed user being associated with a new identifier.
We model all our experiments as a classification problem in which
the adversary attempts to predict the identity of an unknown user
whose browsing is observed in time period 𝐵, based on the set
of previously observed users, and their browsing, in time period
𝐴. Inherently, this technique will be less effective in linking the
identities of users who exhibit rapid, intense changes in browsing
behavior and those who have no prior observed browsing history.
This evaluation examines discontinuities that occur as users browse
on the same device. We do not simulate the related, but different,
challenge of linking users’ identities across devices. Unless specified,
the adversary’s prior knowledge of a users browsing (i.e. number of
training observations) in time period𝐴 varies (𝜇 = 158.4, 𝜎 = 163.2)
based on the random sampling of users. Similarly, unless specified,
the adversary attempts to predict the identity of the user in time
period 𝐵 based on a single 24-hour period of observation.

We consider this scenario to be technique-agnostic when it comes
to how the browsing data was originally collected and identifiers
were assigned. Our threat model assumes that an adversary has
relatively wide visibility into a user’s cross-site browsing activity.
Such information could be collected through the use of cookies,
IP-based methods via web beacons or passive network observation,
or browser fingerprinting. Trackers with this ability include adver-
tising networks, internet service providers (ISPs), DNS resolvers, or
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Table 1: Comparison of previous studies on behavioral fingerprinting with our own.

Previous Studies Year Users Duration Observation Period Data Model Classifier Accuracy

Yang et al. [118] 2010 100 1 year Variable* User Profiles Decision Tree 62.9–87.3%
Banse et al. [9] 2012 3,000 5 months 24 hours TF-IDF Naive Bayes 88.2%
Herrmann et al. [46] 2013 3,600 8 weeks 24 hours TF-IDF Naive Bayes 85.4%
Kirchler et al. [54] 2016 3,826 8 weeks 24 hours TF Normalized K-Means 73.0%
Gu et al. [43] 2017 509 5 weeks 24 hours TF-IDF Naive Bayes 78.9%
Vassio et al. [109] 2017 2,500 4 weeks 24 hours TF-IDF Naive Bayes 86.6%
Bird et al. [14] 2020 19,263 2 weeks 1 week Frequency Jaccard Distance 50.0%

This Study 2021 100–150,000 2 years 24 hours TF-IDF Neural Network 36.1-85.8%
* Browsing sessions are based on user inactivity not a predefined length of time. Results are based profiles built from 1 to 100 browsing sessions.

passive observers on a network. The capabilities of these techniques
and adversaries will vary. Some techniques will encounter identity
discontinuities more frequently than others. Some adversaries may
track a much larger population than others. Instead of attempting
to model these specific scenarios, we evaluate a range of capabilities
and discuss their implications as applicable.

It is important, in the context of this paper, to distinguish be-
tween the assignment of identifiers and the linking of identifiers
across discontinuities. The assignment of identifiers is deter-
mined by the original method of tracking and constitutes what
the adversary perceives as ground truth, whether accurate or not.
An adversary using browser fingerprinting will inherently be less
accurate in their assignment of identifiers than other methods due
to 4.2–18.7% of browser fingerprints being non-unique [5, 87]. This
can result in multiple users being treated as if they were all the
same user. The linking of identifiers is a separate problem and
the one that we focus on in this paper. The method of linking is
successful if it can correctly associate the browsing of a given user
observed in time period 𝐵 with the same user, or set of users all
assigned the same identifier, in time period 𝐴. Refinement of the
assignment of identifiers is outside the scope of this paper, but it is
another potential application of behavior-based methods.

In our analysis we vary several factors to assess their impact
on the effectiveness of behavioral fingerprinting in linking user
identities. First, we vary the number of users an adversary has to
distinguish between to evaluate the uniqueness of fingerprints. Sec-
ond, we increase the gap in time between period 𝐴 and 𝐵 from 0 to
540 days to assess the consistency of fingerprints as user’s behavior
and interests change over time. Third, we vary the number of obser-
vations an adversary has observed for each user in both time period
𝐴 and 𝐵 to simulate various frequencies at which discontinuities
occur. Fourth, we vary the amount of activity observed in time
period 𝐵 to determine how quickly users lose anonymity after a
discontinuity occurs and identify factors that lead users to become
more or less anonymous. Finally, we examine the theoretical ef-
fectiveness of combining behavioral and browser fingerprinting to
link users’ identities.

3.2 Datasets
In this study we use three datasets: one new dataset for our pri-
mary evaluation and two from previous work to validate our results.

The two datasets from previous work include DNS requests cap-
tured over an 8-week period in 2010 from a university network in
Germany by Herrmann et al. [46] and TCP traffic collected over
an 4-week period from a university network in Italy by Vassio et
al. [109]. The DNS dataset collected by Herrmann et al. was kindly
shared by the authors with our research team, while the TCP dataset
from Vassio et al. is publicly available.1 Our only modification to
these datasets was to filter out any DNS requests in the Herrmann
et al. study that were not regular name resolutions for IPv4 (DNS
type A) and IPv6 (DNS type AAAA) addresses, leaving 89% of the
original dataset. Filtering in this manner allows us to focus on web
browsing and compare more directly to the other datasets. We will
refer to these datasets as the HM and VS datasets going forward.

Our primary dataset was collected through a browser extension
that provided security services to customers of a large security
company in Japan.2 The toolbar was distributed by web service
partners on behalf of the security company as part of their own
service offerings. The research team was not involved in the data
collection process. In order to subscribe to the toolbar service, the
company required its customers to agree to the terms of service
and provide consent to data collection. Upon downloading the
toolbar software, customerswere informed that in using the security
toolbar service their browsing data, including the URLs they visited,
would be collected for research purposes only. If consent was not
given, the toolbar software was not installed. The toolbar was only
available for Microsoft Internet Explorer (IE) on desktop and laptop
computers which, up until recently, had a very large user base
in Japan particularly in many large businesses and government
agencies where IE was the required browser [78]. We will refer to
this dataset as the ST dataset.

Unlike the previous two studies which collected all DNS or TCP
requests made by a user’s device, data collected through the security
toolbar only includes web requests generated by the web browser.
However, the scale of the ST dataset far exceeds these two. Our
analysis uses 25 months of data collected between January 2019
and February 2021. This subset includes data from 1,126,775 users
in total, with approximately 150,000 daily active users making on
average 40M requests per day. For each web request, the ST dataset

1Data from the Vassio et al. study is available at https://smartdata.polito.it/domains-
web-users/
2The security company, and its browser toolbar, cannot be referred to by name due to
a non-disclosure agreement with the organization.
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contains a randomly-assigned unique identifier corresponding to
the user, the URL visited, and a timestamp. No demographic infor-
mation was collected. The research team obtained access to the ST
dataset through a data-sharing agreement with the security com-
pany. Storage and processing of the shared data by the research
team was conducted exclusively on secure servers. The sharing of
the data received a Category 4 exemption for secondary research by
the Institutional Review Board (IRB) at our academic institution(s).

3.3 Data Processing
In the following sections, we outline the steps taken to reduce
the privacy risks posed by our access to the dataset, construct the
feature set, and split the training and test sets.

3.3.1 Privacy. Given the privacy-sensitive nature of the data con-
tained in the ST dataset, our first step in data processing was to min-
imize and mask potentially sensitive personal information. While
the randomly-assigned identifiers were not linked to any direct
demographic or personal information, the URLs in the dataset pre-
sented a potential privacy risk as the content of URLs, particularly
URL query strings, can often contain information linked to a user’s
identity (e.g., usernames, emails, search terms, etc.) [115]. To ad-
dress this risk, we minimized the potential exposure by stripping all
of the URLs down to only the domain and subdomain information.
Since domain information can also contain personally identifiable
information (e.g. a personal website), we masked all of the domains
and subdomains using random numeric identifiers. We then stored
the mapping between the domains and identifiers on a separate
secure server and restricted access to the original unmasked dataset.
All subsequent data processing and analysis was performed using
only the dataset of randomly assigned user identifiers, masked
domain identifiers, and timestamps.

3.3.2 Feature Set. Similar to several previous studies, we model
a user’s browsing over a period of time as a frequency vector of
the websites a user visits [9, 43, 46, 109]. We define websites at
the domain level, information that is available directly to tracking
using cookies or browser fingerprints or inferrable from the IP
address in packet headers. Themajority of previous studies generate
the frequency vector using a period of 24 hours, a standard we
follow and will refer to as a browsing session. Unlike previous work
that captured DNS or TCP traffic, the ST toolbar captured web
request events generated by Internet Explorer. There are a variety
of events that trigger this action including the user clicking a link,
using the navigation bar, refreshing a page, or other common web
navigation event. As such, the unit of observation in the dataset
roughly corresponds to the user navigating to a new web page. We
will refer to this unit as a request.

We restrict the frequency vector to the 10,000 most visited web-
sites, a point that approaches optimal accuracy while limiting the
size of the model [46]. Our initial tests confirm these results, we
find that increasing the size of the frequency vector to 100,000 sites
improves classifier accuracy only modestly. As in previous work,
we transform the frequency vector using a term frequency, inverse
document frequency (TF-IDF) transformation [9, 43, 46, 109]. We
recognize that the websites a user visits represents only one as-
pect of a user’s behavior that embedded trackers could leverage

for identification. Nuances in typing, scrolling, mouse movement,
and clicks would provide additional identifying information and
therefore our methods, in lacking this data, may underestimate
what embedded trackers can achieve in practice. At the same time,
hardened browsers can prevent the collection of these metrics.

3.3.3 Training and Test Sets. With the exception of some of the
initial baseline tests that replicate previous methods, we generate
the train and test sets in the following manner. First, we exclude
sessions with fewer than five total web requests. This threshold
varies in previous studies from five requests [46] to 50 requests [14].
Sessions with fewer web requests are inherently more difficult to
classify as there is less information to base a decision on. We opted
to use the lower end of this spectrum to 1) enable us to evaluate a
greater diversity of sessions, 2) simulate realistic conditions, and 3)
not over-inflate our results. Second, we only exclude a given user if
they do not have at least one browsing session in the training set and
one session in the test set. Several previous studies [9, 46] require a
larger number of train or test sessions for some experiments, but
for reasons similar to above we opt for these minimal requirements.
In some tests we vary the number of users up to a maximum of
150,000—the number of average daily users contained in the dataset.
For other tests, we hold the number of users constant at 25,000.
This threshold was selected to maximize the number of users tested
while also accounting for the limitations of our server in processing
many iterative tests.

Third, since we are attempting to simulate identity disconti-
nuities, we split the train and test sets at a specific date in time.
Sessions observed on or before that date are assigned to the training
set, while those observed after are assigned to the test set. This
is different from previous work where a random train/test split is
primarily used [9, 14, 43, 46, 109, 118]. The dates were selected to
create an approximate 80/20 split between train and test sets. We
split the ST dataset on October 1st 2020, the VS dataset on February
7th 2017, and the HM dataset on June 2nd 2010. We tested the ST
dataset using four additional splits at four-month intervals ranging
from June 1st 2019 to June 1st 2020 to ensure our selected split
did not bias the results. While classifier performance declines as
the split date moves further back in time, this is a natural result
of having fewer training observations to learn from and more test
sessions to predict. The consistency of the results across splits and
lack of anomalous performance led us to conclude that our choice
of date to split the data does not bias our results.

3.4 Classifier Design
Unlike previous work that has employed decision trees [118], K-
Means clustering [54], Jaccard Distance [14], andMultinomial Naive
Bayes [9, 43, 46, 109], we opt to use a basic feed-forward neural
network. The model is composed of a single hidden layer with
10,000 nodes and a linear output layer for classification. Output
of the hidden layer is batch normalized and uses a rectified linear
activation function. We use a 20% dropout rate on the hidden layer
output to avoid overfitting. Training was conducted using a cross-
entropy loss function and an Adam optimizer.

We tuned the model and its parameters using a small validation
set of 3,000 randomly selected users, equal to that tested in the
Herrmann et al. study [46]. These initial tests included varying
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the size of the hidden layer, the number of hidden layers, and the
initial learning rate. We found that larger hidden layers provided
better performance but those gains were modest after 10,000 units,
a number that corresponds to the size of the feature set. Adding
a second hidden layer also improved classifier performance by
upwards of 5–6%, although adding subsequent layers did not effect
accuracy. However, the additional layer also greatly compounded
training time. Given our plans to scale the number of users (and
therefore the size of the output layer) by several orders ofmagnitude,
we opted for a single hidden layer.

3.5 Evaluation Metrics
Since our model attempts to predict the user that a given browsing
session belongs to, rather than whether two sessions belong to the
same user or not, our experiments do not suffer from the same class
imbalance problem faced in the paper by Andriamilanto et al. [5].
Where the previous study had binary classes (match or non-match),
the number of classes in our model is equal to the number of users
(upwards of 150,000). That said, there is still some class imbalance
due to variations in how frequently users browse the web and how
long they were observed for in total. As such, we focus on reporting
the F1 score of the model which is a standard metric combining of
the classifier’s precision and recall.

While previous work focuses on metrics related to re-identifying
the exact user, we believe that it is also important to understand the
effect of behavioral fingerprinting on a user’s level of anonymity. As
such, we also present the anonymity set for each session: the num-
ber of other users with whom the actual user is indistinguishable
from. The percent of sessions with an anonymity set of at least size
𝑘 is equivalent to the accuracy of the model in predicting the actual
user among the top 𝑘 users that a session is most likely to belong
to. Therefore previous work, in solely reporting re-identification
rates, provide an accuracy score only where 𝑘 = 1. In contrast, we
analyze the full distribution of anonymity sets from 1 (identifiable)
to 𝑛 (completely anonymous) where 𝑛 is the size of the population.

4 Findings
Using our model we conduct several baseline tests to evaluate per-
formance on the ST dataset in comparison to previous work. Next,
we assess the two preconditions for behavioral fingerprints to be
effective in linking identities: their uniqueness as the pool of users
grows and their consistency over long periods of time.We then eval-
uate how the amount of behavior an adversary observes, both pre-
and post-discontinuity affect their ability to link users’ identities.
In addition, we measure how quickly users lose anonymity after
a discontinuity occurs and identify contributing factors. Finally,
we assess the potential effectiveness of combining behavioral and
browser fingerprinting to link users’ identities.

4.1 Baseline Performance Across Datasets
The first step in our analysis is to compare the performance of our
model across the ST, HM, and VS datasets. To do this we replicate
the controlled test from Herrmann et al., using 18 training sessions
and two test sessions for each user, assigned randomly. Since only
1,244 users met this criteria in the VS dataset, we limit our samples
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Figure 1: Cumulative distributions of users’ average daily
activity observed across the three datasets. Note: we restrict
the𝑦-axis to 5,000 requests, but long tails exist in all datasets.

to this number across the three datasets. We find that the perfor-
mance of the neural network on the HM and VS datasets align
with that reported in the previous studies. Our model achieves an
88.0% accuracy and an F1 score of 0.893 on the HM dataset, slightly
higher than the 85.4% accuracy achieved by Herrmann et al.’s MNB
model [46]. Similarly, the neural network has an 85.9% accuracy
and F1 score of 0.875 using the VS dataset, marginally lower than
the 86.6% accuracy found by Vassio et al.’s MNB model [109].

Comparatively, the neural network model performs much worse
on the ST dataset achieving an accuracy of 64.7% and an F1 score
of 0.654. In examining possible causes, we note that the average
amount of activity observed per session is much lower in the ST
dataset (𝜇 = 269.3) than in the HM (𝜇 = 1, 473.9) or VS (𝜇 = 3, 470.4)
datasets. The differences in the distribution of average daily web
activity across the three datasets can be observed in Figure 1. It is not
surprising that the ST dataset captures less activity, as the toolbar
only collected browser events that generated web requests (see
Section 3.2 for more details). In contrast, the HM dataset contains
all DNS traffic generated from the user’s IP address and the VS
dataset all the TCP traffic. To test the effect of this difference, we
resample the VS and HM session to match the distribution found in
the ST dataset. We find that this partially explains the differences
in performance as the F1 score decreases from 0.893 to 0.769 on the
HM dataset and from 0.875 to 0.790 on the VS dataset. Yet, this still
outperforms the ST results by a fair margin.

We also hypothesize that time may also play an important role
in performance. Since the ST dataset covers a period of 2 years,
compared to 8 weeks for the HM dataset and 4 weeks for the VS
dataset, the model using random train/test assignment on the ST
dataset is likely having to make predictions across a much larger
period of time. As such we switch from the random assignment
used in previous work to temporal assignment as described in Sec-
tion 3.4. This separates the training and test sets according to a
specified date. As a secondary effect, train and test sessions tend
to be closer together in time, as we require at least one train and
one test session for each user. After splitting in this manner, and
resampling the request distributions to match yet again, we find
we find that performance between the three datasets are on par
with one another. The model achieves an F1 score of 0.636 on the
ST dataset, 0.680 on the VS dataset, and 0.640 on the HM dataset.
Therefore, we feel confident that the browsing data collected in the
ST dataset, and the results derived from it, are not anomalous. In
subsequent experiments we will focus primarily on trends within
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Figure 2: Changes in F1 score and average anonymity set as
the number of users increase.

the ST dataset, using the HM and VS datasets for validation. Ab-
solute differences across datasets will still occur but, all else being
equal, they will continue to be driven by the factors identified here.

4.2 Preconditions for Effective Linking
Since previous work has evaluated behavioral fingerprinting with
small pools of users over short periods of time, one of our primary
contributions is evaluating the uniqueness and consistency of be-
havioral fingerprints at scale. These represent the two preconditions
required for effective linking across identity discontinuities.

4.2.1 Uniqueness. To assess how unique behavioral fingerprints
are to an individual, the first precondition, we evaluate the scenario
described in Section 3.1 with varying numbers of users. We find that
while classification performance decreases with scale the marginal
loss in performance due to each additional user shrinks rapidly.
This is evidenced by the curve in Figure 2, which shows that the
F1 score of the model drops abruptly as the size of the initial user
pool grows, but then starts to level off after passing 10,000 users. As
we scale beyond 50,000 users, a much larger scale than the 19,000
users tested in the largest previous study, performances stabilizes
around an F1 score of 0.4. The shape of this curve is not necessarily
surprising. Since the number of classes themodel is trying to predict
is directly proportional to the number of users, the naive baseline
performance of the classification task becomes 1

𝑛 where 𝑛 is the
number of users. As 𝑛 increases, the baseline curve would follow a
similar trend, albeit one that would approach zero very rapidly.

More interestingly, average anonymity remains low even as the
size of the user pool becomes very large. Also shown in Figure 2, a
user’s average anonymity during a given browsing session scales
relatively linearly at about 5% of the total number of users. Since the
addition of more users increases the number of confounding obser-
vations exponentially, this means that even when hiding among a
large population of users, behavioral fingerprinting can effectively
rule out the overwhelming majority of users that a given browsing
session belongs to. For example, alongside 150,000 other users, one’s
browsing can be distinguished from 141,930 on average, reducing
anonymity by 94.6%. This indicates that behavioral fingerprints are
quite unique, potentially on par with browser fingerprints that are
unique in 81.3–95.8% of cases [5, 87].

The risk to users is further evidenced by the cumulative distri-
bution of anonymity sets shown in Figure 3. We restrict the 𝑥-axis
in this plot to highlight anonymity sets between 0 and 100 users,
demonstrating the large proportion of sessions that have little to
no anonymity. Even at 150,000 users, over 55% of browsing sessions
have an anonymity set less than 10 (0.007% anonymity) and over
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Figure 3: Cumulative distribution in the size of the
anonymity for different pools of users. The x-axis is re-
stricted to show anonymity sets smaller than 100 users.

69% less than 100 (0.067% anonymity). While there are long tails
in these distributions, indicating that some sessions retain high
anonymity, the majority of sessions are highly identifiable. Reduc-
ing anonymity to these levels may be sufficient for certain tracking
applications, such as targeted advertising, and combined with other
information may effectively link the user’s identity.

In interpreting these results, remember that an adversary only
needs to link the identities of users where an identity discontinuity
has occurred during the same time period. This likely represents
a much smaller subset than the total population that is tracked.
Therefore, these methods will scale to much larger populations
in total, dependent on how frequently identity discontinuities oc-
cur and how correlated they are with each other. As such, these
methods will not scale as well for browser fingerprinting, where
discontinuities can occur simultaneously over larger groups due
to correlated software or operating system updates [63], as they
would for cookie-based tracking.

4.2.2 Consistency. To test the second precondition, the consistency
of behavioral fingerprints as user’s habits and interests change
over time, we examine how the recency of a user’s fingerprint
affects performance. To do this, we sample 25,000 users from the ST
dataset whose browsing was consistently observed (i.e. had at least
15 sessions in each 3-month period) over the entire 2 years of data
collection. In a series of experiments, we restrict the training set
to sessions observed within a 90-day period, moving the window
successively back in time in 90-day intervals, keeping the test set
constant. The number of training sessions decreases as the sliding
window moves back in time, with the largest difference over the
course of 540 days being 6.3%— approximately 2.5 sessions per
user. This will make the consistency of fingerprints appear slightly
worse than they actually are. However, based on the results we will
discuss in Section 4.3.1, the effect should be relatively small.

Despite that effect, we find that behavioral fingerprints change
slowly over time. Figure 4 displays the change in F1 score and
average anonymity as the gap between training observations and
test sessions increases from 0 to 540 days. Over this period, we find
that the F1 score decreases from 0.571 to 0.339 and the size of the
average anonymity set increases from 422.3 (1.7%) to 1,783.5 (7.1%).
In both cases, the trend is linear with a very gradual slope. This
indicates that changes in a user’s interests do not completely alter
their day-to-day online behavior and that larger shifts in behavioral
patterns occur slowly over the course of months to years. Most
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Figure 4: Change in F1 score and average anonymity set as
the gap in time between training and test sets increases from
0 to 540 days.

importantly, the rate of change is much slower than that of browser
fingerprints, which can change substantially over the course of
several days or even hours [5, 63, 111]; IP addresses, which are
retained for an average of 19 days in the United States [73]; and
even browser cookies, of which 60% are reset within a month [29].
Together with the findings in Section 4.2.1, these results confirm the
findings of previous work [28, 31, 83] and provide further evidence
that individuals’ behavioral fingerprints are unique and consistent,
satisfying the preconditions for effective identity linking.

4.3 The Effect of Observation Length
Intuitively, adversaries who observe a user’s browsing behavior for
longer periods of time are more likely to pick up on their habitual
patterns. In the following sections, we explore how much infor-
mation, both before and after an identity discontinuity occurs, an
adversary needs to identify those patterns and link users’ identi-
ties. In both cases, the amount of information available is largely
dependent on the frequency at which identity discontinuities occur.

4.3.1 Pre-Discontinuity. To assess the effect of an adversary’s prior
knowledge of user’s web browsing, we run a series of experiments
varying the number of training sessions available per user. For
the ST dataset, these tests were run with 25,000 users who could
each provide at least 200 training sessions. We validate the results
with 2,000 users across 15 and 50 sessions for the VS and HM
datasets respectively. Figure 5 displays changes in F1 score and
average anonymity as the number of training sessions increase
across the three datasets. While performance is initially quite low,
F1 scores reach near-maximal levels with 15–25 observed sessions.
Only marginal improvements are gained after 50 training sessions.
Although some curves are truncated due to the smaller size of the
dataset, we observed the same trend across all three. The size of
the average anonymity set drops rapidly until 15–25 sessions are
observed after which changes are relatively small.

The rates at which IP addresses, with an average retention of
19 days in the U.S. [73], and browser cookies, where 30% are reset
monthly and 40% are retained longer [29], tend to change fall within
or beyond this range. In contrast, browser fingerprints are likely
to change before an adversary observes 15–25 sessions. However,
our results demonstrate that even with only one prior observation
(i.e. one training example) per user, average anonymity is reduced
by 84–95% depending on the dataset. That means that even with
minimal prior knowledge, an adversary can eliminate most of the
anonymity gains from an identity discontinuity occurring.
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Figure 5: Changes in F1 score and average anonymity as the
number of training sessions per user increase.
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Figure 6: Changes in F1 score and average anonymity set
using weighted voting varying the number of test sessions
per user contributing to the vote.

4.3.2 Post-Discontinuity. To evaluate how the amount of informa-
tion an adversary observes post-discontinuity affects performance,
we introduce a method of weighted voting. Instead of predicting the
user individually for each test session as we have done in the previ-
ous experiments, this method combines the predicted probabilities
across multiple test sessions belonging to the same user. Assum-
ing that a user’s habitual patterns are more likely to be revealed
during browsing sessions with greater activity, we apply a weight
to the probabilities based on the number of observed requests in
the session. The user with the largest sum of weighted probabili-
ties is selected as the prediction for all sessions. We evaluate this
weighted voting method using a fixed set of 25,000 users that can
each contribute at least 50 test sessions. We then vary the number
of test sessions per user while maintaining a fixed training set.

Figure 6 shows the effect of the number of test sessions on
F1 score and the average anonymity set size for the model with
weighted voting (purple) and without (green). Weighted voting
increases model performance considerably, reaching a maximum F1
score of 0.821 at 50 test sessions. That is a 43.6% increase over the
same model without weighted voting. At this point, the classifier
can correctly identify the user in 71.5% of cases and for 87.9% of
sessions can reduce the size of the anonymity set to at most 25 users
(a reduction of 99.9%). We find that the gains in performance level
off after an adversary has observed 10 sessions post-discontinuity.
Like before, this indicates that behavioral fingerprinting is more
effective in linking identifiers that are stable for longer periods of
time, such as cookies and IP addresses. However, our results show
there are diminishing returns for each additional day observed. The
largest gains are found having just observed one additional session
per user, resulting in a 27.7% increase to the model’s F1 score and a
49.4% reduction in average anonymity. This demonstrates that be-
havioral fingerprinting remains relevant even when discontinuities
occur more frequently, as is the case with browser fingerprinting.
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Figure 7: F1 score and average anonymity as amount of ob-
served activity in a session grows.

4.4 Anonymity Loss after a Discontinuity
Next we turn to an evaluation of how users, who after a discon-
tinuity are anonymous, lose their anonymity as the spend time
online. We first examine how anonymity declines with the amount
of activity a tracker observes. Then we identity factors affecting
whether users retain their anonymity.

4.4.1 Anonymity Loss. We know from the baseline evaluation in
Section 4.1 that the amount of user activity observed has a sub-
stantial impact on performance between the three datasets. In this
experiment we limit the amount of observed activity per test session
starting with 5 requests, simulating when a user first comes online,
and extending it to 10,000 requests, which covers most browsing
over the course of a week. Sessions in the training set contain all
observed requests and therefore remain constant throughout all
runs. Like before, we use a sample of 25,000 users in the ST dataset
and 2,000 users in the VS and HM datasets.

Figure 7 shows the change in F1 score and average anonymity
as the number of observed requests increases. While it takes 1,000–
2,000 requests to maximize classifier performance, anonymity plum-
mets almost as soon as a user begins browsing. A user loses between
78–85% of their anonymity on average within the first five requests
the tracker observes, more than 90% within 30 requests, and over
95%within 100–250 requests. Based on our three datasets, 5 requests
are typically made within the first 15–60 seconds of browsing, 30
requests within the first 3.5–10 minutes, and 100–250 requests be-
tween 15–50 and 65–160 minutes depending on the dataset. This
has two major implications. First, behavioral fingerprinting may
enable a tracker to perform rapid linking among groups of users,
even if they cannot at the individual level. Given that those groups
have similar browsing patterns and visit the same sets of websites,
this may be sufficient for some tracking purposes, such as targeted
advertising. Second, this greatly reduces the effectiveness of pri-
vacy protections based on inducing identity discontinuities, unless
done at a very frequent rate. Such changes may negate the utility
of intelligence tracking protection [112] and similar browser-based
protections [27] that try to strike a balance between retaining cook-
ies for usability and clearing them for privacy.

4.4.2 Factors Affecting Anonymity Loss. Our results up until this
point indicate that for many sessions an adversary is able to accu-
rately narrow in on who the user is, but for a minority of sessions
they would have no sense of the user’s identity—so what is dif-
ferent about these types of sessions? To answer this question we
disaggregate the previous results to detect common patterns in the
anonymity curves of different sessions. We hesitate to arbitrarily

designate a cutoff for when a session’s anonymity is sufficiently
reduced to designate the user as identifiable—is it a single user, two,
ten, a hundred? As such, we use unsupervised clustering methods,
specifically time-series k-means with dynamic time warping, to ex-
tract trends. We apply a Savitzky–Golay filter to smooth the curves
as a preprocessing step and rerun the clustering process multiple
times, using 2 to 20 clusters, which allows the patterns to emerge
naturally until no new trends can be identified.

Using these methods, we find that beyond 13 unique clusters
no new trends emerge. Figure 8 displays the results across the
three datasets. Each curve represents the average anonymity of a
given cluster and the shaded area one standard deviation. These
clusters are separated into two distinct groups: identifiable curves
where anonymity approaches zero on top, and anonymous curves
where anonymity remains high on the bottom. As illustrated in the
subplots, the patterns that emerge during clustering are consistent
across the ST, HM, and VS datasets.

We find that for the average user, the majority of their browsing
sessions fall into one of the identifiable clusters. On average, 81.0%
of a given user’s sessions in the ST dataset become identifiable,
88.6% in the VS dataset, and 90.2% in the HM dataset. However,
most users also have at least one session that remains completely
anonymous. To understand what differentiates these types of ses-
sions, we employ a logistic regression whose dependent variable
represents whether the session was in the identifiable clusters or
one of the anonymous sets. We run the logistic regression model
on all three datasets. The independent variables we test are summa-
rized in Table 2 alongside the regression results. They include the
number of requests observed, the unique domains visited by the
user, the average traffic rank of sites visited, the number of days
between the last training session ended and the observed session,
and the number of training sessions available for that user. The last
two independent variables, the maximum site prevalence ratio and
bigram prevalence ratio, represent how closely related the most
unique site, or combination of two sites, is to the user as compared
to the rest of the population. The prevalence ratio, a commonmetric
in epidemiology, in our work refers the proportion of browsing
a specific user spends visiting a given website compared to the
proportion of browsing that all users spend visiting that site. As
such, higher prevalence ratios is a measure of how niche a user’s
browsing is. Several variables exhibiting log-normal distributions
were log-transformed for the regression.

Table 2 shows fairly consistent results across the three datasets.
We find that visiting a greater number of pages (requests) and fre-
quently returning to niche websites (site prevalence ratio), a signal
of unique interests, are positively correlated with anonymity loss,
although the former is not statistically significant in the HM dataset.
This is indicated by an odds ratio, derived from the regression coef-
ficients, that is substantially greater than 1. The interpretation of
the odds ratio is as follows; a 1% increase in the number of requests
observed is associated with being 1.2–1.7 times more likely that the
session will become identifiable depending on the dataset. In con-
trast, odds ratios substantially less than 1 indicate behaviors that
are positively correlated with anonymity. Browsing more popular
sites (those with a high traffic rank) and a greater diversity of sites,
which can potentially mask unique habits or interests, tend to keep
a user more anonymous.
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(a) ST Dataset
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(b) VS Dataset
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(c) HM Dataset

Figure 8: Unsupervised clustering of anonymity curves as the number of observed requests within a session increases.

Table 2: Logistic regression regressing session identifiability on metrics reflecting variation in user browsing behavior.

ST VS HM
Variable Coeff. Error 𝑝-value Odds Ratio Coeff. Error 𝑝-value Odds Ratio Coeff. Error 𝑝-Value Odds Ratio

Intercept -0.674* 0.052 < 0.001 0.510 0.894 0.625 0.152 2.445 7.630* 1.428) < 0.001 2059.874
Number of Requests (Log) 0.223* 0.008 < 0.001 1.250 0.558* 0.110 < 0.001 1.747 0.185 0.206 0.370 1.203
Unique Domains Visited (Log) -0.3619* 0.012 < 0.001 0.0696 -0.910* 0.113 < 0.001 0.402 -0.447* 0.168 0.008 0.640
Avg. Traffic Rank (Log) -0.233* 0.006 < 0.001 0.792 -0.216* 0.077 0.005 0.805 -0.664* 0.127 < 0.001 0.515
Days After Training Cutoff -0.005* < 0.001 < 0.001 0.995 -0.022 0.012 0.071 0.979 -0.022* 0.006 < 0.001 0.978
Number of Training Sessions 0.034* < 0.001 < 0.001 1.034 0.0176* 0.003 < 0.001 1.018 0.0016 0.004 0.647 1.002
Max Site Prevalence Ratio (Log) 0.400* 0.009 < 0.001 1.492 0.531* 0.060 < 0.001 1.701 0.460* 0.071 < 0.001 1.584
Max Bigram Prevalence Ratio (Log) 0.051* 0.007 < 0.001 1.052 -0.054 0.08 0.504 0.948 -0.166 0.122 0.176 0.847

* Statistically significant at the 1% confidence level.

The remaining explanatory variables have a very small effect,
demonstrated by an odds ratio close to 1. Surprisingly, this includes
the maximum bigram prevalence ratio. We hypothesized that pairs
of sites that are relatively unique to the user would be an important
driver of anonymity loss, yet that is not the case. One explanation
is that specific websites are closely associated with individual users.
However, this seems unlikely given we only use the top 10,000
sites in the feature vector yet the classifier is able to distinguish
between an order of magnitude more users fairly well. An alterna-
tive hypothesis is that our bigram metric captures pairs of visits
that are unique to the user and to the specific session, providing no
information to link different sessions belonging to the same user.

4.5 Behavioral and Browser Fingerprinting
Up to this point, we have evaluated the ability of behavioral finger-
printing to link users’ identities across discontinuities in isolation.
However, as we discussed in Section 2.4, similarities in browser
fingerprints can provide some, albeit limited, capability to link iden-
tities, even as they change rapidly over time [5, 63, 87, 111]. Intu-
itively, an adversary with access to a greater number of data points
about an individual, should be able to pick them out of a crowd
more easily. In this section, we assess how an adversary might
leverage the combination of behavioral and browser fingerprinting.
Since the ST dataset does not contain users’ browser fingerprints,

we base our analysis on the combination of our results and that of
Andriamilanto et al.’s study on browser fingerprinting [5]. In doing
so, we rely on the assumption that a user’s browsing behavior and
device configuration are largely independent. Although likely to
be true, we discuss the limitations further in Section 5.3.

To employ this combined approach, an adversary could 1) em-
ploy cookies or IP addresses as the primary means of tracking and
collect browser fingerprints, such as for the purpose of fingerprint-
based cookie respawning [39], or 2) use browser fingerprinting as
the sole means of tracking. As discussed in Section 3.1, the assign-
ment of identifiers in the latter case suffers from an underlying
error rate due to non-unique fingerprints. However, like before, we
focus on the effectiveness of linking identifiers, not on the accuracy
of their original assignment. When an identity discontinuity occurs,
an adversary using both fingerprinting techniques will have imme-
diate access to the anonymous users’ new browser fingerprint. As
the anonymous user browses over time, the adversary will begin
to piece together their behavioral fingerprint. In the following sec-
tions, we first simulate an adversary iteratively refining the linking
process over time after a discontinuity occurs. We then assess how
the number of users affect these methods at scale.

4.5.1 Iterative Approach. Immediately after an identity discontinu-
ity, the only data available to an adversary are browser fingerprints.

11



Proceedings on Privacy Enhancing Technologies YYYY(X) Kyle Crichton, Lorrie Faith Cranor, and Nicolas Christin

0 200 400 600 800 1000
0

0.2

0.4

0.6

0.8

1

0 200 400 600 800 1000
0

10

20

30

40

50 Browser FP
Behavioral FP
Browser + Behavioral FP
Optimal Anonymity Set

Requests Requests

F1
 S

co
re

S
iz

e 
of

 A
no

ny
m

ity
 S

et

Figure 9: Comparison of fingerprinting techniques as an ad-
versary iteratively builds behavioral fingerprints over time.

At this point, they could employ the linking method proposed by
Andriamilanto et al. that achieves a 0.61% false positive and negative
rate [5]. Given the much larger number of comparisons between
fingerprints from different browsers as discussed in Section 2.4, a
false positive rate of 0.61% generates a large number of false posi-
tives. With 25,000 users these methods produce 78 false positives
for every one true positive. Although recall (0.994) is high due to
the small number of false negatives, precision (0.013) is extremely
low. Overall, we find that these methods yield an F1 score of 0.025.

As time goes on, the adversary will start to collect, and then
continue to refine, users’ behavioral fingerprints. Using behavioral
fingerprints, an adversary can reduce the anonymity set associated
with each observed browsing session and then compare browser
fingerprints among the smaller pool of potential users, greatly
reducing the number of false positives and improving precision.
Figure 9 shows the performance of the browser fingerprinting ap-
proach (in red), the behavioral fingerprinting approach (in dark
green), and the combined approach (in light green) as an adversary
observes more user activity (requests). First, this illustrates that the
combined fingerprinting approach performs better in the long run,
approaching F1 scores of 0.81. Second, this method can link users’
identities more rapidly and with greater accurately, reaching an F1
score of 0.58 within the first 30 requests observed or, alternatively,
3.5–10 minutes of browsing. We find that the size of the anonymity
set can be dynamically optimized during this iterative process to
achieve maximum performance. Also shown in Figure 9, an adver-
sary with limited information should use larger anonymity sets,
with upwards of 53 users being optimal. As more browsing data is
gathered, the optimal size decreases until reaching 13 users.

4.5.2 At Scale. Using the same iterative approach, we assess how
these methods perform across a varying number of users. For com-
parison, we only report the final results where an adversary has
complete fingerprinting information. The results of our analysis are
summarized in Figure 10 which shows the F1 score across different
numbers of users for Andriamilanto et al.’s methods [5] (red), our
behavioral fingerprinting models with (light purple) and without
weighted voting (light green), and the combined approach with
(dark purple) and without weighted voting (dark green).

As illustrated, the performance of the browser fingerprinting
method alone scales very poorly with F1 scores dropping below
0.4 for 1,000 users and below 0.1 for 10,000 users. On their own,
the behavioral fingerprinting methods scale much better. With-
out weighted voting, F1 scores stay above 0.38 as users approach
150,000. With weighted voting, F1 scores remain above 0.67 as
users approach 100,000. Note that the approach using weighted
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Figure 10: Comparison of browser fingerprinting, behavioral
fingerprinting, and the combination of techniques at scale.

voting was only tested with up to 100,000 users due to server re-
source constraints. Overall, the combined approach outperforms
each method individually achieving F1 scores above 0.67 without
weighted voting and above 0.86 with weighted voting.

These results indicate that an adversary, in combining finger-
printing techniques, can link users’ identities rapidly and effectively
at scale. However, these estimates are theoretical in nature, combin-
ing our experimental results with the reported findings of previous
work [5]. Future work should examine this combination empirically,
particularly to assess how an adversary may use both fingerprints
in concert (i.e. use a joint feature set in a single classification step)
and how correlated users’ behavioral and browser fingerprints are.

5 Discussion
We now discuss the implications of work for online privacy, identify
areas for future work, and highlight the limitations of our work.

5.1 Ramifications for Privacy
Our results provide further evidence that users’ behavioral finger-
prints are both unique and consistent, prerequisites for linking iden-
tities across discontinuities. In addition, we show that behavioral
fingerprinting can be very effective in reducing user anonymity
online. This remains true at scale and with limited observation. As
such, behavioral fingerprinting presents a viable solution to the
identity discontinuity problem, potentially enabling adversaries to
conduct persistent long-term tracking.

After a discontinuity occurs, we show that behavioral finger-
printing can greatly reduce a user’s anonymity as they start brows-
ing again. Combining fingerprinting techniques can accelerate this
anonymity loss even further. This greatly degrades the effectiveness
of privacy-preserving techniques that induce identity discontinu-
ities. However, our results indicate that there are two factors that
privacy-preserving technologies can leverage in order to improve
defenses against these techniques. The first is increasing the fre-
quency at which actions like deleting cookies, changing IP address,
or modifying the attributes of browser fingerprints occur. Shorten-
ing the time period in which any single identifier can be used to
track an individual, reduces the amount of behavioral information
an adversary could use for linking purposes. The second is to coor-
dinate discontinuities across users so they are induced concurrently,
thereby increasing the pool of confounding users.

While behavioral fingerprinting can be inherently conducted
alongside any form of web tracking, in combination with browser
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fingerprinting additional privacy risks are raised. Although be-
havioral fingerprinting does not solve the problem of non-unique
browser fingerprints, it can aid in linking together browser finger-
prints as they change over time—a critical limitation at scale [63].
This can potentially lead to more robust stateless cross-site tracking
that is difficult to detect and therefore harder to protect against [68].
The lack of detection complicates the enforcement of consent mech-
anisms required by GDPR and CCPA—potentially enabling adver-
saries to circumvent these protections entirely.

Raising further privacy concerns, these techniques could also
be adopted by law enforcement and government authorities. Un-
der third-party record doctrine in the United States, established in
United States v.Miller (1976) [103] and Smith v.Maryland (1979) [104],
law enforcement can access browsing data collected by private
companies without a warrant. Furthermore, under the Electronic
Communications Privacy Act of 1986 law enforcement can obtain
the IP addresses of the websites a user visits using a subpeona that
does not require a judge’s approval [102]. With access to this data,
law enforcement and government agencies could use behavioral
fingerprinting to potentially trace user activity over long periods of
time, narrowing down or identifying persons of interest based on
their web browsing. This can lead to positive outcomes and may be
particularly pertinent to certain digital crimes. However, in regions
with repressive laws these same techniques could be employed to
further surveillance of citizens and enforce censorship.

5.2 Future Work
To improve user privacy, we recommend that future research ex-
plore the following five areas. First, researchers should examine
the combined performance of behavioral and browser fingerprint-
ing in practice. Second, efforts to investigate ways to better detect
and prevent the collection of fingerprinting attributes should be
continued. These efforts will be critical for enforcement of existing
privacy regulation that relies on notice and choice. Third, further
research into obscuring behavioral fingerprints, like the use of in-
jected traffic, should be prioritized. The findings in Section 4.4.2
suggest that injecting small amounts of traffic to random niche
sites, signaling interests unrelated to the user, could help maintain
anonymity. Fourth, additional behavioral attributes, such as a user’s
activity within a web page, should be examined to further estimate
potential fingerprinting capabilities. Finally, while we did not ex-
amine cross-device tracking or disaggregating the web activity of
multiple anonymous users, our results provide evidence that behav-
ioral fingerprinting could be effective for such purposes. Examples
include the disaggregation of multiple users web traffic originating
from a single IP address or proxy server, the identification of pre-
viously unobserved users, and the disentanglement or refinement
of confounding identifiers (e.g. non-unique browser fingerprints).
Future work should explore these potential threats.

5.3 Limitations
There are several important limitations to our work. First, while we
find similar trends across the three datasets examined in our study,
there may be other contexts where our results do not hold. The fact
that these datasets were collected in countries that speak different
languages (Japanese, German, and Italian), have distinct cultures,

and likely visit different (but overlapping) sets of websites speaks to
the robustness of our results. German, Japanese, and Italian rank as
the second, fourth, and eighth most common languages on the in-
ternet by web page count [26]. As such we expect our findings to be
consistent in English-speaking countries, as English language web-
sites comprise the largest proportion of the internet and therefore
have a theoretically higher upper bound on behavioral fingerprint
uniqueness. However, for populations who speak languages with
a smaller internet footprint, behavioral fingerprints may be much
less unique. In addition, the ST dataset was limited to browsing
conducted using Internet Explorer, likely in work environments, on
personal computers. While the consistent results found using the
VS and HM datasets—which were collected using browser-agnostic
methods in university environments—provide evidence that our re-
sults from the ST dataset generalize beyond these contexts, further
validation is required particularly with regard to mobile browsing.

Second, in our experiments we require users to have at least one
training and one test session to be included in the sample. However,
in a real world environment there may be users who have been
observed in the past but do appear among the sessions being clas-
sified. Similarly, there may be new users who appear among the
prediction set for whom tracker has no prior history. Both cases will
likely degrade classifier performance. Third, since we do not have
browser fingerprints for the users in the three datasets we exam-
ined, our performance estimates for combined browser/behavioral
techniques in Section 4.5 are based on reported results from previ-
ous work. We cannot confirm whether the results from previous
work would generalize to the datasets we use. Fourth, our anal-
ysis of the combined approach assumes that a user’s behavioral
fingerprint and browser fingerprint are independent. It is likely
that these fingerprints are not strongly correlated with each other
and, therefore, are more unique in combination than they are indi-
vidually. However, there may be aspects of a device’s configuration,
such as the choice of web browser, that affect users’ behavioral and
browser fingerprints in similar ways. As such, our calculations may
inflate the potential of combining these techniques. Fifth, while
we exclude sessions with less than five requests, which we believe
is a reasonable (if not overly conservative) assumption to make
in practice, this does inflate our results compared to including all
possible sessions. Sixth, since we did not have access to any de-
mographic information about participants, we do not know if the
model performs differently across various subgroups.

6 Conclusion
In this paper we demonstrate how an adversary can use behavioral
fingerprinting to potentially overcome the identity discontinuity
problem, thereby enabling persistent, privacy-invasive long-term
tracking. We find that behavioral techniques are very effective in re-
ducing the anonymity of users even when an adversary is operating
with outdated and limited information. We demonstrate that users
lose anonymity very rapidly after an identity discontinuity occurs,
potentially limiting the effectiveness of some privacy-preserving
techniques, and identify key factors that make users more or less
anonymous. Finally, we show how the combination of behavioral
and browser fingerprinting can potentially be combined to provide
even more effective linking capabilities.
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A Appendix
A.1 Observed requests over time
In Section 4.4.1, we examined how users lose anonymity as they
browse more and more web pages which in turn allows the tracker
to gain a greater amount of information about them. To add addi-
tional context to these results, Figure 11 shows the median time, in
minutes, between a user starting browsing and a tracker observing
a given number of requests. The left subplot shows the full range
from 0 to 10,000 requests while the right subplot shows the same
curves but from 0 to 250 requests (indicated by the dotted line in
the left subplot). Based on this information, 5 requests are typically
made within the first 15–60 seconds of being online. 30 requests
are usually made within the first 3.5–10 minutes and 100–250 re-
quests anywhere between 15–50 and 65–160 minutes depending
on the dataset. That means users on average lose 78–85% of their
anonymity within the first 60 seconds and 90% anonymity within
the first 10 minutes of browsing the web.
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Figure 11: Average requests observed over the amount of time
since the user first started browsing.
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