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Abstract game, where nodes have an incentive to participate in the
network, but want to minimize the price they pay for do-
In this paper, we model the cost incurred by each peer pag so. These studies assume that each node has the free-
ticipating in a peer-to-peer network. Such a cost modgébm to choose which links it maintains, whereas we as-
allows to gauge potential disincentives for peers to c@glume that the overlay topology is constrained by a proto-
laborate, and provides a measure of the “total cost” afol. Moreover, our approach extends previously proposed
a network, which is a possible benchmark to distinguigbst models [5, 7, 9], by considering the load imposed on
between proposals. We characterize the cost imposede@oh node in addition to the distance to other nodes and
a node as a function of the experienced load and the nefigyree of connectivity.
connectivity, and express benefits in terms of cost reducn the remainder of this paper, we first introduce our
tion. We discuss the notion of social optimum with respegbposed cost model, before discussing the notion of “so-
to the proposed cost model, and show how our model @il optimum,” that is, the geometry that minimizes the
plies to a few proposed routing geometries for distributg@m of all costs over the entire network. We then apply
hash tables (DHTs). We further outline a number of opgie cost model to several routing geometries used in re-
questions this research has raised. cently proposed distributed hash table (DHT) algorithms
[10, 12, 17, 18, 19], and compare the costs incurred by
each geometry. We conclude by discussing some open

1 Introduction problems this research has uncovered.

A key factor in the efficiency of a peer-to-peer overlay net-

work is the level of collaboration provided by each peep. proposed cost model

In this paper, we take a first step towards quantifying the

level of collaboration that can be expected from each nogl§e model we propose applies to any peer-to-peer net-

participating in an overlay, by proposing a model to evalork where nodes request and serve items, or serve re-

uate the cost each peer incurs as a member of the oved@ésts between other nodes. This includes peer-to-peer

We express the benefits of participating in the overlayfife-sharing systems [1], ad-hoc networks [6], distributed

terms of a cost reduction. lookup services [17, 19], or application-layer multicast
Such a cost model has several useful applicatioggerlays [2, 4, 11], to name a few examples. Formally, we

among which, (1) providing a benchmark that can be usgsfine an overlay network by a quadruplét £, K, F),

to compare between different proposals, complement@fyereV is the set of nodes in the network, is the set

to recent works comparing topological properties of vagf directed edgesk is the set of items in the network,

ous overlays [8, 12], (2) allowing for predicting disincerand F : K — V is the function that assigns items to

tives, and designing mechanisms that ensure a protoc@ldges. Each node € V is assigned a unique identi-

strategyproof15], and (3) facilitating the design of loadier (integer or string of symbols), which, for the sake

balancing primitives. of simplicity, we will also denote by.. We define by
This work is not the first attempt to characterize thg, = {k ¢ K : F(k) = u} the set of items stored at

cost of participating in a network. Jackson and Wolifrodey, € V. We havek = U, Ku, and we assume, with-

sky [9] proposed cost models to analyze formation stragft loss of generality, that the sek§, are disjoint: We

gies in social and economic networks. More recent stusharacterize each request with two independent random
ies [5, 7] model network formation as a non-cooperative

Lif an item is stored on several nodes (replication), the replicas can
*This work is supported in part by the National Science Foundatiba viewed as different items with the exact same probability of being
under grant number ANI-0085879. requested.



variables, X € V andY € K, which denote the nod& and expres#, as
making the request, and the iterhbeing requested, re-

spectively. Ry=>_ 3" > rusPlX = v]P(Y = Ky w(u) .
Consider a given node € V. Every time an itenk € VEV weV keKy 5
K is requested in the entire network, nodés in one of (2)

In addition, each node keeps some state information so
1. Nodeu does not hold or requegt and is not on the‘lthat thet protolcol govternlrg the (rJ]verI;é]opetrates (_:otrrfactly.
routing path of the request. Nodeis not subject to any N Most overlay protoco’s, €ach noaenas fo maintain
a neighborhood table and to exchange messages with all

cost fits neighbors. The number of neighb dst
2. Nodeu requests itent. In our model, we express thed' 'S NEIGLOTS. The nUmbET ot NEIghbors corresponds 1o
(u) of the node, resulting in enainte-

benefits of participating in a peer-to-peer network in terrﬂ%e out-degreeeg . .
of latency reduction, similar to related proposals, e.g., [ﬂgnce cosb4,, that is characterized by

!n particular, we assume that the farther the nquE)Id- M, = my deg(u) ,

ing k is fromw (in a topological sense), the costlier the re-

quest is. If there is no path between nodeendv, the re- wherem,, > 0 denotes the cost associated with maintain-
quest cannot be carried out, which yields an infinite costg a link with a given neighbor.

More precisely, we model the cost incurred by nader Last, we define thiotal costC,, imposed on node as
requestingt asl,, it ., wheret, , is the number of hops

between nodes, and v, andl, , is a (positive) propor- Cu= Ly + Sy + Ry + M, .

tional factor. We define thiatency cosexperienced by
nodeu, L,, as the sum of the individual costg .zt ,
multiplied by the probabilitys € K, is requested, that is

four situations:

We can us&”,, to compute the total cost of the network,
C = > ,ev Cu. Note that the expression @f, only
makes sense ., R,, M, , andL,, are all expressed us-

_ _ ing the same unit. Thus, the coefficientsy, ru k, Mk
L Z Z butuoPY =&, @) andl,, have to be selected appropriately. For instahgce,
is given in monetary units per hop per item, whilg, is
with ¢, = oo if there is no path from node to nodev, expressed in monetary units per neighbor entry.
andt,, = 0 for anyw. With this definition, to avoid

infinite costs, each node has an incentive to create links . .
such that all other nodes holding items of interest can8e S0Cial optimum

reached. An alternative is to store or cache locally all

items of interest so that the cost of all requests reduddl® first question we attempt to address is whether we
t0 ly ptyy = 0 can find a social optimum for the cost model we just pro-
w,klu,u = Y.

3. Nodeu holds itemk, and pays a price,, . for serv- posed, that is, a routing geometry that minimizes the total
. ) u,

ing the request. For instance, in a filesharing system, §A$tC- We define a routing geometry as in [8], that is, as
ollection of edges, or topology, associated with a route

node uses some of its upload capacity to serve the file. o€ ) X
define theservice costS,, incurred byu, as the expectedselecnon mechanl_sm. Unlessf of[her\(wse noted, we_assume
value ofs, ; over all possible requests. That is, shortesF path rogtlng, and dlst.mgu'lgh petween different

’ topologies. We discuss a few simplifications useful to fa-
S, = Z sukPHY = k] . cilitate our analysis, before characterizing some possible

keK, social optima.

veV keK,

4. Nodeu does not hold or request but has to forward
the request fok, thereby paying a price, ;. The overall
routing costR,, suffered by node is the average over all
possible itemsk, of the values of-, ; such thatu is on
the path of the request. That is, far, v, w) € V3, we
consider the binary function

Assumptions For the remainder of this paper, we con-
sider a network ofV > 0 nodes, where, for all. € V
andk € K, l, =1, sy = 8, Ty = 7, andm,, = m.2

We suppose that the network is in a steady-state regime,
i.e., nodes do not join or leave the network, so that the
valuesl, s, r andm are constants. We also suppose that

1 ifuis 9” the path from to w, 2While very crude in general, this simplification is relatively accu-
Xov,w (u) = excludingv andw rate in the case of a network of homogeneous nodes and homogeneous
0 otherwise, links containing fixed-sized keys such as used in DHTSs.



requests are uniformly distributed over the set of nhod&gripheral nodes do not route any traffic, i.B, = 0
that is, for any node:, P{X = u] = 1/N. We make a for all w > 0, and are located at a distance of one from
further simplification by choosing the mapping functiothe center of the star, and at a distance of two from the
F such that all nodes have an equal probability of serwv — 2) other nodes, givind.,, = [(2N —3)/N. Further,

ing a request. In other wordy,, ., Pr[Y = k] = 1/N, deg(u) = 1 for all peripheral nodes. Hencé/, = m,
which impliesS,, = s/N regardless of the geometry use@nd the total cost imposed on nodes- 0 is

Moreover, if we use?|x] to denote thexpected valuef

2N —
avariabler, Egs. (1) and (2) reduce o, = [E[t, ] and Cy=m-+ S+l<N3) . 5)
R, = rE[xvw(u)], respectively. Last, we assume that no
node is acting maliciously. A proof by identification [3] indicates thaty, = C, can

only hold when\ is a constant, or wheh= r = m = 0.

Full mesh Consider a full mesh, that is, a networ_ﬂ-he difference’y — C,, quantifies the (dis)incentive to be

where any pair of nodes is connected by a (bidirectiongj)the center of the star.

edge, i.e.t,, = 1foranyv # u. Nodes never any Summing Egs. (g) and (5), we obtaif = 2m2(N u

route any traffic andleg(u) = N — 1. Thus, for allu, 1) +s+ 2N —1) /_N +r(N a (N - 2)/N*. On

Ry =0, Ly = I(N — 1)/N, andM, = m(N — 1). With the one hand, removing any (directed) link from the star

Sy, = 1/N,we getCy, = 1/N+1(N—1)/N +m(N —1), either causes a node to be unreachable or preyents a node
from contacting any of the other nodes. In either case,

C — oo. On the other hand, adding a link to the star

C=1+I(N—-1)+mN(N—-1). also causes the costto increase, when Eq. (3) does not

hold. For instance, consider, without loss of generality,

Let us remove a link from the full mesh, for instance ﬂ}fdding the linkl — 2: M increases byn, L, decreases

link 0 — 1. Because node 0 removes an entry from g, I/N (the items held at node 2 can now be reached in
neighborhood table, its maintenance cd% decreases

one hop), andR, decreases by/N? (traffic from 1 to

by m. However, to access the items held at node Jis ot routed through 0 anymore). All other costs are
node 0 now has to send traffic through another node (eLFﬁchanged. Hence, the change in the @@ss AC —

_node 2). as a result,q _increases by/N,2 and the rout- m — /N — r/N2, which is positive if Eq. (3) does not
!ng cost _at node 2R, increases by /N N SO, remov- hold. Therefore, adding or removing a link to a star when
ing the link 0 — 1 causes a change in the total Cogly (3)js not satisfied cannot lead to a social optimum.
AC = —m + /N +r/N° If AC > 0, removing &  From the above study, when Eq. (3) holds (i¥.or
!lnk cause_s an mcrease of the_total cost, and the fu!l m‘?ﬁhs small), the social optimum is the full mesh. When
is the soc_lal op'qmum. I_n particular, thg full mesh is t q. (3) does not hold, repeatedly removing links from
sougl o_pUmum if the maintenance costis “small enoughy ' 1l mesh decreases the ca&tuntil a star topology
thatis, if ) is reached. Thus, a centralized topology seems to be de-
m < U/N+r/N”. (3) sirable whenV and/orm are significant, while the objec-
Note that, asV — oo, the condition (3) tends te, = 0. tive is to minimize the total amount of resources used in
In fact, we can also expregsC' > 0 as a condition orV  the whole network to maintain the overlay. However, we
that reduces t&v < |I/m + r/l| whenm < [?/r, using stress that we do not consider robustness against attack,
a first-order Taylor series expansion. fault-tolerance, or potential performance bottlenecks, all
being factors that pose practical challenges in a central-
Star network Suppose now that Eq. (3) does not hol#zed approach, nor do we offer a mechanism creating an
and consider a star network. Let= 0 denote the cen-incentive to be in the center of the star. Furthermore, de-
ter of the star, which routes all traffic between periphefgrmining under which conditions dps, -, m and N the
nodes. That isx, ., (0) = 1 for anyv # w (v,w > 0). Star is the social optimum is an open problem.
One can show [3] thal?y = (N — 1)(N — 2)/N?,
Ly = l_(N —1)/N and My = m(N — 1), so thatthe 4 Case studies
costCy incurred by the center of the star is
s I(N—1) r(N-1)(N—2) Wenextapplythe proposed cost modelto a few selected
Co=m(N—-1)+ N + N + 2 - routing geometries and compare the results with those ob-
(4) tained in our study of the social optimum. We present the

and, summing ovei,
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various costs experienced by a node in each geometry, Bedimensional tori We next considerD-dimensional
fore illustrating the results with numerical examples. tori, asin CAN [17], where each node is representedby

Cartesian coordinates, and 243 neighbors, for a main-
4.1 Analysis tenance cost od,, = 2m.D for anyu.

o _ ~ Routing at each node is implemented by greedy for-
Due to space limitations, we omit here most of the detaf{3,ding to the neighbor with the shortest Euclidean dis-

in the derivations, and instead refer the reader to a cQflice t the destination. We assume here that each node is

panion technical report [3] for complete details. in charge of an equal portion of tHe-dimensional space.
From [17], we know that the average length of a routing

De Bruijn graphs  De Bruijn graphs are used in algopath is(D/4)N/P hops® Because we assume that the

rithms such as Koorde [10] and ODRI [12], and preseptdimensional torus is equally partitioned, by symmetry,
very desirable properties, such as short average routiiconclude that for alk,

distance and high resiliency to node failures [12]. In a de D
Bruijn graph, any node: is represented by an identifier Y= ZDN )
string (u1, . .., up) of D symbols taken from an alphabet 4
of size A. The node represented by, ..., up) links to To determine the routing co&,, we compute the node
each node represented @y, . .., up, x) for all possible loading as a functiop,, p of the dimensionD. With our
values ofz in the alphabet. The resulting directed grapssumption that th®-torus is equally partitionegh,, p is
has a fixed out-degre&, and a diameteD. the same for all: by symmetry. Using the observation that
The maintenance, routing, and latency costs expéhe coordinates of two consecutive nodes in a path cannot
enced by each node in a De Bruijn graph all depend differ in more than one dimension, we can compuie,
the position of the node in the graph [3]. Denotey by induction on the dimensio [3]:
the set of nodes such that the identifier of each nod€ in b1 . L
is of the form(h, h,...,h). Nodes inV’ link to them-  Pup =1+ N D <—N5 +D(ND -1
selves, and the maintenance costs = m(A — 1) for N QN,%,J B 1) < N,%,-‘ B 1)))
u € V'. For nodes: ¢ V', we haveM,, = mA. 2 2 '
For any node: € V, the routing cosik,, is such that
0 < Ry < 7pmax/N?, Wherep,,,,x denotes the maximum
number of routes passing through a given node, or maxi- R, = pPuD
mumnode loadingwith (see [3]): N?

For allu, R, immediately follows fronp,, p with

P — (D —1)(AP+2 — (A —1)*) — DAPH! 4+ A® ~ Plaxton trees We next consider the variant of Plaxton
e (A—1)2 trees [16] used in Pastry [18] or Tapestry [20]. Nodes

One can show by contradiction that with shortest-paahe represented by a strifg,,...,up) of D digits in

routing, nodesu € V' do not route any traffic, so thatbaseA. Each node is connected f0(A — 1) distinct

the lower boundR,, = 0 is reached for. € V. One can neighbors of the form(u, ..., up—1,2, Yps1,---,YD),
also show that?, = 7pmax/N? whenA > D for the forp = 1...D, andz # u, € {0,...,A —1}. The
node(0,1,2,...,D —1). resulting maintenance costig, = mD(A — 1).
We further prove in [3] that the latency cost is bounded Among the different possibilities for the remaining co-
by Lyin < Ly < Liymax Where ordinatesy,1, ..., yp, the protocols generally select a
I 5 D A(AD — 1) node that is nearby accordi_ng tp a prqximity metric. Wg
Lin = N (DA tA 1 (A1) ) ) here assume that the spatial distribution of the nodes is

uniform, and that the identifier space is fully populated,

and i i — —
DAPH _ (D + 1)AP +1 which enables us to pick,+1 = upt+1,-..,Yyp = up.

Lyax =1 Thus, two nodes andwv at a distance of hops differ in
N(A-1) k digits, which, as described in [3], leads to
We havelL,, = L.« for nodesu € V', andL, = Luin b i
for the node(0,1,...,D — 1) whenA > D. Note that Prlt,., — k] = ()(a—-1) ' ©)
we can simplify the expressions for bofh,;, and Lyax ’ N

D . . .pe .
whenN = A%, that is, when the identifier space is fully s_oguinov et al. [12] refined that result by distinguishing between
populated. odd and even values d¥.



(A,D) | Luin | Lmax | 722 [ Rl | Rumax ?}7 out that selecting a value fd» andA common to all ge-
(2,9) | 718 | 8.00 | 1.11 | 3.89 | 17.53| 4.51 | ometries may inadvertently bias one geometry against an-
(3,6) | 526 | 550 | 1.04 | 205 | 9.05 | 441 | other. We emphasize that we only illustrate a specific ex-
(4,4) | 3.56 | 3.67 | 1.03 | 5.11 | 13.87| 2.71 | ample here, without making any general comparison be-
(5,4) | 369 | 3.75 | 1.02 | 1.98 | 550 | 2.78 tween different DHT geometries.
(6,3) | 2.76| 280 ] 101 | 538 | 9.99 | 186 We vary the number of nodes betwedh = 10 and
Table 1: Asymmetry in costs in a de Bruijn graph= N = 100(_), and_, for each _va_Iue aWV run ten differently
1,7 = 1000) seeded simulations, consisting of 100,000 requests each,
) ) ) ) ) . with X andY i.i.d. uniform random variables. We plot
Using Eg. (6) in conjunction with the total probability theg,e |atency and routing costs averaged over all nodes and
orem, leads, after simplification, to all requests in Fig. 1. The graphs show that our analy-

sis is validated by simulation, and that the star provides a

TAD—l(D(A —1)—-A)+1

R, = e . (7) lower average cost than all the other geometries. In other
words, whenever practical, a centralized architecture ap-
Furthermore, fronL, = IE[t, ], Eq. (6) gives pears more desirable to the community as a whole than a
distributed solution. This relatively counter-intuitive re-
DAP=1(A — 1) sult needs to be taken with a grain of salt, however, given
L,=1 N - (8) the scalability and resiliency concerns linked to a central-

ized architecture, and the need for incentive mechanisms

Chord rings In a Chord ring [19], nodes are repret-o compensate for the asymmetry of a star network.

sented using a binary string (i.ed = 2). When the . .

ring is fully populated, each nodeis connected to a se2  DIScuUssion

of D neighbors, with identifier§(u + 27) mod 27) for _

p = 0...D — 1. An analysis similar to that carried out’Ve Proposed a model, based on experienced load and

for Plaxton trees yield®, and L, as in Egs. (7) and (S)nodg _conngctivity, for the cost incurred by each peer to
for A = 2. Simulations confirm this result [19]. participate in a peer-to-peer network. We argue such a
cost model is a useful complement to topological perfor-
mance metrics [8, 12], in that it allows to predict disin-
centives to collaborate (peers refusing to serve requests to

. o . [educe their cost), discover possible network instabilities
We illustrate our analysis with a few numerical results.

Table 1, we consider five de Bruijn graphs with diﬁerer@efrs.(ljea\{l_ng har?[d re-tjomlng n h.c:rp])ehs. Orf Iowgrlngi thglr
values forA and D, and X andY i.i.d. uniform random cost), identify hot spots (peers wi igh routing load),

. ; and characterize the efficiency of a network as a whole.
variables. Table 1 shows that while the latency costs or\N h d that. when th ber of nodes | I
all nodes are comparable, the ratio betwégn.. and the full €s owet q a,tw T(n € num er”o Pho es |stsmat,
second best case routing c6sR’ is in general sig- Uy connected networks are generally the€ most cost-

min?’ . . . .
nificant. Thus, ifr > [, there can be an incentive foreff|C|ent solution. When the number of nodes is large, star

the nodes withi?, — Ry.... to defect. For instance., theséletworks may be desirable from the point of view of over-

. . all resource usage. This result leads us to conjecture that,
nodes may leave the network and immediately come back, ) . ) p
en feasible, centralized networks, where the “center

hoping to be assigned a different identifiér# « with a w

" . . consists of a few fully connected nodes can be an inter-
lower cost. Additional mechanisms, such as enforcmgea

cost of entry to the network, may be required to preven?tIng alter natlvg o complet.ely distributed solutions, pro

. vided that incentive mechanisms to handle network asym-
such defections. : .
metries are in place.

Next, we provide an illustration by simulation of the . : :
) . . We believe however that this paper raises more ques-
costs in the different geometries. We chodse-= 2, for . , : .
tions than it provides answers. First, we only analyzed

which the results for Plaxton trees and Chord rings aag andful of DHT routing aeometries. and even omit-
identical. We choos® = {2,6} for the D-dimensional g9 '

. B . . ted interesting geometries such as the butterfly [13] or
tori, andD = log, N for the other geometries. We pOIngeometries based on the XOR metric [14]. Second, ap-

4Thatis, the minimum value foR., over all nodes but the nodes PlYing the proposed cost model to deployed peer-to-peer
in V' for which R,, = 0. systems such as KaZaA/FastTrack, which is based on in-

4.2 Numerical results
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Figure 1: Latency and routing costs. Curves marked “sim” present simulation results.

terconnected star networks, could yield some insight re- onresilience and proximitroc. ACM SIGCOMM'03pp. 381—
garding user behavior. Third, for the mathematical anal- 394, Karlsruhe, Germany, Aug. 2003.

ysis, we used strong assumptions such as identical pd§} M. Jackson and A. Wolinsky. A strategic model for social and
ularity of all items and uniform spatial distribution of all
participants. Relaxing these assumptions is necessarll@b M. F. Kaashoek and D. Karger. Koorde: A simple degree-
evaluate the performance of a geometry in a realistic set-
ting. Also, obtaining a meaningful set of values for the pa-

rametergl, s, r, m) for a given class of applications (e.g.;

(11]

economic networksJ. Econ. Theory71(1):44—74, Oct. 1996.

optimal distributed hash tableProc. IPTPS'03 pp. 323-336,
Berkeley, CA, Feb. 2003.

J. Liebeherr, M. Nahas, and W. Si. Application-layer multicast
with Delaunay triangulationslEEE J. Select. Areas Commun.

file sharing between PCs, ad-hoc routing between energy- 20(s):1472-1488, Oct. 2002.

C(_)nStra'ned S_en_sor mOtes’_) f‘iISO remains an open prObﬁQT'- D. Loguinov, A. Kumar, V. Rai, and S. Ganesh. Graph-theoretic
Finally, identifying the minimal amount of knowledge
each node should possess to devise a rational strategy, orand fault resilience.Proc. ACM SIGCOMM'03 pp. 395-406,
studying network formation with the proposed cost model

are other promising avenues for further research.
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