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A series of progressive demasking and lexical decision experiments investigated how the
recognition of target words exclusively belonging to one language is affected by the existence of
orthographic neighbors from the same or the other language of bilingual participants. Increasing
the number of orthographic neighbors in Dutch systematically slowed response times to English
target words in Dutch/English bilinguals, while an increase in target language neighbors
consistently produced inhibitory effects for Dutch and facilitatory effects for English target
words. Monolingual English speakers also showed facilitation due to English neighbors, but no
effect of Dutch neighbors. The experiments provide evidence for parallel activation of words in
an integrated Dutch/English lexicon. An implemented version of such a model making these
assumptions, the Bilingual Interactive Activation (BIA) model, is shown to account for the
overall pattern of results. © 1998 Academic Press

One of the striking features of bilingual lan-sentence level (borrowed syntax), as well as in
guage performance is the apparent ease withtrusions of words from the other language
which the bilingual manages to keep interfer{accidental lexical borrowings).
ence from the non-target language at a minimal In the area of language comprehension re:
level. The fact remains, however, that interfersearch, there has been a debate for several d
ence from one language to the other does occufides about how exactly cross-language inter
and is observable with respect to both languagerence effects relate to the way words from
structure and linguistic processing. For examdifferent languages are stored and processe
ple, in language production, interference fronwith respect to lexical storage, a distinction has
the first language can be noticed both at thgeen made between the hypotheses of languag
phonological level (foreign accents) and at thghdependent and language dependent lexice

The first hypothesis proposes that bilinguals
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A B procedures examining first the representation:
in one lexicon followed by those in the other.
The second hypothesis, represented in Figuri
1B, that of selective access to an integratec
lexicon, is functionally equivalent to hypothesis
A. Since words of the non-selected language art
never activated, they can have no influence or
how words in the selected language are pro-
cessed. This amounts to having independen
lexica.

According to hypotheses C and D, words
from both languages that are partially compati-
ble with the stimulus are activated in parallel.
These two hypotheses are distinguished in the

FIG. 1. Four theoretical viewpoints on bilingual word extent to which words from different languages
recognition models: (A) language-selective access, indepemteract once activated. Within the framework

dent lexica; (B) selective access, integrated lexicon; (C .
®) g ( (3}]{ search models of lexical access (e.g., Forstel

language non-selective access, independent lexica; (D) no oo .
selective access, integrated lexicon. Black filled circles ink976), this is determined by whether or not
dicate inhibitory connections. search is organized by language. Hypothesis (
states that search is organized by language, wit
words of one language being checked before
ognition, or only words belonging to the tar-those of the other language. Hypothesis D state
geted language. that search is language independent, words fron
Restricting ourselves to those stages of bilinboth languages being examined as a function o
gual word recognition involved in word-form their relative frequency. In an interactive acti-
access, four basic hypotheses can be distimation framework (McClelland & Rumelhart,
guished with respect to lexical organization and981), the integrated lexicon hypothesis postu:
on-line processing. These are represented lates the existence of inhibitory connections be-
Figure 1. tween words from different languages. The sep-
Early work in this field provided support for arate lexica hypothesis, on the other hand, limits
hypothesis A in Figure 1, which combines thenhibitory connectivity to within languages.
independent-lexica hypothesis with that of lan- The discussion in the literature has focusec
guage selective access determined by language testing between the selective-access, inde
mode information (Macnamara & Kushnir,pendent-lexica and the non-selective-access, ir
1971; Scarborough, Gerard, & Cortese, 1984egrated-lexicon views (hypotheses A and D in
Soares & Grosjean, 1984). According to thig-igure 1). Early evidence for a selective acces:
viewpoint, a selection mechanism, called aposition came from research comparing pure-
‘input switch', guides all incoming auditory or language and mixed-language sentence compre
visual information to the English lexical systemhension in bilinguals. Macnamara and Kushnir
of the bilingual while (s)he is performing an(1971) asked bilinguals to judge the truth of
English monolingual task. The high selectivitywritten and spoken English and French mixed-
of the system implies that the linguistic inputianguage sentences. They observed that switcl
initially (i.e., at the orthographic or phonologi-ing languages within a sentence takes time com
cal level) only contacts representations in onpared to monolingual passages. More recently
language. If the lexical representation correSoares and Grosjean (1984), using a phoneme
sponding to the input is not found in the activdriggered lexical decision task, demonstrated
lexicon, contact is established with the othethat bilinguals responded slower than monolin-
lexical system. A typical description of this typeguals to nonwords in monolingual and bilingual
of model is in terms of self-terminating searctspeech. Furthermore, they found that bilinguals
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responded slower to code-switched words inal to real Dutch words than nonwords without
bilingual speech than to the same words inesemblance to Dutch words. Examples of the
monolingual speech. They concluded thafjrst kind of nonwords aréeeld(image, statue)
when operating in a bilingual speech modegr mank (crippled). In the second experiment,
participants search the base-language lexicaimilar results were obtained for nonwords that
first, which induces longer recognition times fowere phonologically but not orthographically
code-switched words. A similar conclusion wasimilar to real Dutch words, such asay,which
reached by Scarborough, Gerard, and Cortesecording to English spelling-to-sound rules is
(1984), who demonstrated that English/Spanigbronounced like the Dutch worshee(cut), or
bilinguals responded to non-target (Spanishgpailer, pronounced approximately like the
words in an English lexical decision task as iDutch wordspeler(player).
they were nonwords (i.e., at approximately the The studies by Altenberg and Cairns (1983)
same speed as nonwords and without exhibitirend Nas (1983) provide evidence that non-tar-
frequency effects). The bilingual participantget language representations are activated dul
thus seemed to be capable of operating in ang word recognition in bilinguals. Neverthe-
entirely language-specific manner without anjess, their results only concerned correct
influence from their knowledge of the othemegative responses to nonword stimuli. Only a
language. In a similar vein, Gerard and Scarfew studies have investigated cross-languag
borough (1989) found that the reaction timeiterference effects in positive responses tc
(RTs) of English/Spanish bilinguals in an Enword stimuli in non-primed recognition para-
glish lexical decision task were not affected byligms such as lexical decision (Grainger & Dijk-
their knowledge of form-identical Spanishstra, 1992; Beauvillain, 1992). In the present
words, suggesting that the bilinguals were iseries of experiments we will add to the latter
fact functioning as English monolinguals. Thigype of studies.
result, as well as the finding that word latencies The main aim of the current set of experi-
were primarily determined by frequency of usments was to test both processing and organi
age in the target language, was considered to hational accounts of the bilingual mental lexi-
consistent with the predictions of a languageson by manipulating both within- and across-
specific access and separate-lexica model. language neighborhood density. Target words
Evidence for non-selective access, on theelonged only to one language (i.e., there were
other hand, has been collected in research using cross-language homographs, homophone:
interference paradigms such as the Stroamr cognates). Cross-language interference ol
color—word task (Dyer, 1971), the picture—wordarget word recognition was examined by vary-
interference task (Ehri & Bouchard-Ryan,ng the number of orthographic neighbors of the
1980), or the flanker task (Guttentag, Haith, &arget word in the non-target language (cf.
Goodman, 1984), all of which provide evidenceésrainger & Dijkstra, 1992; Beauvillain, 1992).
that between-language interference can be juah orthographic neighbor is any word differing
as great as within-language effects. Betweellny a single letter from the target word, respect-
language interference has been repeatedly abg length and letter position (Coltheart et al.,
served in the time to reject nonwords in a lexical977). Our study builds upon the empirical
decision task. Altenberg and Cairns (1983finding that among the set of lexical candidates
found that the nonword rejection latencies ofhat are activated during visual word recogni-
bilinguals performing an English lexical deci-tion, orthographic neighbors take a prominent
sion task were affected by the legality of theosition. Target word identification and target
nonword in German (e.gpfloK) just as much as word naming have been shown to be sensitive tc
its legality in English (e.gtwoul). Furthermore, the number of neighbors (neighborhood den-
Nas (1983) observed that Dutch/English bilinsity) and the frequency of such orthographically
guals took longer to reject nonwords that wersimilar words (e.g., Andrews, 1989, 1992; Car-
orthographically but not phonologically identi-reiras, Perea, & Grainger, 1997; Grainger et al.
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1989; Grainger & Jacobs, 1996; Grainger &bilingual language mode, Grosjean, 1997). Ac-
Segui, 1990; Snodgrass & Mintzer, 1993gording to an independent lexicon hypothesis,
Ziegler, Rey, & Jacobs, in press). The presemecognition of the target word should not be
experiments use effects of number of orthoaffected by interlexical neighborhood density,
graphic neighbors as an index of the relativeince there are no direct interaction effects be-
influence of non-target language words on tatween the two lexica. In fact, manipulation of
get word recognition in different experimentalneighborhood density may be one of the very
tasks and conditions. few experimental means of testing the inte-
Returning to the bilingual situation, lan-grated vs independent lexica hypotheses.
guage-selective and non-selective access mod-Thus, only a non-selective-access integrated
els differ in their predictions about neighbor-lexicon model predicts that target word recog-
hood effects across languages. As describaition will be influenced by orthographic neigh-
above, in a selective access model, only wordsors from both the target and the non-target
from the target language are activated (or corianguages. All other types of models describec
sidered) on a given trial. If, in an experimenthere predict no effects of non-target language
target word presentation is blocked by languageeighborhood density on target word recogni-
and participants are informed of this blockingtion. Of course, we cannot exclude that more
we expect the input switch of the selective aceomplex model variants could be formulated
cess model to always be set on the appropriatieat would make different predictions. Finally,
lexicon. In this case, the selective access modeke may consider whether orthographic neigh-
predicts that recognition of a target word iors from the same or different language as the
determined by the neighborhood characteristidarget word will exert a facilitatory or an inhib-
of the target language only. In a non-selectivéory effect on target recognition. Because the
access model, on the other hand, sensory inpetamination of neighborhood effects in bilin-
activates words from both languages simultaguals is uncharted territory, the answer to this
neously, and it therefore predicts neighborhooduestion is unknown. However, whether any
effects of both languages during the word receighborhood density effects observed will be
ognition process. It has recently been arguedcilitatory (as observed in the monolingual En-
that such a language non-selective explanatiapish lexical decision task, by Andrews, 1989,
is more flexible than a selective access hypotl:992) or inhibitory (as in the fragmentation task
esis because it allows for different degrees a¥f Snodgrass & Mintzer, 1993) is not directly
activation in the two languages, dependent orelevant for the present purposes of setting con
experimental circumstances (Grosjean, 199%fraints on possible bilingual model types in
Li, 1996). This view suggests that a neighborterms of lexical access and structure. Most rel-
hood density manipulation could yield evidencevant is the general agreement that effects o
for non-selective access but that the degree nimber of orthographic neighbors in a given
effect observed might be task-dependent. language, whether they be inhibitory or facili-
With respect to the organization of the bilin-tatory, reflect the influence of simultaneously
gual lexicon, non-selective access could occuactivated word representations from that lan-
with either separate or integrated lexica (hyguage.
potheses C and D in Figure 1). Because neigh- Four experiments were carried out using the
borhood density effects are assumed to arisame stimulus materials in different tasks. This
during word identification, cross-language maprovided us with a means of assessing cross
nipulation of neighbors allows us to examineexperimental transitions in RT-patterns result-
this structural issue as well. According to aring from task and instruction differences. The
integrated lexicon hypothesis, recognition of dirst two experiments involved a word identifi-
target word will be affected by the presence ofation paradigm, that of progressive demasking
both target and non-target language neighbowhile in the first experiment Dutch/English bi-
in situations where both languages are actidingual participants were presented with blocks
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of English or Dutch target words, the secongurely monolingual (no cross-language homo-
presentation involved a mixed presentation ajraphs or cognates were selected). Within eacl
English and Dutch words. Next, two visual lexJanguage, the target items in the four conditions
ical decision experiments were run. In the thirdvere matched for word frequency.

experiment, bilingual participants performed a |n addition, for both English and Dutch target
generalized lexical decision (say ‘yes' to anytems, the word frequency of the neighbors was
string that is either a Dutch or an English word)matched as closely as possible over conditions
In the fourth experiment, two groups of partic-rq regjize this, the neighbors of the target words

ipants (Dutch/English bilinguals and Englishyere givided into three word frequency catego-
monolinguals) made a lexical decision in reties: low frequency (LF), neighbors with a fre-
sponse to English words and English-like non

q v With t to th last t guency of less than 20 o.p.m.; medium fre-
words only. YWith respect to these fast two exEquency (MF), neighbors with a frequency
periments, not only the cross-language orth

graphic similarity of the word stimuli Wascfoetween.ZO and 59 0.p.m.; and high frequency
considered, but that of the nonword stimuli wa HF), neighbors with a frequgncy of at least
as well. 0 o.p.m. The number of neighbors of each
frequency category was approximately equal

STIMULUS SELECTION for each test conditioh.

Since all experiments to be reported use the We selected only English and Dutch words
same set of stimulus words, it is convenient t§XPected to be known to the participant popu-
first describe how the stimuli were selectedation that we intended to use for experimenta-
First, a list of English and Dutch four-lettertion. To check the list of potential English test
words was extracted from the CELEX databaseords, 11 students from a Dutch participant
(Baayen, Piepenbrock, & van Rijn, 1993). Onlypopulation with low proficiency in English were
nouns, adjectives, verbs, and adverbs with asked to examine the list and mark unknown
printed frequency of at least 2 occurrences péiems. This resulted in a set of test stimuli in
million (0.p.m.) were selected. This resulted irwhich the English words were about three times
a list of 1,323 English words and a list of 982as frequent as the Dutch words, reflecting the
Dutch words. For each target word, the numbect that the Dutch participants in Experiments
of neighbors in each language and their fret—4 were not perfectly balanced bilinguals. The
quency were calculated (following Coltheart ekypjective frequency of English words for these
al., 1977). Four conditions of items from eactpytch participants is expected to be much lower
language were defined by orthogonally varyingyan for English native speakers, on which the
the number of neighbors in English (Engllsh N}requency statistics in the written CELEX-cor-
an_d DUtCh_ (Dutch N): (1) words with many.pus are based. The descriptive statistics for the
heighbors in the target language an_d mMany Word stimuli in each condition are summarized
the non-target language ("'?“ge Engllsh N an Table 1, and the complete list of stimuli can
large Dutch N), (2) words with many ne|ghborsDe found in the Appendix
in the target language (large English N or Dutch '
N, depending on target language) and few in the
non-target language (small Dutch N or English * The mean number dfigherfrequency neighbors across

. . . conditions was not explicitly matched. However, the num-
N, respectively), (3) words with few neighbors, "¢ higher frequency neighbors correlated very highly

in the target |ang'~.1age (Sma” English N or Dutchyith the total number of neighbors. For Dutch targets a
N) and many neighbors in the non-target laneorrelation of 0.94 = 8) was obtained, and for English

guage (large Dutch N or English N, respectargets 0.97N = 8). A further attempt was made to match

tively) and (4) with few neighbors in both the test conditions within and across languages with respec
' to bigram frequency, but, given the other matching criteria

Ianguages (Sma" Eng“Sh N and small Dutch N)(‘target frequency, frequency, and number of neighbors) anc

Each Conditior_] anSiSted of 20 WOI’.dS, MOStlYue to the correlation between neighborhood density anc
nouns and adjectives. All selected items wergigram frequency, this match was not perfect.
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TABLE 1

Descriptive Statistics for the Stimuli Used in the Experiments

Neighbors Number of neighbors

Dutch N English N Word frequency Dutch English Total

Dutch large large 18.6 3.50 3.50 7.00
large small 18.7 3.50 1.00 4.50

small large 18.6 1.00 3.50 4.50

small small 18.6 1.00 1.00 2.00

EnglisiH large large 51.8 3.50 3.60 7.10
large small 54.1 3.50 1.15 4.65

small large 55.2 0.95 3.50 4.50

small small 55.5 1.00 1.20 2.20

Note.Word frequency per million.
2n = 20 for each condition.

EXPERIMENT 1: PROGRESSIVE tern was preferable to the usual row of hash
DEMASKING (BLOCKED marks (####), since the former type of mask
PRESENTATION) resulted in fewer identification biases for par-

Prior work using progressive demaskindicmar letters and features (Jacobs & Grainger

(PDM) and related techniques in the monolin1991)-

gual domain (Grainger & Segui, 1990; Grainger
& Jacobs, 1996; Snodgrass & Mintzer, 1993; Method

Carreiras et al.,, 1997) has demonstrated the Participants.Forty-two Dutch students with
sensitivity of the paradigm to the influence ohormal or corrected-to-normal vision partici-
orthographic neighbors on target word recognipated. Two groups of participants were selected
tion. In the PDM task, the presentation of thaliffering in their proficiency in English. Stu-
target word is alternated with that of a maskdents in the High Proficiency (HP) group were
During this process of alternation, the targemainly students of English or students who had
presentation time slowly increases while that ofisited an English speaking country for a short
the mask decreases. The participant’s task is period (6—12 months), while those in the Low
push a button as soon as the target word Rroficiency (LP) group consisted of students of
identified. Compared to other paradigms (sucButch or other disciplines. The allocation of
as lexical decision), PDM reduces the rate daftudents to these two groups was checked by th
presenting the sensory information to the paresults of a questionnaire that examined theil
ticipant, thus effectively slowing the targetproficiency in more detail. All students were
identification process. native speakers of Dutch.

In the present experiment, two masks were Stimuli and design.Participants saw two
used which covered the entire word matrix. Onblocks of items, one for each language. Stimu-
mask consisted of black and white blocksus selection was described above and can b
(checkerboard pattern), and the other was tlmimmarized as follows. Each language block
inverse of it (black became white and whiteconsisted of 80 items, 20 for each of the four
became black). The two masks were presentednditions defined by the factorial combination
in turn. The mask presented on the first cycle aff neighborhood density in Dutch and English
each trial was changed for each participan{see Table 1). One group of participants was
Extensive pre-testing with various mask typepresented with the Dutch block first, followed
indicated that this alternating checkerboard paby the English block, and the other group saw
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the English block first and then the Dutch blocktime that the mask was visible decreased, while
Each block was preceded by 25 practice trialshe time that the target word was visible in-
and five dummy trials were placed at the begirereased until the mask presentation time wa:
ning of each test block. Each participant saw aero. The PDM-cycling process continued until
different randomized order of test items withinthe participant pushed the response button or
a block. time-out period of 6 seconds was reached.

Procedure Presentation of the visual stimuli Immediately after the participants had
and recording of the RTs was controlled by apressed the button to indicate that they hac
Apple Macintosh Illcx microcomputer con-identified the target word, this word was re-
nected to an Apple I4Trinitron monitor. RTs placed by a checkerboard backward mask. Al
were measuredta 1 msaccuracy by a button the same time, a dialog box appeared with the
box connected to the computer. This box andords “Enter the word” (in the English block)
the experimentation software were developed ior “Tik het woord in” (in the Dutch block).
collaboration with the Technical Group of theAfter the participants entered the word that they
Nijmegen Institute for Cognition and Informa-had identified, the next trial started. Before the
tion. The words consisted of black Courier capsecond block began the participants read the
ital letters (18 points or approximately 8 mm orinstructions again, now written in the other lan-
screen) presented at the center of the computguage. After the experiment, the participant
screen on a white background. The monitor waled out a questionnaire concerning his or her
placed 60 cm from the participant, in order tdknowledge about and experience with the En-
provide projection within the fovea of the eye.glish language, in order to check the allocation

Participants were tested individually. Theyof participants to the two proficiency groups.
were told that they had to identify four-letterThe session lasted about thirty minutes.
target words that would gradually appear on the
computer screen out of a background of visual
noise. They were further informed that the ex- Mean RTs were computed for each partici-
periment consisted of two blocks, first one wittpant and for all test conditions in each language
Dutch words and then one with English wordseparately. Erroneous responses (2.3%) an
(or vice versa). Before each block started, thRTs that were outside the range of two standarc
participants were given written instructions indeviations from the participant and item mean
the language of the subsequent trials. They we(8.8%) were omitted from the latency analysis.
instructed to react as soon as they identified Bhe results are presented separately for eac
target word but without making errors. language in Tables 2 and 3.

At the beginning of each trial the words An analysis of variance (ANOVA) was car-
“NEXT WORD” (in the English block) or ried out for each language separately. The num
“VOLGEND WOORD?” (in the Dutch block) ber of neighbors in Dutch (Dutch N, large or
were presented. After the participant pressedsanall) and English (English N, large or small)
button two small lines appeared, 6.6 mm (1%vere treated as within-participant factors, while
pixels) above and below the center of théroficiency of the participant (high or low) and
screen. After 1500 ms, the screen was clear€der of Presentation (Dutch followed by En-
and one of the two checkerboard masks waglish or English followed by Dutch) were be-
presented at the center of the screen. Next, thween-participant factors.
target word appeared at the same position, fol- Reaction time datafFor Dutch items, a sig-
lowed by the other mask, and so on. In the firstificant effect of Dutch N was obtained
cycle the mask appeared for 300 ms and wd§,(1,38) = 38.64,p < .001;F,(1,76)= 7.71,
followed by the target word, which was pre-p < .01]. Dutch words with many Dutch neigh-
sented for 15 ms. Then the other mask wdasors were responded to 59 ms slower thar
presented, but now for 285 ms, followed agaimords with few Dutch neighbors (see Table 7
by the target word for 30 ms, and so on. Théor summary data from this experiment and the

Results
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TABLE 2

465

Mean ldentification Latencies of Experiment 1 (in Milliseconds) of Participants Presented with Dutch Words in the
First Block or the Second Block (Standard Deviation and Percentage of Errors Are Presented in Parentheses.,

Low proficiency

High proficiency

Dutch N English N Block 1 Block 2 Block 1 Block 2 Mean
Large large 1681 (310, 2.7) 1659 (182, 3.5) 1739 (166, 2.7) 1674 (219, 3.5) 168
Large small 1684 (329, 1.8) 1634 (170, 3.0) 1675 (229, 3.6) 1672 (180, 5.5) 166
Small large 1614 (275, 1.8) 1600 (179, 3.0) 1707 (163, 1.4) 1595 (186, 4.5) 163
Small small 1586 (258, 4.5) 1529 (135, 1.5) 1639 (217, 3.2) 1599 (217, 2.5) 158

following experiments). The effect of English Naffected by English N only in the first block [66
on Dutch items was also inhibitory (41 ms), butns inhibition effect;F,(1,10) = 6.62,p < .05;
significant only in the participant analysisF,(1,78)= 4.42,p < .05] and not in the second
[F1(1,38)= 7.07,p < .05;F,(1,76)= 1.67,p= block [1 ms inhibition; bothFs < 1].
.20]. The interaction between Dutch N and En- The latencies of English words showed a
glish N was not significant [botkrs < 1]. No significant inhibitory effect of Dutch N
main effects were found for Proficiency[F;(1,38)= 23.86,p < .001;F,(1,76) = 4.84,
[F1(1,38) < 1; F,(1,76) = 19.69,p < .001] or p < .05]. In contrast with the Dutch items,
Order of PresentationF[(1,38) < 1; F,(1,76) however, the effect of English N on English
= 21.34,p < .001]. However, in combination words was facilitatory, but this effect was only
these two factors interacted with English Nsignificant by participant H,(1,38) = 13.70,
[F1(1,38)= 4.67,p < .05;F,(1,76)=5.06,p< p < .01;F,(1,76)= 1.45,p = .23]. The inter-
.05]. No other interactions were significant inaction between Dutch N and English N was
both participant and item analyses. only marginally significantf,(1,38) = 23.23,
Further analysis of the interaction betweemp < .001;F,(1,76)= 2.92,p = .09]. Similar to
Proficiency, Order of Presentation, and Englisthe Dutch items, no significant effects were
N revealed that high proficiency participantdound for Proficiencyff,(1,38)< 1; F,(1,76)=
showed a marginally significant interaction be7.52, p < .01] or Order of Presentation
tween Order of Presentation and English NIF;(1,38) = 2.08,p = .16; F,(1,76) = 88.86,
[F1(1,19)= 3.11,p = .09;F,(1,78)= 6.48,p< p < .001]. Furthermore, no significant interac-
.05], while low proficiency participants did nottions were obtained.
[F1(1,19)= 1.49,p = .24; F,(1,78)< 1]. The Error data. An analysis of variance run on
latencies of high proficiency participants werdghe error data for each language separatel

TABLE 3

Mean ldentification Latencies of Experiment 1 (in Milliseconds) of Participants Presented with English Words in th
First Block or the Second Block (Standard Deviation and Percentage of Errors Are Presented in Parentheses.]

Low proficiency High proficiency

Dutch N English N Block 1 Block 2 Block 1 Block 2 Mean
Large large 1784 (185, 2.0) 1616 (309, 3.2) 1669 (152, 2.5) 1604 (174, 2.7) 166
Large small 1751 (212, 2.5) 1588 (285, 3.2) 1670 (158, 3.0) 1609 (183, 3.6) 165
Small large 1630 (150, 4.0) 1513 (259, 5.5) 1581 (183, 2.5) 1517 (206, 3.6) 155
Small small 1689 (170, 5.0) 1598 (314, 3.6) 1648 (200, 3.0) 1631 (202, 1.4) 164
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showed no significant main effects and onlgobs, 1996; Ziegler et al., in press; Snodgrass &
one significant interaction for Dutch itemsMintzer, 1993), it is the facilitatory pattern ob-
between Order of Presentation, Dutch N, anthined with English target words that requires an
English N [F,(1,38)= 6.59,p < .05;F,(1,76) explanation here. We will return to this point in
= 5.92,p < .05]. the General Discussion.

Next, we must consider the manipulation of
second-language proficiency in the experiment

The most important result of Experiment 1 isThe two groups of participants were assumed tc
that target word recognition was significantlydiffer with respect to their second-language pro-
influenced by the number of orthographidiciency. However, the results suggest that the
neighbors in the non-target language. For Ermproficiency manipulation was not very effec-
glish (L2), a significant inhibitory effect of tive, since Proficiency neither yielded a signif-
Dutch N was found in both the participant andcant main effect nor interacted with the neigh-
item analysis, while for Dutch (L1), the inhibi- borhood density factors. However, Proficiency
tory effect of English N was significant only in did interact with the combination of presenta-
the participant analysis. These findings repraion order of the Dutch items and number of
sent a further demonstration of effects of orthoEnglish neighbors. Latencies of high profi-
graphic neighborhood across languages in bilirciency participants to Dutch target words
gual participants, adding to the work ofshowed more interference from English neigh-
Beauvillain (1992), Grainger and Dijkstrabors when the Dutch block was presented be
(1992), and Bijeljac-Babic, Biardeau, andore the English block than vice versa. This
Grainger (1997). As previously argued byinteresting result suggests that our high profi-
Grainger and Dijkstra (1992) and Graingeciency participants in some way controlled the
(1993), such results cannot be accommodatedfects of non-target language neighbors de-
by a serial search model of bilingual lexicalpending on their expectations. Their English
access in which language context determindsxicon may have been more active when they
the order in which L1 and L2 representationgxpected the English language to be relevant (a
are examined. Only a model that allows simulthe beginning of the experiment), and less sc
taneous activation of word representations iwhen it was considered less relevant (in the
both languages (i.e., a non-selective accesuitch block after the English block had oc-
model) can account for such results. Furthecurred). Note that the participants were aware
more, the inhibitory nature of these betweenthat their knowledge of English was potentially
language neighborhood effects suggests thadlevant because they were explicitly asked tc
word units in both languages are interconnectgaerform in a bilingual experiment. This sugges-
via inhibitory links (see also Bijeljac-Babic, Bi- tion is in agreement with the language mode (or
ardeau, & Grainger, 1997). Thus, these resultelative language activation) hypothesis pro-
support the hypothesis of non-selective acceg®sed by Grosjean (1997).
to an integrated lexicon. We tried to obtain extra support for this view

The within-language neighborhood effectdy carrying out an additional ANOVA over the
showed a more complex pattern of neighboutch response times of the high proficiency
hood effects. Dutch words showed clear inhibparticipants in which each Dutch block, preced-
itory effects of increasing number of Dutching the English block or following it, was di-
neighbors (59 ms). English words showed a 3dided into two parts. Apart from Condition and
ms facilitation effect when the number of En-Order of Presentation (the Dutch block fol-
glish neighbors increased, but this effect wakbwed by the English block or vice versa), this
only significant in the participant analysis. Be-analysis included as an extra within-participant
cause perceptual identification paradigms typfactor Part of Block (first or second part). Due
cally show inhibitory effects of neighborhoodto the post hoc nature of this analysis, the items
density (Carreiras et al., 1997; Grainger & Jain each condition were not counterbalanced,

Discussion
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since items were randomized for each partici- TABLE 4
pant. The analysis showed a significant effect of yean identification Latencies of Experiment 2 (in Milli-
Order of PresentatiorF(1,156)= 13.54,p < seconds) (Standard Deviation and Percentage of Errors Ar
.001] and a significant interaction between EnPRresented in Parentheses.)
glish N and Order of PresentatioRf1,156)=
6.63,p < .05]. The interaction reflects a gradua
c_hange over the experiment in the response tim‘Earge large 1777 (247,4.8) 1756 (249, 7.0)
difference between Iarge and small Engllsh NLarge small 1761 (245,5.5) 1710 (205, 5.1)
conditions from inhibition towards facilitation Small large 1660 (233,3.1) 1689 (229, 4.4)
(see Dijkstra & Van Heuven, 1998). The inter- Small small 1739 (240,3.0) 1637 (189, 4.0)
action between English N, Order of Presenta-
tion, and Part of Block was not significant
[F»(1,156) < 1]. To conclude, the hypothesis Procedure.The participants started with a
that high proficiency participants are able tgractice session of 25 trials. Next, all 160 test
exert a certain degree of control over the relatems were presented in a random order in one
tive activity of their lexica clearly deserves fur-block, starting with five dummy items. The pro-
ther investigation (also see Dijkstra, Van Jaarsedure, presentation, and recording were the
veld & Ten Brinke, 1998). same as in Experiment 1. The experiment took
Experiment 2 provided a further examinatiorabout 20 minutes.
of within- and between-language neighborhood
effects in the progressive demasking task, this
time using a mixed language presentation. In For items of both languages, erroneous re-
this situation, we expected an even strongesponses (3.0%) and RTs which were outside the
effect from non-target neighbors on target idenrange of two standard deviations from the patr-
tification because both languages must be kefitipant and item mean (1.4%) were excluded
active during the experiment. In addition, wefrom the latency analyses. The mean RTs an
attempted to replicate the facilitatory effect oferror rates for items of each language are pre
number of English neighbors on English wordsented in Table 4. Separate ANOVAS were car-

IDutch N English N English Dutch

Results

identification. ried out on the latency data of each language ir
which the number of neighbors in Dutch (Dutch
EXPERIMENT 2: PROGRESSIVE N) or English (English N) were treated as with-

DEMASKING (MIXED PRESENTATION)  in-participant factors.
Reaction time dataFor Dutch words, the
Method analysis showed, as in Experiment 1, a signifi-
Participants. Forty Dutch students with cant inhibitory effect of Dutch NF,(1,39) =
Dutch as their native language and with normal9.51,p < .001;F,(1,76)= 9.23,p < .01]. RTs
or corrected-to-normal vision participated into Dutch words with a larger number of Dutch
this experiment. Participants were paid for theineighbors were 70 ms slower than to Dutch
participation. words with only a few Dutch neighbors. The
Stimuli and designThe same materials andeffect of English N on Dutch items was now
task were used as in Experiment 1. The onlgignificant in both participant and item analyses
difference was that Experiment 2 consisted dfF,(1,39) = 16.52,p < .001;F,(1,76) = 4.24,
only one block of items in which both Englishp < .05], indicating that Dutch words with
and Dutch words were presented in a randomany English neighbors were responded tc
order. The language of instruction and feedbaakore slowly than words with few English
in the experiment was counterbalanced. Onaeighbors. No interaction was observed be-
group of participants received instruction andween Dutch N and English N [boths < 1].
feedback in Dutch, while a second group re- The analysis of the RTs to English words
ceived them in English. revealed a pattern similar to Experiment 1.
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There was a significant inhibitory effect oflanguage occur in the same list as the targe
Dutch N [F,(1,39) = 49.90,p < .001;F,(1,76) item.

= 6.58, p < .05]. The facilitatory effect of = The pattern of within-language neighborhood
English N again was only significant in theeffects was the same as in Experiment 1. In bott
participant analysisH;(1,39) = 7.13,p < .01; experiments, a facilitatory effect was obtained
F,(1,76) = 1.01,p = .32]. The interaction be- to the English target words (only significant in
tween Dutch N and English N was not signifithe participant analysis). Dutch words contin-
cant [F4(1,39) = 21.15,p < .001;F,(1,76) = ued to show an significant inhibition effect.
2.48,p = .12].

Error data. An ANOVA on the error data for
Dutch items showed a marginally significant
inhibitory effect of Dutch N F,(1,39) = 7.11,
p < .01;F,(1,76)= 3.14,p = .08] but no effect
of English N [,(1,39) = 3.36, p = .07;

EXPERIMENT 3: GENERALIZED
LEXICAL DECISION

The main aim of Experiment 3 was to test
. “»whether the results obtained with the progres-
Fo(1,76) = 1.13,p = .29], and no interaction gjye demasking technique generalize to anothe
between Dutch N and English NF{(1,39) = experimental technique, widely used in studies
1.49,p = .23;F5(1,76)< 1]. For English items, 4 yisual word recognition, the lexical decision
there was a significant inhibitory effect of Dutchyyq). Exactly the same word conditions as in
N [Fy(1,39)= 6.33,p < .05;F5(1,76) = 4.46, Experiment 2 (i.e., mixed language presenta:
p < .05], but no effect of English N [boths < tjon) were tested in the lexical decision task.
1], and no interaction between the two factors |n aqddition, four nonword conditions, also
[both Fs < 1]. varying in terms of number of orthographic
_ _ neighbors in Dutch and English, were added ta
Discussion the experiment. In lexical decision experiments,
The results of Experiment 2 show a signifiOt only the positi\{e_ reaction_ to words has beer
cant inhibitory effect of increasing the numbeShoWn to be sensitive to neighborhood charac
of non-target language neighbors for both Erf€ristics but the negative reaction towards non-
glish and Dutch target items. This effect conWords has as well (Andrews, 1989, 1992; Car-

firms that non-target language neighbors inflf€iras et al., 1997; Coltheart et al., 1977; Sears
ence the identification of targets in the N0, & Lupker, 1995). We therefore investi-

progressive demasking task. Again, the hypot/ated the effect of both English and Dutch
esis of non-selective access to an integrat&?'ghborhOOd density on responses to word an
lexicon is supported nonword stimuli in the same experiment.

Comparing the results of Experiments 1 and
2, there appears to be an increase in the effect of Method
non-target language neighbors when going from Participants. Forty-eight Dutch students
a blocked (Experiment 1) to a mixed (Experifrom the same population as Experiment 2 par-
ment 2) experimental design. This can be illusticipated in this experiment. None of them had
trated by the inhibition effect of large English Nparticipated in the previous experiments. All
on the latencies to Dutch words. This effect istudents were native speakers of Dutch.
nonsignificant (by items) in Experiment 1, but Stimuli and designAll 160 words (80 Dutch
becomes significant in Experiment 2. Thougland 80 English words) of the previous ex-
the difference in size of effect across the expeperiments were included in this experiment
iments is admittedly only 8 ms, it might be thatalong with 160 nonwords. Each nonword was
the effect of the non-target language on targefonstructed by changing one letter in a Dutch
identification is strengthened when the non-taier English word (not a target word in the ex-
get language also becomes relevant for tagleriments) in such a way that it formed
performance and/or target items from anothean orthographically and phonologically legal
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letter string in both languages (bigram analysigials. Next, the 320 experimental stimuli were
ensured that only legal combinations wer@resented to each participant in a pseudo-ran
included). dom order. Participants received no more thar
Analogous to the word conditions, four ex-four words or four nonwords in sequence. The
perimental nonword conditions were definegbarticipant took a short break after 164 trials.
with respect to the number of neighbors ifFour dummy trials were inserted at the begin-
Dutch and in English, each consisting of 4Ging of the experiment and 2 dummy items were
nonwords: (1) nonwords with many neighborsnserted after the break. Prior to the presentatior
in both English and Dutch (large English N,of each stimulus word, two horizontal fixation
mean 3.5, and large Dutch N, mean 3.5), (d)nes were presented at the center of the scree
nonwords with many neighbors in Englishwhere the stimulus word was to appear. These
(large English N, mean 3.5) and few in DutcHixation lines disappeared after 800 ms and were
(small Dutch N, mean 1.0), (3) nonwords withimmediately followed by the stimulus. The
few neighbors in English (small English N,stimulus remained on the screen until a deadline
mean 1.0) and many in Dutch (large Dutch Nof 1500 ms was reached, or until the participant
mean 3.5), and (4) nonwords with few wordhad pressed one of the response buttons. Th
neighbors in either language (small English Ninterval between two successive trials was 50C
mean 1.0, and small Dutch N, mean 1.0). Thes. The experiment lasted about thirty minutes.
four nonword conditions were matched as
closely as possible with respect to the number of
high frequency (larger than 50 o.p.m.) neigh-
bors and positional bigram frequency. The latter Erroneous responses (6.6%) and RTs whict
was computed as the summed frequency @fere outside the range of two standard devia:
words containing the bigram of the nonword ations from the participant and item mean (1.7%)
the specified position, averaged over the numwere excluded from the latency analyses (total
ber of bigrams in the nonword. 8.5%). The mean RTs and error rates are pre
Procedure Presentation of the visual stimulisented in Table 5. Separate ANOVASs were car-
was controlled by an Apple Macintosh Quadraied out on the latency and error data of words
connected to a 67-Hz Trinitron monitor and tdrom each language and for the nonwords, in
the same type of button box as used in earliavhich the number of neighbors in Dutch (Dutch
experiments. Before the experiment, particiN) or English (English N) were treated as with-
pants were informed about their task by mearia-participant factors.
of written instructions. They were told that a Reaction time dataThe analysis of Dutch
series of letter strings would appear on thaord latencies revealed that responses wer
screen, one after the other, and that they had &gain slower for words with many Dutch
decide as quickly and as accurately as possibfeighbors than for words with few Dutch
whether each of the presented items was a worgtighbors, but this effect was now only signif-
(Dutch or English) or not. Responses wergant by participantsH,;(1,47) = 20.81,p <
made by pressing one of two buttons on theéd01; F,(1,76) = 1.87, p = .18]. Also, the
response box. Half of the participants werénhibitory effect of English N was again only
asked to respond with their left finger when thesignificant in the participant analysi&(1,47)
stimulus was a Dutch or English word and with= 4.85,p < .05; F,(1,76) < 1]. As in Experi-
their right finger when it was a nonword. Thements 1 and 2, no interaction was found be-
other half of participants received the reversetiveen these factord=[(1,47) = 3.58,p = .07;
instruction. Language of instruction and feedF,(1,76) < 1].
back (Dutch or English) was counterbalanced The analysis for English words revealed a
by a similar, further subdivision of participants.significant inhibition effect (27 ms, see Table 7)
When the participants had read the instrumf Dutch N [F,(1,47) = 32.13, p < .001;
tions, the experiment began with the 24 practicé,(1,76) = 7.07,p < .05]. Again, we obtained

Results
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TABLE 5

Mean ldentification Latencies of Experiment 3 (in Milliseconds) (Standard Deviation
and Percentage of Errors Are Presented in Parentheses.)

Dutch N English N English Dutch Nonwords
Large large 621 (69, 13.3) 581 (59, 7.6) 675 (75, 9.7)
Large small 642 (85, 12.6) 566 (60, 7.5) 672 (78,9.7)
Small large 590 (62, 6.6) 561 (58, 6.6) 647 (79, 6.7)
Small small 619 (73, 8.7) 560 (56, 6.4) 649 (73, 6.4)

a facilitation effect of English N, which was ferent experimental task. Once again, signifi-
significant in both item and participant analysesant inhibition from Dutch neighbors on En-
[F1(1,47) = 29.49, p < .001; F,(1,76) = glish target items was observed. And once
5.46,p < .05]. The interaction between Dutchagain, the effect of within-language neighbors
N and English N was not significant [bothwas facilitatory with English stimuli tested in
Fs < 1]. the same experiment. However, in contrast with
The analysis of the nonword latency datahe previous experiments, the effects of Dutch
revealed a significant inhibition effect of Dutchand English neighbors on Dutch target items
N [F1(1,47) = 78.40,p < .001; F,(1,156) = failed to be significant in both participant and
11.55,p < .01]. There was no effect of Englishitem analyses. As seen in Table 7, the lexical
N [both Fs < 1], and no interaction betweendecision task of Experiment 3 generally led to
Dutch N and English NF,(1,47) = 1.01,p = smaller neighborhood density effects than the
.32, F5(1,156) < 1]. progressive demasking task of Experiments 1
Error data. An ANOVA on the error data for and 2.
Dutch items showed no effect of Dutch N In this generalized lexical decision experi-
[F1(1,47) = 161, p = .21; Fx(1,76) < 1], ment, the latencies for the nonwords were sig-
English N [bothFs < 1], or Dutch N and nificantly affected by the neighborhood size of
English N together [botiFs < 1]. Similar to their Dutch neighbors, and not by their English
Experiment 2, errors on English items showed geighbors’ It would appear that in this experi-
significant effect of Dutch NF(1,47)= 24.42, mental situation, although both English and
p <.001;F,(1,76)= 5.70,p < .05]. Again, no Dutch were relevant target languages, the dom
effect was found of English N [botks < 1], inant language exerted the major influence or
and the errors showed no interaction of Dutch merformance to nonword stimuli. Being the
and English N F,(1,47) = 2.69, p = .11; mother tongue (L1) of the bilingual participants,
F2(1,76) < 1]. Dutch exerted the strongest effect on rejection
For nonword items, a significant inhibitorytimes to nonwords. This should not, however,
effect of Dutch N was foundH,(1,47)= 20.66, pe the case when only English (L2) words and
p < .001;F;(1,156)= 6.59,p < .001]. There nonwords are presented to Dutch/English bilin-
was no effect of English N [boths < 1] and no guals in a ‘monolingual’ lexical decision task.
interaction of Dutch N and English N [both

Fs < 1]- 2Recently, we replicated the neighborhood density ef-
) ) fects for nonwords in a generalized lexical decision task
Discussion involving Dutch/English cross-language homographs (Ex-

. eriment 3 in Dijkstra, Van Jaarsveld, & Ten Brinke, 1998).
The results of Experiment 3 extend thos%onwords derived from Dutch or English words revealed

obtained in the two previous experiments with @nhibitory) effects of about 11 ms for English N and 37 ms
new group of bilingual participants and a dif-for Dutch N.



NEIGHBORHOOD EFFECTS IN BILINGUALS 471

In this situation, responses to nonword stimul¢leared. After 500 ms, the target item was pre-
should be sensitive to their neighborhood size isented until the participant responded. The nex
English. Testing this hypothesis was one of theial started 800 ms after the participant re-
aims of Experiment 4. sponded or after 2000 ms if the participant did
Experiment 4 also tested the English wordsot respond.

used in the previous experiments with a new Before the experimental block began, the par-
group of Dutch/English bilingual participantsticipant started with a practice session of 24
and an English monolingual control group. Weétems. At the beginning of the experimental
expected effects of Dutch neighbors to appedrock and after the break, four dummy items
only in the bilingual participants’ performance,were inserted. Each participant saw a different
while effects of English neighbors should beandomized order of the test items.

present in both groups of participants. Participants read written instructions in En-
glish explaining that strings of four letters

EXPERIMENT 4: ENGLISH would appear at the middle of the computer

LEXICAL DECISION screen. They were instructed to give a speede

response by pressing the right response butto
Method of the two-button response box with their right
Participants.Twenty English and twenty-one index finger if the string was a English word,
Dutch right-handed participants with normal oand by pressing the left button with their left
corrected-to-normal vision participated in thisndex finger if the string was not a English
experiment. The English participants were alvord.
monolingual native speakers of English, who After the experiment, each participant filled out
were tested in Cambridge (UK). The Dutcha gquestionnaire concerning his or her knowledge
participants were all native speakers of Dutchabout and experience with other languages, ir
They were tested in Nijmegen (Netherlands)rder to check to which extent the participant
None of the participants participated in earliecould be considered as a pure English monolin:
experiments. gual or Dutch/English bilingual participant. The
Stimuli and designThe English set of 80 session lasted about 20 minutes.
stimulus words described above was used in the
experiment, together with a matched selection
of 80 of the 160 nonwords used in Experiment First, the data were removed for five words
3. Both words and nonwords consisted of 20BIAS, BUTT, ATOM, MYTH, JERK) that had
items for each of the four conditions describe@ mean RT of more than two standard devia-
earlier (small or large neighborhoods in Englistions above the mean of their test condition in
or Dutch). the English monolingual group. Also, the data
Procedure.Presentation of the stimuli wasfor four nonwords (GONK, KNAT, FRIG,
controlled by an Apple Power Macintosh comBOUL) were removed since some of the En-
puter (Cambridge, PowerMac 8500; Nijmegenglish participants considered them to be low-
PowerMac 7200). Latencies were recorded biyequency English words (e.g., a GONK was
means of a button box (the same as in previossid to be an English toy) Overall, monolin-
experiments) connected to the computer. Wordgial and bilingual participants made 4.7% erro-
and nonwords consisted of black Courier capitaleous responses. The errors and the RTs whic
letters (28 points) presented at the center of were outside the range of two standard devia:
Apple monitor (Cambridge, 20Trinitron; Nij- tions from the participant and item mean (1.8%)
megen, 15Multiscan) on a white background. N _
The monitor was placed at a distance of approx- W(_e reanalyz_ed the data of our b|||ngu_a| Experiments
. - ._1-3 with these five word and four nonword items removed.
Imatew 69 cm f!’om. the participant. _EaCh trlalThis procedure did not change the pattern of results in any
started with a fixation marker,, which was gybstantial way, nor did it affect the significance of effects
presented for 500 ms before the screen wasany relevant extent.

Results



472 VAN HEUVEN, DIJKSTRA, AND GRAINGER

TABLE 6

Mean Identification Latencies of Experiment 4 (in Milliseconds) of Monolingual and Bilingual Participants
(Standard Deviation and Percentage of Errors Are Presented in Parentheses.)

Monolinguals Bilinguals
Dutch N English N Words Nonwords Words Nonwords
Large large 488 (58, 4.0) 575 (86, 8.8) 585 (69, 12.1) 651 (94, 9.5)
Large small 507 (71, 5.0) 558 (74, 4.5) 583 (74,12.1) 635 (94, 4.0)
Small large 484 (57, 3.0) 581 (87, 5.8) 561 (70, 4.8) 642 (99, 8.1)
Small small 503 (53, 5.3) 560 (65, 6.1) 564 (73, 9.5) 626 (93, 3.5)

were excluded from the latency analyses. ThButch N and English NF,(1,39) = 1.31,p =
resulting mean RTs and error rates are present&tb; F,(1,71) < 1].
in Table 6. The analysis of the nonword latencies
Separate ANOVAs were carried out on theshowed a significant inhibitory effect of English
latency and error data of the English words anil [F,;(1,39) = 26.49,p < .001; F(1,72) =
nonwords in which the number of neighbors ir.73,p < .05]. The effect of Dutch N was not
Dutch (Dutch N, large vs small) and Englishsignificant [bothFs < 1]. There was no inter-
(English N, large vs small) were treated asction between Dutch N and English N [both
within-participant factors, and the Languagéd-s < 1]. Again, monolingual participants were
Status of the participants (monolingual or bilinsignificantly faster than bilingual participants
gual) as a between-participant factor. [F1(1,39) = 8.03,p < .01; F,(1,72) = 170.33,
Reaction time datal'he analysis of the word p < .001]. The Language Status of the partici-
latencies showed again a facilitatory effect opant did not interact with Dutch NH;(1,39) =
English N which was significant in the par-2.06, p = .16; F,(1,72) = 1.23,p = .27],
ticipant analysis but not in the item analysi€nglish N [both Fs < 1], or Dutch N and
[F1(1,39) = 10.13,p < .01;F,(1,71)= 2.09, English N [bothFs < 1].
p = .15]. The interaction between Dutch N Error data. For English items, error scores
and English N was not significarE[(1,39)= showed no effect of Dutch N (1,39) = 13.45,
1.07,p = .31; F,(1,71) < 1]. Not surpris- p < .01;F,(1,71)= 2.60,p = .11], English N
ingly, monolingual English participants were[F;(1,39)= 4.44,p < .05;F,(1,71)=1.44,p =
significantly faster than Dutch/English bilin-.24], and no interaction between Dutch N and
gual participantsi,(1,39)= 14.15,p < .001; English N [F;(1,39) = 2.89,p = .10; F,(1,71)
F,(1,71)= 213.61,p < .001]. There was also < 1]. Bilinguals produced more errors than
a marginally significant inhibition effect of monolinguals F,(1,39) = 28.48,p < .001;
Dutch N [F,(1,39) = 9.41,p < .01; F,(1,71) F,(1,76)= 14.84,p < .001]. Language Status
= 3.00,p = .09]. showed a marginally significant interaction with
More importantly, the monolingual partici- Dutch N [F;(1,39)= 9.93,p < .01;F,(1,76)=
pants showed no effect of Dutch N while the2.77,p = .10], but not with English Nf,(1,39)
bilinguals did. This interaction between Lan-< 1; F,(1,76) < 1], and not with both English
guage Status of the participant (monolingualN and Dutch N F;(1,39) = 1.00,p = .32;
bilingual) and Dutch N was significanF{(1,39) F,(1,76)< .1].
= 4.70,p < .05; F5(1,71) = 4.10,p < .05]. The error scores for nonwords showed no
Language Status did not interact with English Nignificant main effect of Dutch NH;(1,39)
[F1(1,39)=5.02,p < .05;F,(1,71)=2.06,p= = 1.46,p = .24; F,(1,76) < 1]. In contrast
.16], and also showed no interaction with bothvith the error scores of the English words,
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those for nonwords were affected by English GENERAL DISCUSSION
N [F,(1,39) = 15.48,p < .001; F,(1,76) =
7.46, p < .01]. No interaction was found
between Dutch N and English NF[(1,39) =
3.43,p = .07; F,(1,76) = 1.14,p = .29].

In the experiments presented in this paper we
tested whether bilingual word recognition in-
volves language selective or non-selective lex-
. . . ical access and whether this access is to lan
Furthermore, monolinguals and bilinguals d'cbuage—dependent (separate) or integrated lexic:

not differ in their.error §cores [bqtﬁs <1], systems. It was argued that target word identi-
and this factor did not interact with Dutch Nicadion in bilingual participants will be influ-

[bothFs < 1], or English N F1(1,39)= 2.85, gnced by orthographic neighbors from the

p = .10;F5(1,76) = 2.75,p = .10], nor with - 4 target language only if bilingual word rec-
both English N and Dutch NFy(1,39) = ognition involves non-selective access to an in-
1.57,p = .22;F5(1,76) = 1.05,p = .31].  tegrated lexicon. In accordance with this hy-
) ) pothesis, both within- and between-language

Discussion manipulations of orthographic neighborhood

The results of Experiment 4 show that regj.e.nsityinﬂuenced performance in bilingual par.-
sponses of English monolingual participants t§CiPants on words and nonwords presented ir

English target words were not influenced by th&V0 experimental paradigms, progressive de:
number of Dutch word neighbors of these tarmasking and lexical decision. The between-lan-

gets. However, this factor did significantly in-guage effect (from Dutch neighbors on English

fluence the responses of the Dutch/English b}grget words) disappeared in an English mono.

linguals. This is particularly interesting becausfnguil glon;rol_r%roup dtetsted 'T]d Exlperlmggt 4
in this experiment (in contrast to the earlie see Table 7). These data provide clear evidenc

ones) the bilinguals were not using their Dutcitlhat stimulus items automatically activate ortho-

language at any time during the experimengraphlca”y similar words in both the target lan-

The observed pattern of results strongly su juage and the other language of the bilingua
o articipant. The effects of between-language
gests that it is knowledge of the non-targe

language (in this case the mother tongue) thnteighborhood were further obtained in condi-
guag 9 ns where stimuli were blocked by language

. |
produces the between-language nelghborho%$ presented in mixed language lists. Numeri-

effects in the blllmgual pgrtlmpants,. not Somecally larger effects appeared in the latter condi-
uncontrolled variable. As in the previous exper

iments, increasing the number of English neigh- T.he observed effects of number of neighbors

bors resulted in facilitation. _ from the non-target language stand in clear con

With respect to the nonwords, the monoliny,giction with the predictions of models assum-
gual and bilingual participant groups showeg,q selective access and/or independent lexica
the same type of effect, slower RTs when thg)nly models assuming non-selective access an
number of English neighbors of the nonwordntegrated lexica may provide a viable account
targets increased. It is interesting to note thag a|| results reported here. However, the effect
in the generalized lexical decision task opyf non-target language neighbors depended t
Experiment 3, the RT pattern for the nonspme extent on the experimental paradigm an
words was especially affected by the numbestimulus list context (cf. Table 7). For instance,
of Dutch neighbors. Apparently, the presenceffects were generally smaller in lexical deci-
in that experiment of target items from thesion than in progressive demasking. Further-
mother tongue of the bilingual participantsmore, in the blocked progressive demasking
had a pervasive effect on nonword responsetask of Experiment 1, response times of high
This pattern of neighborhood effects on reproficiency participants to Dutch items were
sponses to nonword stimuli will be discussedignificantly affected by English neighborhood
more fully below. density when the Dutch words were presentec



474 VAN HEUVEN, DIJKSTRA, AND GRAINGER

TABLE 7

Neighborhood Density Effects (in Milliseconds) of Number of English (English N) and Dutch Neighbors (English N) f
Experiments 1-4 (Effect Size is Calculated by Subtracting RTs in Conditions with a Large Number of Neighbors fi
Those in Conditions with a Small Number of Neighbors. A Minus Sign Indicates a Facilitatory, and a Plus Sign an Inhibi
Effect.)

Exp 1 Exp 2 Exp 3 Exp 4
Progressive Progressive Generalized English
demasking demasking lexical decision lexical decision
Blocked Mixed Monolinguals Bilinguals
English English N —34 —-32 —-25 —19 -3
Dutch N 57 70 27 2 22
Dutch English N 41 49 8
Dutch N 59 70 13
Nonwords English N 1 19 19
Dutch N 26 -5 6

before the English words. In order to accouniBlA] model) must be extended with a “meta-
for the pattern of data across experiments, acount” that specifies how a particular task is
language non-selective integrated-lexica modekerformed (Dijkstra et al., 1998).
is required which allows some control over the For instance, it could be assumed, following
relative activation of the two languages. BelowGrainger and Jacobs (1996), that identification
we will examine an implemented model of thidatencies in progressive demasking depend on
kind, the BIA model. However, we will first criterion set on the activation levels of individ-
discuss how the task-dependence of the olbral word representations, while participants in a
served cross-language interference effects mésxical decision task may apply several criteria
have come about. to generate their response. First, as in the pro
gressive demasking task, they may base thei
Task-Dependence of Cross-Language  positive responses on a criterion set on individ-
Interference Effects ual word activation. This type of criterion could
Examination of Table 7 suggests that therbe extended to the bilingual domain by applying
may be differences in cross-language neighbothe criterion to all words in an integrated lexi-
hood density effects depending on task requireon. A second criterion proposed by Grainger
ments. For instance, it may be observed thatnd Jacobs is one set on summed lexical activ
density effects are generally smaller in the lexity. Words with more orthographic neighbors
ical decision task than in the progressive degenerate higher levels of summed lexical activ-
masking task (especially for Dutch stimuli).ity, thus leading to faster positive lexical deci-
Such task dependence has been observed in gien responses. This type of criterion would not
monolingual domain by Carreiras, Perea, andpply to progressive demasking, in which par-
Grainger (1997), who found that the effect oticipants need to uniquely identify one lexical
neighborhood density changed from an inhibieandidate. For the bilingual variants of lexical
tory trend in progressive demasking to noneecision, it is highly relevant whether summed
significant facilitation in lexical decision andlexical activity is calculated across both lexica
significant facilitation in word naming. If the or across each lexicon separately, because tf
size and perhaps the direction of the bilingualesults would be very different for the two op-
neighborhood density effects also depend aions.
task demands, any bilingual processing model The third criterion proposed by Grainger and
(such as the Bilingual Interactive ActivationJacobs (1996) applies specifically to nonword
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performance. Following Coltheart et al. (1977),

they assumed that correct responses to nonword
stimuli are governed by a criterion set on time ews
from stimulus onset. The value of this criterion
also varies as a function of summed lexical
activity. The greater the summed activity, the
higher the criterion. Nonwords with many word
neighbors generate higher levels of summed
lexical activity and therefore a higher negative
response criterion and longer RTs (this effect of
neighborhood density on correct reject RTs to
nonword stimuli has been reported many times
in the literature, e.g., Coltheart et al., 1977). The
results of Experiments 3 and 4 suggest that
summed lexical activity in the most activated et
lexicon, rather than the sum of activity across
languages, is the critical factor determining RTs

to nonword stimuli. In generalized lexical deci-

sion (Experiment 3) only L1 (Dutch) neighbors
affected RTs to nonwords. In the English lexical
decision task of Experiment 4, on the other geature
hand, only L2 (English) word neighbors af-
fected RTs to nonword stimuli. Such an account

of the nonword data is not incompatible with the
integrated lexicon hypothesis, since we assume
that summed lexical activity can be calculated
language-specifically. This language-specific Visual Input

summation of lexical activity is carried out by FIG. 2. The Bilingual Interactive Activation (BIA)
the “language nodes” of the BIA model to bemodel. Arrowheads indicate excitatory connections; black
described below. filled circles indicate inhibitory connections. Though only

four positions for features and letters are represented, the
model is not limited to the recognition of four-letter words.

Word

The Bilingual Interactive Activation

(BIA) Model , '
results can be simulated by the model, we first

The BIA model (Dijkstra & Van Heuven, need to discuss the model in more detail.
1998; Grainger & Dijkstra, 1992) is an algorith-  The BIA model, illustrated in Figure 2, shares
mic model of bilingual word recognition thatthe basic architecture and parameter settings c
implements non-selective bottom-up processingie monolingual Interactive Activation model
(letters activate words from both languages igMcClelland & Rumelhart, 1981, 1988). It has
an integrated lexicon) and language-specifigsvo major extensions: (1) an integrated Dutch
top-down processing (language nodes seleand English lexicon, and (2) an extra represen:
tively inhibit activity in words of the other lan- tational layer containing two ‘language nodes'
guage). By using this language-specific topthat are connected to all the word nodes in bott
down control mechanism, the BIA model carlexica. A verbal (and slightly different) version
handle both selective and non-selective result§ this model has been described elsewhere
(similar mechanisms have been proposed f¢Grainger & Dijkstra, 1992; Grainger, 1993).
bilingual language production by Green, 1986, When a string of letters is presented to the
and Monsell, Matthews, & Miller, 1992). To BIA model, this visual input affects particular
examine to what extent the current pattern deatures at each letter position, which subse



476 VAN HEUVEN, DIJKSTRA, AND GRAINGER

guently excite letters that contain these featurdanguage neighborhood effects in both Dutch
and at the same time inhibit letters for which thdinhibition) and English (facilitation). How is
features are absent. The activated letters nekte model able to simulate these effects thal
excite words in both languages for which thaliffer in direction? The inhibitory effect of large
activated letter occurs at the position in quesdutch N on Dutch target words can be ac-
tion, while all other words are inhibited. At thecounted for by the presence of lateral inhibition
word level, all words inhibit each other, irre-between lexical candidates. The facilitation ef-
spective of the language to which they belondect of large English N on English target words
Activated word nodes send excitatory feedbackequires a more complex explanation.
to their constituent letters. Activated word In the BIA model, an English target word
nodes from the same language also send activalso activates Dutch neighbors. These Dutct
tion on to the corresponding language nodeleighbors activate the Dutch language node
while activated language nodes send inhibitorwhich in turn inhibits all English words. Also,
feedback to all word nodes in the other landue to the reduced English frequencies, Dutck
guage. The main function of the language nodegords will be activated earlier in the recognition
is to collect activation from words in the lan-process than English words. Thus, top-down
guage they represent and inhibit active words afhibition and reduced English frequencies lead
the other language. The activation of the lanto an extra inhibitory effect from the Dutch to
guage nodes reflects the amount of activity ithe English lexicon. This effect is stronger for
each lexicon. They also represent a simplEnglish words that have only a small English N
means of storing knowledge about the languagban for those with a large English N. Thus, a
to which a particular word form belongsrelative facilitation effect arises of large versus
(Grainger & Dijkstra, 1992). A more extensivesmall English N conditions. Simulation studies
description of the implemented model and o$how that the capability of the model to simu-
simulation work involving the language nodedate the facilitatory effect of English neighbor-
is given in Dijkstra and Van Heuven (1998). hood density on English target words depend:
Figure 3 presents the simulation results of then the setting of the top-down inhibition param-
BIA model with a reduced English frequencyeter. When this parameter is set to zero, the
range and limited asymmetric top-down inhibifacilitatory effect of English neighborhood den-
tion (from the Dutch language node on all Ensity disappears while the effect of Dutch neigh-
glish words only), along with the results ofborhood remains inhibitory (see Dijkstra, Van
Experiment 2. Since the patterns of results fadeuven, & Grainger, in press). In sum, simula-
Experiments 1 and 2 were similar, the moddions suggest that, at least for the progressive
captures the general pattern of results acrodemasking experiments with bilinguals, the fa-
both progressive demasking experimeéhtds cilitatory effect of English N can be explained
can be seen, the BIA model captures the withirby the relative activation of the two languages
dependent on word frequency in combination
“ The quantitative fit of the model to the empirical data cawith asymetric top-down inhibitioR.
be computed b}{ means of a chi-square proce_dure_(see Fo_otnotev\/ith respect to the monolingual participants
2 of Baayen, Dijkstra, & Schreuder, 1997). Since in the mlxe% Experiment 4, the facilitatory effect of large

stimulus presentation in Experiment 2 the overall activatiorE lish N ob din lexical decisi |
state of English and Dutch should be more comparable than m'9!1SN N 0bServed in [exical decision may also

the blocked Experiment 1, the BIA model was fitted to the data

of Experiment 2. After linearly transforming the cycle times ° The relevance of the top-down feedback parameter alsc
produced by the model into milliseconds, a chi-square test wagcomes clear when it is used to simulate the transition
performed on the eight pairs of empirical and predicted RTs @ffect of English neighbors on Dutch target words that was
Experiment 2. For six degrees of freedom (eight minus twobserved over the experimental parts for high-proficiency
free parameters, EFR and ATD), the resulting chi-square g@farticipants in Experiment 1. Manipulation of this parame-
12.15 was not significanp(> .05), indicating that the model ter alone results in a simulation pattern that correlates .9¢
data do not differ substantially from the empirical data in thisvith the eight empirical data means represented in Figure
experiment. 6.3 of Dijkstra and Van Heuven (1998).
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FIG. 3. Mean identification latencies of Experiment 2 (in milliseconds) and simulation results of the BIA
model (in cycles) for Dutch N and English N effects on Dutch and English items. In the simulation a reduced
upper limit was used for the resting-level activations of English itert380), and the standard |1A-model upper
limit was used for resting-level activations of Dutch items (0.00). The top-down inhibition parameter from the
Dutch language node to all English words was set to 0.03.

be simulated with the BIA model, but in aout criteria to account for monolingual lexical
different way. The BIA model with only one decision. They show that a model equipped with
lexicon (simulating monolingual word recogni-these criteria can in principle simulate monolin-
tion) is equivalent to the IA model. As de-gual facilitation effects of large versus small
scribed earlier, Grainger and Jacobs (199@nglish neighborhoods. The current BIA model
have extended the IA model with multiple readis not yet extended with similar read-out crite-
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ria, because it is not clear, for example, hovexplained by the rapid recovery of the target
summed lexical activity should be calculated ifanguage lexicon in such cases. According to
the bilingual case, across both lexica or for eadine BIA model, the relative nhumber of ortho-
lexicon separately. As a consequence, the modgiaphic neighbors in the target and non-targe
is not yet able to simulate the results of théanguage determines the speed with which ac
generalized lexical decision task in Experimentivation in the target language node will domi-
3, or the English lexical decision results of thenate non-target language node activation.
Dutch/English bilinguals in Experiment 4. Bijeljac-Babic et al. (1997) have recently
In the next two sections we will discuss theprovided further evidence for between-language
theoretical consequences of the between-lanfthographic inhibition in bilinguals. Using the
guage interference effects and possible interprerasked prime paradigm with very short prime
tations of the within-language facilitation ef-exposures, Bijeljac-Babic et al. compared per-
fects obtained with English stimuli in relation toformance to target words preceded by ortho-
the monolingual literature. graphically similar or dissimilar prime words
that were or were not from the same language a
Cross-Language Interference Effects ¢ target word. Longer RTs were observed in
in Bilingual Word Recogpnition the orthographically related prime condition,
The present experiments have demonstrat¢lous replicating the monolingual results of
that non-target language neighbors influencgegui and Grainger (1990). More interesting is
identification of target words. The simulationthat this orthographic inhibition effect was ob-
results from the BIA model presented in Figureserved both within and between languages. Thit
3 show that the model does indeed capture thepattern of results was correctly predicted by the
inhibitory effects of between-language neighBIA model. Presentation of the prime word
bors. The model also simulates our finding thatauses the corresponding word unit to rise in
between-language neighborhood effects wesetivation. When an orthographically related
always stronger in L2 target words (English irtarget word follows, the representation corre-
the present study) than L1 target words. In theponding to the prime word continues to receive
model this is a consequence of the lower avepartial bottom-up support from the stimulus in-
age resting level activations of L2 words comput (via shared letters). Thus, the prime word
pared to L1 words. The reduced resting level afepresentation remains strongly activated dur-
L2 word activation in the BIA model is de- ing the initial processing of the target word and
signed to reflect the reduced exposure of bilingenerates strong inhibition on the target word
gual readers to L2 words relative to L1 wordsrepresentation. That such inhibitory ortho-
Cross-language interference effects have prgraphic priming effects are observed across lan
viously been demonstrated in many differenjuages in bilingual participants is further evi-
situations, and it would appear that these earlielence in favor of the non-selective access
observations also find a natural explanatiomtegrated lexicon approach of the BIA model.
within the BIA model. For example, the nega- . . .
tive effects of changing languages on WordCross—Langugge Differences in Orthographic
recognition performance in bilinguals (e.g., Neighborhood Effects
Grainger & Beauvillain, 1987; Soares & Grosjean, We must now consider an unexpected aspec
1986) can be explained in terms of the relativef the present results, namely, the different pat-
inhibitory state of the target language lexicortern of within-language neighborhood effects
after processing a non-target language wordbserved for Dutch and English words. Estab-
The significant diminution of this languagelishing the presence of cross-language neigh
change effect observed by Grainger and Beaborhood effects was most relevant to the bilin-
villain when target words had very languagegual goals of the current paper, but the
specific spellings (and therefore had no neighdifferences found with respect to the direction
bors in the non-target language) can bef within-language neighborhood effects for
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English and Dutch may have consequences f@utch than in English (Martensen, Maris, &
models of monolingual word recognition. Dijkstra, in preparation). An analysis of all
In both the lexical decision and progressiv®utch and English words from the CELEX da-
demasking experiments, we systematically oliabase showed that on average English word
tained facilitatory effects of neighborhood denhave more rhyme neighbors (mean 12.3) thar
sity to English words. This confirms the alreadybutch words (mean 8.5), while the mean num-
well-established picture for the lexical decisiorber of orthographic neighbors of a word is about
task (Andrews, 1989; 1992; Forster & Shenthe same for the two languages (English, 5.2
1996; Sears et al.,, 1995) but runs counter tbutch, 5.5§. Analysis of our stimulus material
prior observations with the progressive demaslshowed a similar pattern. Further research is
ing paradigm and other perceptual identificationeeded to find out how differences in orthogra-
tasks that require unique word identificatiorphy and phonology across languages affect or
(Carreiras et al., 1997; Grainger & Jacobghographic neighborhood density effects in vi-
1996; Snodgrass & Mintzer, 1993; Ziegler esual word recognition.
al., in press). With Dutch (native language) Differences inthe properties of the Dutch and
stimuli, on the other hand, within-languageEnglish lexicons might also interact with char-
neighborhood effects were systematically inhibacteristics of the bilingual participants and the
itory in both the lexical decision and progresstimulus material used in the experiments. For
sive demasking tasks. instance, since our bilinguals were unbalanced
Explanations for this differential effect of the English and Dutch word stimuli could not be
English and Dutch neighborhood density can bmatched with respect to subjective frequency. If
sought in at least three possible directions: ithe direction of neighborhood density effects
terms of differences between languages, partidepends on target word frequency, an explana
ipants, and stimulus material (cf. Grosjeantion could be sought in this direction. However,
1997). As a first possibility, one might considethere is no conclusive evidence in the monolin-
that the opposing effects reflect differences iguistic literature that this is the case (Andrews,
the properties of languages. In her overview af997).
monolingual neighborhood size and frequency Furthermore, within-language facilitation ef-
studies, Andrews (1997) points out that a gredécts for English may have a different origin in
majority of the orthographic neighbors of En-monolinguals than in bilinguals. Grainger and
glish 4-letter words share all but the first lettedacobs (1996) propose that one of the criteri
with the target word. Since the final three lettermonolinguals use to make a lexical decision is a
of these words often form what is referred to asesponse criterion set on summed lexical activ-
the word body (the orthographic equivalent ofty. It is not clear how such summed lexical
the phonological rhyme), this implies that suclactivity is calculated by bilinguals. The non-
units may play a critical role in determining theword results of Experiments 3 and 4 suggest
size and direction of neighborhood density efthat the bilinguals used summed lexical activity
fects. Thus, according to Andrews (1997), on& the most activated lexicon rather than the sumnr
possible source of cross-language differences af activation across languages. Also, in Exper-
effects of neighborhood density is the relativément 1, bilinguals with a high L2 proficiency
importance of word bodies as functional units irseemed to be able to affect the influence of theil
the word recognition process. Variability acrossecond language during the experiment. Bott
languages in the statistical regularities of spellebservations can be taken as evidence that th
ing-to-sound mappings at different grain sizes is
hypothesized to be a determining factor. 8 Our analysis showed that removing words from the
Compared to English, spelling-to-sound corEnglish lexicon with more than one pronunciation did not
. . change the average number of rhymes in English much
reSpondences in Dutch are relatlvely reQUI_a(thme neighbors 12.3 vs 11.9; orthographic neighbors 5.4
(Van Heuven, 1980), and the role of the body iRs 5.2). The Dutch lexicon contained only words with one
word naming seems to be less important ipronunciation.



480 VAN HEUVEN, DIJKSTRA, AND GRAINGER

bilingual status of a participant plays a role in Future work on cross-language neighbor-
the different within-language neighborhoochood effects should provide further con-
density effects for English and Dutch. straints on our modeling efforts within the
One further possible explanation for the faarea of bilingual word recognition. For in-
cilitation effect in English relates to stimulusstance, the possible influence of activatec
characteristics. Our Dutch and English Stimu|bh0n0|ogica| representations on the presen
were matched with respect to the number dieighborhood density results must be exam:
neighbors they had in English and Dutch (seged. Given that the Dutch spelling system is
Table 1). However, it cannot be excluded thafore shallow than the English one, it cannot
the actual number of English neighbors knowpe excluded that our Dutch and English re-
by purbilingual participants was lower than that,|ts have been differently affected by the
estimated on the basis of the CELEX databagg,ientially relevant information sources of
corpus. Not all test conditions would be affectegl, o1 and sublexical phonology. Further-

equally by overestimating the number of neighfnore, simulation work on, for instance, bilin-
bors actually known. The effect would be stron-

) . - gual homograph recognition will clearly be
gest for English words having many Wlthln'Iefss than optimal until phonological codes

language ne|ghb9rs. However, the bresence glye been implemented in the BIA model.
fewer English neighbors would (in the curren o .
he activation of phonological representa-

view) imply less inhibition relative to the two tions mav be essential in allowing taraet lan
other conditions, rather than more facilitation. yd tivation to domi gt 9 th
Further empirical research is obviously necJtage node activation to dominate over the

essary to determine which (combination) ofton-target language n.ode in the case of cross
these sources (language, bilingual, stimulus mean9uage heterophonic homographs (such a
terial) affect(s) the direction of bilingual neigh-PUtch/English GLAD, which is pronounced

borhood density effects. As described abovdifferently in Dutch and English). On this

the BIA model takes a stand here because RoiNt, it will be critical to know whether only

suggests that, at least for our bilingual particitarget language phonology or both phonolog-
pants, the observed within-language facilitator{c@l codes are automatically generated on pre
effect of English N is due to the bilingual naturesentation of such cross-language homograph
of our participants, implying reduced Englishand whether these codes activate languag
frequencies (relative to Dutch) and asymmetrifodes as well. Work is currently in progress

top-down inhibition. on this particular question (Dijkstra, Grainger,
& Van Heuven, submitted).
Conclusions The evidence presented in this paper sug

Without doubt, there are alternative frameJ€StS that the right question to ask. may not
works for developing a model of bilingual even be whether we opt for a selective acces

word recognition that is sensitive to factor®! @ non-selective access model of bilingual
shown to be critical in the present experiWord recognition, but which mechanisms in
ments (cf. Grosjean, 1997). We invite refh® human processing system allow for just
searchers with different orientations to dethe right amount of interference or facilitation
Ve|0p more Comp|ex variants of Se|ectiveunder partiCUlar experimental situations. Al-
access or independent-lexica models that dgough it has been shown that the theoreti-
so. In the meantime, we have shown in th&ally motivated mechanisms currently incor-
present paper how the effects of non-targdorated in the BIA model have sufficient
language neighbors on target word recognflexibility to allow qualitatively correct sim-
tion in bilingual participants can be accom-ulation of some of the result patterns in this
modated by a mechanism of mutual inhibitiorstudy, precise quantitative fits await further
within an integrated orthographic lexicon. model development.
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APPENDIX jant, jero, jert, liry, lurd, lurp, lusp, naul, nirk,
nudo, orim, pani, prad, prog, puet, raut, reud,
rion, ruze, seto, snam, tirk, tran, vich, vorn
Large Dutch N, Large English N: bons, Small Dutch N, Small English N: aler, anas,
borg, bril, dolk, hiel, klam, knie, oord, plek, arns, aurd, baun, cafa, chof, deim, dilm, drio,
rund, sein, spar, takt, tolk, vork, wolk, worp,durs, enip, fenk, feup, frig, frus, giep, heif, hilp,
woud, wrak, zalfLarge Dutch N, Small En- jalp, jofe, kach, kiot, knaf, luet, maup, moug,
glish N: berg, beul, bouw, deun, dief, eternige, omil, paby, ridi, siom, taur, torp, tuni,
fuik, kelk, kies, knal, kous, rede, snik, teugtwol, unar, vota, zous, zuke
touw, twee, unie, vals, verf, vigdmall Dutch
N, Large English N: brug, bult, draf, drie,
fris, galg, hemd, heup, lach, meid, melk, Large Dutch N, Large English N: aunk,
munt, nota, pret, prik, smid, stug, vete, welpblag, boul, boup, bret, dris, duef, elap, fram,
wilg Small Dutch N, Small English N: akte, frip, furk, gonk, jeef, knat, knub, koup, loem,
ambt, blad, erwt, ezel, gesp, gids, gips, inktnots, rama, sluk.arge Dutch N, Small En-
joch, muts, ober, pech, pion, rots, snor, stralish N: bito, grul, jees, jeul, kalp, keun, morp,
toga, trui, veld mups, nazz, nont, noto, oune, pris, puif, reug,
reun, slen, viem, woup, zulSmall Dutch N,
English Words Used in Experiments 1-4 | arge English N: jant, lurp, lusp, naul, nirk,

Large Dutch N, Large English N: aunt, nudo, orim, pani, prad, prog, puet, raut, reud,
blue, farm, hawk, knit, left, loan, loud, maid,rion, seto, snam, tirk, tran, vich, vor8mall
monk, moon, path, quit, shoe, suit, tool, verbPutch N, Small English N: drio, frig, jofe,
weak, wrap, zerd.arge Dutch N, Small En- kach, kiot, knaf, luet, maup, moug, nige, omil,
glish N: army, atom, bias, bird, diet, edgepaby, ridi, siom, taur, torp, tuni, unar, zous,
germ, huge, butt, jerk, keen, knee, liar, lionzuke
myth, noon, nude, obey, poem, po&mall
Dutch N, Large English N: bath, bomb, busy, REFERENCES
clue, coin, desk, dial, dirt, dish, firm, grey, hurtajtenberg, E. P., & Cairns, H. S. (1983). The effects of
iron, joke, lamb, limb, loss, milk, prey, rude phonotactic constraints on lexical processing in bilin-
Small Dutch N, Small English N: deny, duty, gual and monolingual subjectslournal of Verbal

earl, envy, evil, folk, frog, guts, idol, kiss, okay, _Leaming and Verbal Behavio2, 174-188.
y 9.9 y Andrews, S. (1989). Frequency and neighborhood effects or

O.ral’ oval, soup, true, twin, uQIy’ used, vein, lexical access: Activation or searcB@urnal of Exper-
VIEW imental Psychology: Learning, Memory and Cogni-
. . tion, 15, 802—814.
Nonwords Used in Experiment 3 Andrews, S. (1992). Frequency and neighborhood effects or
Large Dutch N, Large English N: aril, lexical access: Lexical similarity or orthographic re-

. dundancy? Journal of Experimental Psychology:
aunk, blag’ boul, bOUp’ braf, bret, dris, duef, Learning, Memory and Cognitior,8, 234-254.

elap, fram, frip, furk, gonk, heud, jeef, knat,andrews, S. (1997). The role of orthographic similarity in
knub, koup, loem, meem, merd, mots, oram, lexical retrieval: resolving neighborhood conflicts.
peit, pern, piot, pral, pred, rama, sluf, sluk, snus, Psychonomic Bulletin and Revie, 439—-461.
sols, stui, tess, trum, tult, vene, zoﬂarge Baayen, H., Plepenbrock, R., & van Rijn, H._ (1993)1_e
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