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ABSTRACT
Despite the wide array of frameworks proposed for the for-
mal specification and analysis of privacy laws, there has been
comparatively little work on expressing large fragments of
actual privacy laws in these frameworks. We attempt to
bridge this gap by giving complete logical formalizations
of the transmission-related portions of the Health Insur-
ance Portability and Accountability Act (HIPAA) and the
Gramm-Leach-Bliley Act (GLBA). To this end, we develop
the PrivacyLFP logic, whose features include support for
disclosure purposes, real-time constructs, and self-reference
via fixed points. To illustrate these features and demon-
strate PrivacyLFP’s utility, we present formalizations of a
collection of clauses from these laws. Due to their size,
our full formalizations of HIPAA and GLBA appear in a
companion technical report. We discuss ambiguities in the
laws that our formalizations revealed and sketch preliminary
ideas for computer-assisted enforcement of such privacy poli-
cies.

Categories and Subject Descriptors
K.4.1 [Computers and Society]: Public Policy Issues—
Privacy ; F.4.1 [Mathematical Logic and Formal Lan-
guages]: Mathematical Logic

General Terms
Security, Legal Aspects

Keywords
Fixed point logic, privacy policy specification, HIPAA, GLBA

1. INTRODUCTION
Privacy is an important concern for organizations that col-

lect and use personal information, such as hospitals, banks,
customer support centers, and academic institutions. In
fact, designing organizational processes to manage personal
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data and ensure compliance with privacy regulations such
as the Health Insurance Portability and Accountability Act
(HIPAA) [24] and the Gramm-Leach-Bliley Act (GLBA) [23]
has become one of the greatest challenges facing organi-
zations today (see, for example, a recent survey from De-
loitte & Touche and the Ponemon Institute [10]).

Even after a cursory glance through these laws, it is appar-
ent that the legal language is much too dense and intricate
for the laws to serve as a day-to-day guide to managers of the
regulated organizations. Managers (and the general public)
are instead interested in answers to concrete, practical ques-
tions, such as “Is the organizational privacy policy of Hos-
pital X consistent with HIPAA?” and “Does GLBA permit
Bank Y to disclose Bob’s account information to Charlie?”

Recently, researchers have begun to attack the problem of
formally expressing privacy laws in various logics [3–5, 12,
14, 16] and languages [2, 9, 15, 17, 19, 21]. The hope is
that these logics and languages will permit the construction
of interactive tools that can directly answer the kinds of
questions that arise in day-to-day business operations.

Despite the wide array of privacy languages and logics,
to the best of our knowledge, there has been comparatively
little work on expressing large fragments of actual privacy
laws in these frameworks; instead, the encodings have been
limited to small proof-of-concept examples. But this is a
significant deficiency if the program of obtaining practical
benefits from formal specification of privacy laws is to suc-
ceed: we must be confident that the techniques invented for
the small examples scale to full privacy laws. The contribu-
tions of our work are intended to help bridge this gap.

First, we propose a richly expressive logic and signature
for the specification of privacy regulations, which we call
PrivacyLFP. A comprehensive examination of HIPAA and
GLBA guided the choice of PrivacyLFP’s features, including
support for self-reference, purposes of uses and disclosures,
and real-time provisions and obligations. In Section 2, we
motivate these choices using concrete example clauses from
the two laws.

From a technical standpoint, PrivacyLFP is least fixed
point logic (LFP) [7, 22] with a particular trace-based se-
mantic model, first-order signature, and syntactic sugar for
temporal modalities (see Section 3). In this way, we synthe-
size ideas from LFP and privacy logics, especially LPU [3, 4]
from which we inherit an emphasis on traces of actions, such
as sending a message, and most of our data model.

Second, we demonstrate the utility of PrivacyLFP by giv-
ing what we believe to be the first complete logical formal-
izations of the transmission-related portions of HIPAA and



GLBA. Specifically, we have encoded all requirements from
§§164.502, 164.506, 164.510, 164.512, 164.514, and 164.524
of HIPAA, and §§6802 and 6803 of GLBA relevant to the
transmission of information. We do not formalize the re-
maining sections because they impose abstract, non-opera-
tional demands, such as requiring organizations to develop
standards “to ensure the security and confidentiality of cus-
tomer records” (GLBA §6801).

Unfortunately, we cannot provide our full formalizations
in this paper due to their length (about 120 pages when the
legal text and explanations are included). Instead, in Sec-
tion 4, we present encodings of the clauses used to motivate
PrivacyLFP’s features. We refer the interested reader to the
companion technical report [11] for the full formalizations.

Third, we discuss ambiguities in and interesting observa-
tions about HIPAA and GLBA that our formalization e�orts
revealed (see Section 5). These include the range of limits on
redisclosures, robustness of purposes, and balancing privacy
and utility.

Finally, since our ultimate goal is to enforce privacy reg-
ulations using the PrivacyLFP logic directly, we draw on
our formalizations of HIPAA and GLBA to sketch ideas for
their enforcement using a combination of access control tech-
niques, design-time analysis of organizational processes, and
post-hoc audit with human support (see Section 6). Our
preliminary results indicate that a majority of the clauses
in these laws (12 of 15 GLBA clauses and 47 of 84 HIPAA
clauses) can be enforced with little or no audit e�ort per
transmission.

We discuss related work and directions for future work in
Sections 7 and 8, respectively.

2. KEY CONCEPTS
Before discussing the formal details of our logical specifi-

cation of the HIPAA and GLBA privacy laws, it is worth-
while to discuss the key concepts in an informal setting.
These concepts are the structure of the privacy laws, in-
cluding self-referential clauses; abstract data attributes of
a transmission; the ability of agents, which we call princi-
pals, to dynamically alter the role in which they are active
and roles to which they belong; the purpose of a transmis-
sion; agents’ beliefs about their environment; and temporal
conditions for both past provisions and future obligations.
This overview simultaneously serves to justify the features
of PrivacyLFP, which will be formalized in Section 3.

2.1 Structure of Privacy Laws

2.1.1 Positive and Negative Norms of Transmission
Being based on the philosophical framework of contextual

integrity [20] which emphasizes norms of transmission, the
fundamental concept of PrivacyLFP, like that of its cousin,
LPU [3, 4], is a privacy law’s positive and negative norms1.

Positive norms are clauses which state that a transmis-
sion may occur if a condition is satisfied. For example,
§164.506(c)(2) of HIPAA is a positive norm since it allows
protected health information to be disclosed if the disclo-
sure’s purpose is treatment:

1For consistency with LPU’s terminology, we use clause to
refer to a unit of legal text, and use norm to refer to a
clause’s rendering as a logical formula. Note that, in this
usage, norm does not imply that the clause correctly cap-
tures an appropriate social norm.

“A covered entity may disclose protected health
information for treatment activities of a health
care provider.”

In this way, positive norms capture the permitting clauses
of a regulation.

On the other hand, negative norms are clauses which state
that a transmission may occur only if a condition is satisfied.
For example, the core of HIPAA §164.508(a)(2) is a negative
norm since it allows disclosure of psychotherapy notes only
if it is authorized by the patient (modulo a few exceptions):

“A covered entity must obtain an authorization
for any use or disclosure of psychotherapy notes,
except [. . . ].”

Negative norms capture the denying clauses of a regula-
tion because transmissions that do not satisfy the negative
norms’ conditions are disallowed.

2.1.2 Combining Norms of Transmission
Any privacy law is likely to have more than one norm of

transmission, which raises the question of how norms should
be combined.

To respect the intuition of positive norms as “ifs,” a trans-
mission should be allowed to occur only if it satisfies (at
least) one of the law’s positive norms. Dually, to correctly
treat negative norms as “only ifs,” a transmission should be
allowed to occur only if it also satisfies all of the law’s neg-
ative norms. Stated di�erently, a transmission should be
lawful if and only if it is permitted by at least one of the
law’s clauses and not denied by any of the law’s clauses.

Note that negative norms take precedence over positive
norms because of the one-and-all structure. If one of the neg-
ative norms is unsatisfied, i.e., some clause denies the trans-
mission, then the transmission is not lawful, even if some
clause gives permission. In our formalizations of HIPAA and
GLBA, we found that this precedence accurately reflects the
laws’ intent, as conjectured by Barth et al. [3].

2.1.3 Exceptions to Norms of Transmission
In discussing HIPAA §164.508(a)(2) as an example of a

negative norm, we conveniently elided the several exceptions
to that clause. These include “use [of the notes] by the
originator of the psychotherapy notes for treatment.” Taking
this clause as a canonical example of a negative norm with
an exception, we see that exceptions provide a choice: one
can either provide evidence of the patient’s authorization
(thereby satisfying the clause’s core), or one can provide
evidence that the action is a use by the notes’ originator for
treatment (thereby satisfying the clause’s exception).

Positive norms can also have exceptions, though they have
a di�erent flavor. For example, §164.512(c)(1) of HIPAA
allows a covered entity to disclose protected health infor-
mation in reporting cases of abuse or domestic violence, but
§164.512(c)(2) makes the exception that such disclosures are
allowed only if the covered entity informs the victim of the
report. These kind of exceptions simply refine the positive
norm to a more specific set of conditions.

2.1.4 Self-Reference
Privacy laws also occasionally reflect on their own defi-

nition of lawful transmissions. Specifically, this reflection
occurs in §6802(c) of GLBA:



“Except as otherwise provided in this subchap-
ter, a nona⌅liated third party that receives from
a financial institution nonpublic personal infor-
mation under this section shall not [. . . ] disclose
such information to any other person that is a
nona⌅liated third party of both the financial in-
stitution and such receiving third party, unless
such disclosure would be lawful if made directly
to such other person by the financial institution.”

In e�ect, this constitutes a kind of recursive self-reference
within a negative norm: GLBA allows a disclosure by a
nona⌅liated third party to another third party only if GLBA
would allow a direct disclosure from the financial institution
to that other third party.

2.2 Common Concepts in Privacy Laws

2.2.1 Data Attributes
In a physical system, information would be stored as a col-

lection of bytes or strings. But privacy laws do not decide the
lawfulness of transmissions at the level of this raw data. In-
stead, they assume more abstract, structured classes of data,
such as “protected health information” and “psychotherapy
notes,” and regulate according to this classification.

These abstract classes of data also possess a hierarchical
structure which the norms of transmission must respect. For
example, psychotherapy notes are a particular type of pro-
tected health information; a clause that denies certain flows
of protected health information should also deny the same
flows of psychotherapy notes (unless stated otherwise).

2.2.2 Dynamic Roles
It is impossible for a legal document to give distinct con-

sideration to all possible agents, or principals, by name.
Thus, the lawfulness of a transmission is not based on prin-
cipals’ identities, but instead on their roles (e.g., psychiatrist
or law enforcement o⌅cial).

But the roles held by a principal are not static; instead,
they evolve over time. For example, §6803(a) of GLBA sug-
gests that principals may become and cease to be customers
of a financial institution, i.e., roles are dynamic:

“At the time of establishing a customer relation-
ship with a consumer and not less than annu-
ally during the continuation of such relationship,
a financial institution shall provide a clear and
conspicuous disclosure to such consumer [. . . ], of
such financial institution’s policies and practices
with respect to [disclosing nonpublic personal in-
formation].”

Moreover, this clause suggests that roles can be long-
standing. The customer relationship is one such typically
long-standing role since provisions for annual notices are re-
quired. But a principal is not active in the customer role
at each moment of the several years during which he is in
a customer relationship. Instead, he is variously active in
the roles of parent, professor, patient, and, yes, occasionally
customer during those years.

2.2.3 Purposes of Uses and Disclosures
In addition to using the transmission’s contents, its pur-

pose is often considered when determining the transmission’s
lawfulness, as in §164.506(c)(2) of HIPAA:

“A covered entity may disclose protected health
information for treatment activities of a health
care provider.”

Any accurate formalization of this clause must somehow in-
corporate a transmission’s purpose so that it can be checked
to match treatment by a provider.

Purposes also obey a hierarchical structure, which must be
reflected in PrivacyLFP. For example, the purpose of admin-
istering a blood test should be a refinement, or subpurpose,
of the treatment purpose.

2.2.4 Principals’ Beliefs
Just as a transmission’s intended purpose introduces an

element of subjectivity, so do principals’ beliefs and profes-
sional judgment. For example, HIPAA §164.512(f)(4) states:

“A covered entity may disclose protected health
information about an individual who has died to
a law enforcement o⌅cial for the purpose of alert-
ing law enforcement of the death of the individ-
ual if the covered entity has a suspicion that such
death may have resulted from criminal conduct.”

The covered entity’s belief that the death may have resulted
from criminal conduct is absolutely crucial to the clause’s
meaning. Without this constraint, §164.512(f)(4) would per-
mit a covered entity to disclose the protected health infor-
mation of any deceased person to law enforcement o⌅cials.

2.2.5 Past Provisions and Future Obligations
Allowing a principal to opt-in or opt-out of disclosures are

common idioms in privacy regulations. For example, GLBA
§6802(b)(1) requires a financial institution to allow opt-out:

“A financial institution may not disclose nonpub-
lic personal information to a nona⌅liated third
party unless— [. . . ] the consumer is given the op-
portunity, before the time that such information
is initially disclosed, to direct that such informa-
tion not be disclosed to such third party.”

In other words, this clause makes the temporal requirement
that, at some past time, the consumer was given the oppor-
tunity to opt-out of the disclosure and has not since exer-
cised that opportunity. We use the term provision to refer
to such requirements about past events. Note that this pro-
vision implicitly places a bound on the time at which the
opportunity was given: it cannot be in the immediate past,
for the consumer would not have time to respond. Instead,
it must be in the reasonably distant past.

But the temporal conditions present in privacy regulations
are not limited to provisions about the past. For example,
HIPAA §164.510(a)(2) requires that covered entities provide
an opportunity to opt-out of disclosures of directory infor-
mation, with an exception for cases in which it is not practi-
cable to provide that opportunity (e.g., coma). However, if
this exception is used, then §164.510(a)(3)(ii) demands that:

“The covered health care provider must inform
the individual and provide an opportunity to [opt-
out of] uses or disclosures for directory purposes
as required by paragraph (a)(2) of this section
when it becomes practicable to do so.”

This imposes a requirement for an event to occur in the fu-
ture, though there is no concrete time limit since one cannot



predict the time at which it will become practicable to pro-
vide an opportunity to opt-out. We use the term obligation
to refer to such requirements for future events.

In contrast, recall from Section 2.2.2 that §6803(a) of
GLBA requires a financial institution to provide a privacy
notice to each customer annually throughout the duration
of the customer relationship. Although this obligation is un-
bounded in the sense that there is no concrete limit on the
length of the customer relationship, it recurs with a fixed
365-day period, which should make it easier to enforce.

3. THE LOGIC PRIVACYLFP
PrivacyLFP, the logic which we propose for specifying pri-

vacy regulations, assigns a particular semantic model and
signature to least fixed point logic (LFP) [7, 22].

3.1 A Brief Review of LFP
Assuming a collection of sorts s, first-order terms t, and

predicates p, the syntax of LFP formulas is

⇤, ⌅ ::= p(⇠t) | ⇤ ✏ ⌅ | ↵ | ¬⇤ | ⇤ ⇣ ⌅ | �| ⇤ ⇧ ⌅
| �x:s. ⇤ |  x:s. ⇤
| (µX(⇠x). ⇤)(⇠t) | (⇥X(⇠x). ⇤)(⇠t) | X(⇠t)

First-order LFP contains all of the usual connectives from
first-order logic: conjunction (⇤ ✏ ⌅), truth (↵), negation
(¬⇤), disjunction (⇤ ⇣ ⌅), falsehood (�), implication (⇤ ⇧
⌅), and universal and existential quantification over first-
order terms of sort s (�x:s. ⇤ and  x:s. ⇤). Atomic formulas
(p(⇠t)) are built from predicates applied to lists of terms.

The unique feature of LFP is its least and greatest fixed
point operators, (µX(⇠x). ⇤)(⇠t) and (⇥X(⇠x). ⇤)(⇠t), respectively.
These define an implicit predicate X as the least and great-
est solutions, respectively, of the equation X(⇠x) � ⇤, and
check that the list of terms ⇠t is in the solution. The predi-
cate variable X and first-order term variables ⇠x are in scope
within ⇤ and may be freely renamed. (Since X may ap-
pear in ⇤, the atomic formula X(⇠t) is also included in LFP’s
syntax.)

For example, we can define a predicate nat(n), stating
that n is a natural number, as the least fixed point of the
equation

X(x) � (x = 0) ⇣
�
 y. (x = y + 1) ✏ X(y)

⇥
.

So, nat(n) �
�
µX(x). (x = 0)⇣

�
 y. (x = y+1)✏X(y)

⇥⇥
(n).

Being recursive, this definition of nat(n) is similar in flavor
to the self-referential clauses described in Section 2.1.4; in
Section 4.1.2, we will show how to express self-referential
clauses of privacy laws using the fixed point operators.

3.2 Signature and Semantic Model
To express the kind of past provisions and future obliga-

tions described in Section 2.2.5, PrivacyLFP encodes stan-
dard connectives from linear temporal logic (LTL) [18] as
syntactic sugar in LFP: ⇤ and ⇤ (“At some time2 in
the past (resp. future), ⇤ is true.”), ⇤ and ⇤ (“At every
time in the past (resp. future), ⇤ is true.”), G ⇤ (“At ev-
ery time (past or future), ⇤ is true.”), ⇤ S ⌅ (“⌅ is true at
some past time and ⇤ is true from then to now, i.e., ‘since

2Readers familiar with LTL will note that we abuse ter-
minology slightly, often using ‘time’ where ‘state’ would be
more correct. This is done to aid the intuition of readers
not familiar with LTL.

then’.”), and ⇤ W ⌅ (“Either ⇤ is true at all future times
or ⇤ is true from now until ⌅ is true.”). PrivacyLFP also
includes as syntactic sugar the “freeze” quantifier ⌃x. ⇤ from
timed propositional temporal logic (TPTL) [1] which binds
x in ⇤ to the “current” time of the local context. For exam-
ple, ⌃x. (⌃y. (y > x � 10) ✏ ⇤) means that ⇤ was true at
some time in the past less than ten units ago.

PrivacyLFP assigns a trace-based semantic model to LFP.
Traces are sequences of states in which principals concur-
rently perform actions, such as sending a message or begin-
ning a new role. As such, traces capture the evolution of the
system and its environment.

PrivacyLFP also consists of a first-order signature of sorts,
terms, and predicates to express the various concepts that
we motivated in Section 2.2. Data attributes and purposes
are reflected as term constants of dedicated sorts whereas
the attribute hierarchy, structure of purposes, roles, trace
actions, and principals’ beliefs are accounted for by predi-
cates. Further discussion of these sorts, term constants, and
predicates is postponed to the following section, where we
give formalizations of the clauses that motivated them.

(For full details of both the encoding of temporal opera-
tors in LFP and the semantic model, we refer the interested
reader to the companion technical report [11].)

4. FORMALIZING HIPAA AND GLBA
With a brief overview of PrivacyLFP and intuition for its

semantics in hand, we now turn to formalizing HIPAA and
GLBA in the logic. We return to the structure and common
concepts presented in Section 2. This time, we put them on
a formal footing by demonstrating their appearance in the
logical formalizations.

4.1 Structure
As an overall goal, we would like to have a means, via log-

ical specification, of verifying that only lawful transmissions
occur.

In PrivacyLFP, occurrences of transmissions are charac-
terized by the predicate send(p1, p2, m), meaning that prin-
cipal p1 is currently sending message m to principal p2. In
practice, we expect the system to set send(p1, p2, m) to true
when p1 sends m to p2, thereby providing a practical trace-
based semantics to the send predicate.

When formalizing a particular law, we will define a predi-
cate maysend that characterizes the lawful transmissions un-
der that regulation. Specifically, maysend(p1, p2, m) means
that the transmission of message m from p1 to p2 is lawful.
Then, our overall goal is specified by the top-level formula

G
�
�p1, p2, m.

�
send(p1, p2, m) ⇧ maysend(p1, p2, m)

⇥⇥
.

That is, at every possible time, we require that if a trans-
mission occurs, it is lawful. Now we must define maysend.

4.1.1 Combining Norms of Transmission
To give a definition of maysend(p1, p2, m), we recall the

principles for combining norms of transmission discussed in
Section 2.1.1. In summary, these principles define a trans-
mission to be lawful if and only if it satisfies (at least) one of
the law’s positive norms and all of the law’s negative norms.
Thus, we arrive at the defining equation

maysend(p1, p2, m) �
⇧�

i

⇧+
i

⌃
✏
⇧↵

j

⇧�
j

⌃
,



where the ⇧+
i s and ⇧�

j s are the law’s positive and negative
norms, respectively. This definition faithfully captures the
one-all duality between positive and negative norms: the
disjunction

⌦
i ⇧+

i is satisfied if and only if (at least) one of
the ⇧+

i s is satisfied, and the conjunction
 

j ⇧�
j is satisfied

if and only if all of the ⇧�
j s are satisfied.

4.1.2 Self-Reference via Fixed Points
When the privacy regulation under consideration does not

make any self-references, the maysend predicate will not ap-
pear in the formalization of the law’s norms. In this case, the
defining equation for maysend(p1, p2, m) from Section 4.1.1
has a unique solution, and we may simply treat it as speci-
fying a macro. (This is the case for HIPAA, as we will see
in Section 4.2.1.)

However, as discussed in Section 2.1.4, privacy regula-
tions do occasionally make self-references, as exemplified by
§6802(c) of GLBA. In such cases, the self-references trans-
late to recursive calls to the maysend predicate. For exam-
ple, a natural formalization of GLBA §6802(c) would be the
following negative norm.

⇧�
6802c � �p⇥.

⇤
¬activerole(p1, a⇥liate(p⇥)) ✏
¬activerole(p2, a⇥liate(p⇥)) ✏
¬activerole(p2, a⇥liate(p1)) ✏
(t ⌥T npi) ✏�

 m⇥. hlsend(p⇥, p1, m
⇥) ✏

contains(m⇥, q, t) ✏
activerole(p⇥, institution) ✏
¬activerole(p1, a⇥liate(p⇥)) ✏
belongstorole(q, consumer(p⇥))

⇥⌅

⇧
maysend(p⇥, p2, {(q, t)})

(The free variables t and q represent the data being dis-
closed, and its subject, respectively. The atomic formulas
activerole(p, r) and belongstorole(p, r) mean that p is active
in role r and holds role r, respectively; (t ⌥T npi) means that
attribute t is nonpublic personal information; and {(q, t)} is
the message composed of the single attribute t for subject q.
See the subsequent sections for details of these predicates.)

Once maysend appears in the norms, its defining equation
no longer has a unique solution in general. The question,
then, is which solution is semantically correct: the least so-
lution, the greatest solution, or something else altogether?
We claim that the greatest solution is intuitively the correct
interpretation because the formalization should not impose
any constraints beyond those required by the law. Stated
di�erently, the formalization should deem lawful all trans-
missions that are not explicitly ruled out by the law.

Thus, in general, we arrive at a greatest fixed point defi-
nition for maysend(p1, p2, m):
⌥

⇥ maysend(p1, p2, m).

⇧�

i

⇧+
i

⌃
✏
⇧↵

j

⇧�
j

⌃�
(p1, p2, m).

The right hand side of the defining equation of Section 4.1.1
is present in LPU [3], but our factoring into a defining equa-
tion and subsequent fixed point definition is new to Priva-
cyLFP.

4.1.3 Logical Structure of Norms of Transmission
In the privacy regulations that we have examined, pos-

itive and negative norms have characteristic logical struc-

tures. Because the positive norms specify a list of conditions
under which a transmission is allowed, the ⇧+

i syntactic cat-
egory consists of a conjunction of predicates about the var-
ious principals involved. Some of these predicates may be
negated or prefixed with temporal operators.

On the other hand, because negative norms specify de-
nials, the ⇧�

j syntactic category essentially consists of the
form ⇤ ⇧ ⌅, where ⌅ specifies the only if conditions for al-
lowed transmissions satisfying ⇤. A transmission satisfying
⇤ but not ⌅ is denied.

These general logical structures of positive and negative
norms are also present in LPU [3].

4.1.4 Exceptions
In Section 2.1.3, we argued that negative norms with ex-

ceptions provide a choice between satisfying the core nega-
tive norm or one of its exceptions. In the logic, this choice
naturally corresponds to a disjunction. For example, if the
core of HIPAA §164.508(a)(2) is formalized as the nega-
tive norm ⇧�

164.508a2 and its exceptions are formalized as
⇧e
164.508a2iA, ⇧e

164.508a2iB, ⇧e
164.508a2iC, and ⇧e

164.508a2ii, then, as
a whole, the clause can be formalized as

⇧�
164.508a2� � ⇧�

164.508a2 ⇣
((⇧e

164.508a2iA ⇣ ⇧e
164.508a2iB ⇣ ⇧e

164.508a2iC) ⇣
⇧e
164.508a2ii)

The formula ⇧�
164.508a2� is treated as a negative norm since

the core is a negative norm and the exceptions apply only
locally to it. In other words, exceptions do not destroy the
structure of privacy laws laid out in the definition of the
maysend predicate — we simply relax the syntactic category
⇧�

j , allowing it to include negative norms that are qualified
with exceptions.

As discussed in Section 2.1.3, exceptions to positive norms
act as refinements. Logically, refinement is captured by con-
junction. For example, if §§164.512(c)(1) and (2) are formal-
ized as the positive norm ⇧+

164.512c1 and exception ⇧e
164.512c2,

then, as a whole, those clauses can be formalized as

⇧+
164.512c1� � ⇧+

164.512c1 ✏ ⇧e
164.512c2,

with the formula ⇧+
164.512c1� treated as a positive norm.

4.2 Specific Structure of HIPAA and GLBA
Before delving into the expression of common features of

privacy laws in PrivacyLFP, it is useful to describe the spe-
cific structure of our HIPAA and GLBA formalizations.

4.2.1 HIPAA
To demonstrate PrivacyLFP’s utility, we formalized all

transmission-related requirements in HIPAA relevant to the
disclosure of information. Specifically, we encoded §§164.502,
164.506, 164.510, 164.512, 164.514, and 164.524. HIPAA is
primarily composed of positive norms (58), with relatively
fewer negative norms (7) and exceptions (19). This reflects
HIPAA’s general strategy to implicitly forbid all transmis-
sions not explicitly listed as permitted by positive norms.

Most of HIPAA’s negative norms are found in §§164.508,
164.510, and 164.524. Since §§164.508 and 164.510 deal with
disclosures for which the patient must consent or be pro-
vided with an opportunity to opt-out, respectively, this is
unsurprising: the disclosure is not denied only if the rele-
vant consent or opt-out opportunity is given. Similarly, the



norms of §164.524 are negative because they obligate a cov-
ered entity to respond, within a fixed time limit (typically
30 days), to a patient’s requests for access to his medical
records.

On the other hand, §§164.506, 164.512, and 164.514 list
purposes for which transmissions are permitted, including
treatment, public health, law enforcement, and responding
to court orders. Because any one of these purposes su⌅ces
as permission, the norms from these sections are positive.

Adhering to the above discussion of general structure of
privacy laws, we arrive at the following top-level formula for
HIPAA. (As we will discuss in Section 4.3.1, contains(m, q, t)
means that message m contains the value of attribute t for
subject q.)

G
⇤
�p1, p2, m. send(p1, p2, m) ⇧
�
�d, u, q, t.

(m = info(d, u)) ✏ contains(m, q, t) ⇧
(
⌦

i ⇧+
i ) ✏ (

 
j ⇧�

j )
⇥
✏

�
�t. (m = req for access(p1, t)) ⇧

⇧�
164.524b2i� ✏ ⇧�

164.524b2ii�
⇥⌅

Because HIPAA contains no self-references, there is a unique
solution to the equation defining maysend(p1, p2, m), and so
we implicitly expand the definition. Since §164.524 handles
access requests, rather than transmissions of information, we
also distinguish cases on the shape of message m: it carries
either information (m = info(d, u)) or a request for access
(m = req for access(p1, t)). Consequently, the ⇧+

i s and ⇧�
j s

stand for all HIPAA norms except those from §164.524.

4.2.2 GLBA
The clauses in GLBA relevant to transmissions are found

in §6802, which lists requirements with respect to disclo-
sures, and §6803, which relates to annual privacy notices.
Because both sections impose demands upon financial in-
stitutions, GLBA contains only negative norms (5) and ex-
ceptions (10). Although the law lists no positive norms ex-
plicitly, it can be seen to have an implicit positive norm, ↵,
which permits all transmissions since they trivially satisfy
↵. This fits with GLBA’s general tactic of deeming lawful
all transmissions that are not explicitly denied.

Again, adhering to the principles for general structure of
privacy regulations in PrivacyLFP, we arrive at the following
top-level formula for GLBA:

G
⇤�
�p1, p2, m. hlsend(p1, p2, m) ⇧
�
⇥ maysend(p1, p2, m).

�d, u, q, t. (m = info(d, u)) ✏ contains(m, q, t) ⇧
↵ ✏ (⇧�

6802ae ✏ ⇧�
6802be ✏ ⇧�

6802c ✏ ⇧�
6802d)⇥

(p1, p2, m)
⇥
✏

�
�q, r, p. beginrole(q, r) ✏ (r = customer(p)) ⇧

⇧�
6803a ⇣ ⇧e

6803d1

⇥⌅

As previously discussed, because GLBA §6802(c) contains a
self-reference, the equation defining maysend(p1, p2, m) does
not have a unique solution. In keeping with the previous
discussion, we therefore use a greatest fixed point operator.

GLBA §6803 handles annual privacy notices, rather than
requirements on disclosure of nonpublic personal informa-
tion. Thus, similarly to HIPAA’s top-level formula, GLBA’s

top-level formula separates out §6803’s negative norm and
exception from the rest of the norms. Note that these are
triggered by a principal q beginning in the role of customer,
explaining the presence of beginrole(q, r).

Finally, note that hlsend(p1, p2, m), which stands for“high-
level send,” replaces the send predicate in GLBA. This is be-
cause §6809(9) defines a consumer to be either the individ-
ual or his legal representative. The hlsend macro is therefore
used to allow the legal representative to act as a suitable sub-
stitute for the sender or recipient by abstracting away from
which principal physically sent or received the message m.
Although all other clauses in GLBA could be formalized in
a way that maintains a direct correspondence between the
legal text and logical formulas, this is an example where a
clause nonlocally a�ects the rest of the formalization.

4.3 Common Concepts of Privacy Laws
We now discuss how PrivacyLFP formally expresses the

common concepts of privacy laws described in Section 2.2.

4.3.1 Data Attributes
To formally model data attributes, PrivacyLFP follows

LPU’s [3, 4] lead and introduces a sort attr for attributes. As
in LPU, attribute structure is characterized by a set of spe-
cialization rules which dictate when the value of a principal’s
attribute can be inferred from other information, similarly to
a subtyping relation. These rules are internalized by the ⌥T
predicate so that (t1 ⌥T t2) means that t1 is a subattribute
of attribute t2. For example, (psychotherapy-notes ⌥T phi)
is true since psychotherapy notes are a particular type of
protected health information.

To connect these attributes to the underlying raw mes-
sages, PrivacyLFP uses a contains predicate, again borrowed
from LPU, where contains(m, q, t) means that message m
contains the value of subject q’s attribute t. Due to the vast
complexity of extracting classifications from raw messages,
we cannot give an explicit definition for this predicate, and
instead rely on human intervention for its semantics.

4.3.2 Dynamic Roles
To formally support a notion of role, PrivacyLFP follows

LPU [3, 4] and contains a sort role of roles equipped with a
partial order ⌅R that expresses role specialization. For ex-
ample, we have psychiatrist ⌅R provider since a psychiatrist
is a particular type of health care provider.

To support dynamic roles (not found in LPU), Priva-
cyLFP distinguishes the roles that a principal holds from the
role in which he is currently active via the belongstorole and
activerole predicates. The formula belongstorole(p, r) means
that principal p currently holds (but is not necessarily active
in) role r, whereas activerole(p, r) means that p is currently
active in role r. To start or finish belonging to a role, the
principal must initiate special actions, which are character-
ized by the predicates beginrole(p, r) and endrole(p, r). On
the other hand, a principal’s active role may freely change
over time without constraint.

4.3.3 Purposes of Uses and Disclosures
To formally account for purposes of transmissions, Pri-

vacyLFP includes a sort purp of purposes, equipped with
a partial order that models the underlying hierarchy. The
predicate ⌥U internalizes this hierarchy, so that (u1 ⌥U u2)
is true whenever u1 is a subpurpose of purpose u2. For in-



stance, (administer-blood-test ⌥U treatment) is true because
administering a blood test is a type of treatment purpose.

With purposes and roles, we can now specify §164.506(c)(2)
of HIPAA (see Section 2.2.3) as the positive norm

⇧+
164.506c2 � activerole(p1, covered-entity) ✏

activerole(p2, provider(q)) ✏
(t ⌥T phi) ✏
(u ⌥U treatment(p2)).

This formula is satisfied if 1) the sender p1 is currently acting
as a covered entity; 2) the recipient p2 is currently acting as
a health care provider for q, the subject of attribute t; 3) the
attribute t is (a subattribute of) protected health informa-
tion; and 4) the message’s purpose, u, is (a subpurpose of)
treatment by provider p2.

4.3.4 Principals’ Beliefs
It is extremely di⌅cult, if not impossible, to give a se-

mantics for professional judgment and beliefs due to their
inherent subjectivity. Therefore, PrivacyLFP relegates these
concepts to uninterpreted predicates of the form believes-. . . ,
which rely on human intervention for their semantics.

For example, we formalize §164.512(f)(4) of HIPAA (see
Section 2.2.4) as the positive norm

⇧+
164.512f4 � activerole(p1, covered-entity) ✏

activerole(p2, law-enforcement-o⇥cial) ✏
belongstorole(q, deceased) ✏
(t ⌥T phi) ✏
(u ⌥U death-notification(q)) ✏
believes-death-may-be-result-of-crime(p1, q).

This formula is satisfied if 1) the sender p1 is currently act-
ing as a covered entity; 2) the recipient p2 is currently acting
as a law enforcement o⌅cial; 3) the subject, q, of the disclo-
sure currently belongs to the (long-term) role of a deceased;
4) the attribute t is (a subattribute of) protected health in-
formation; 5) the message’s purpose is to report a death; and
6) p1 believes that q’s death may be the result of a crime.

4.3.5 Past Provisions and Future Obligations
Support for provisions and obligations is achieved using

the set of temporal modalities adapted from LTL [18] and
TPTL [1]. Using the freeze quantifier, ⌃x. ⇤, in combination
with the , , or S modalities, we can express clauses
containing provisions about events in the bounded past. We
previously cited GLBA §6802(b)(1) as such a clause, which
is formalized as a negative norm:

⇧�
6802b1 � ⌃x. activerole(p1, institution) ✏

¬activerole(p2, a⇥liate(p1)) ✏
belongstorole(q, consumer(p1)) ✏
(t ⌥T npi)
⇧⇤�
¬ m⇥⇥. hlsend(q, p1, m

⇥⇥) ✏
is-opt-out(m⇥⇥, p1, p2, (q, t), u)

⇥

S�
⌃y. (x ⇤ y + c) ✏

 m⇥. hlsend(p1, q, m
⇥) ✏

is-notice-of-potential
-disclosure(m⇥, p1, p2, (q, t), u)

⇥⌅

In other words, if 1) the current time is x; 2) the sender p1

is currently active in the role of financial institution; 3) the

recipient p2 is not currently active in the role of a⌅liate of
p1; 4) the subject q holds the role of consumer of p1; and
5) the attribute t is nonpublic personal information; then
this clause demands that 1) at some time y at least c units
of time before time x, some notice of potential disclosure,
m⇥, was sent from the financial institution to the consumer;
and 2) no opt-out message m⇥⇥ was sent from the consumer
to the financial institution since time y.

PrivacyLFP also includes the , , and W modalities
to express obligations about future events. For example, us-
ing W, we can express the unbounded obligation of HIPAA
§164.510(3)(ii) to provide opportunity to opt-out of disclo-
sures of directory information as soon as is practicable:

⇧e
164.510a3ii� (¬practicable-to-provide-opt-out

-opportunity(p1, p2, (q, t), u))
W
( m⇥. send(p1, q, m

⇥) ✏
is-opt-out-opportunity(m⇥, p1, p2, (q, t), u))

This formula means that either 1) it is never practicable for
the covered entity p1 to provide an opt-out opportunity to
the patient q; or 2) there is some future time where an opt-
out opportunity is provided, and between now and then it
is not practicable to provide that opportunity.

By combining the , , or W modalities with the freeze
quantifier, PrivacyLFP allows us to express obligations about
future events with a bounded time limit. For instance,
GLBA §6803(a), can be expressed as the negative norm:

⇧�
6803a � (⌃x. (⌃y. (y ⇥ x + 365) ✏

(endrole(q, customer(p1)) ⇣
( m⇥. hlsend(p1, q, m

⇥) ✏
is-annual-notice(m⇥, p1, q)))))

W
endrole(q, customer(p1))

In other words, at each time x between now and the time
when the subject q ceases to be a customer of the financial
institution p1, ensure that there is some future time y, no
later than 365 days after x, where either q is no longer a
customer or p1 has sent an annual notice to q.

5. DISCUSSION OF HIPAA AND GLBA
In formalizing HIPAA and GLBA, the careful reading and

precision demanded by a logical encoding revealed ambi-
guities and potential improprieties in several of the laws’
clauses.

5.1 Range of Limits on Redisclosures
Recall from Section 2.1.4 that GLBA §6802(c) places lim-

its on the redisclosure of information: a nona⌅liate that
received information from a financial institution may redis-
close that information to another nona⌅liate if the insti-
tution could lawfully disclose the information to that other
nona⌅liate directly. The intent is to constrain flow of non-
public information among nona⌅liates to those disclosures
that are lawful for the originating financial institution to
make directly. However, as written, this clause does not
fully capture that intent, as seen in the following scenario.

Suppose that financial institution p discloses some infor-
mation to nona⌅liate p0, who, satisfying §6802(c), discloses
it to another nona⌅liate p1. Now p1 wishes to disclose the
information to yet another nona⌅liate p2. As p1 did not



receive the information directly from a financial institution,
the norm ⇧�

6802c is trivially satisfied!
In our opinion, this is a loophole in the wording of the

law, for it means that all protections over information are
lost at a range greater than two hops from its origin. Rather
than confining this clause to a sender who is a “nona⌅liated
third party that receives [information] from a financial insti-
tution,” it would be better if the clause applied to nona⌅li-
ates that receive information which originated at a financial
institution. We can use a least-fixed point to encode the
concept of ‘originated at a financial institution’ and express
this new clause as:

⇧�
6802c � �p⇥.

⇤
¬activerole(p1, a⇥liate(p⇥)) ✏
¬activerole(p2, a⇥liate(p⇥)) ✏
¬activerole(p2, a⇥liate(p1)) ✏
(t ⌥T npi) ✏�
µ info-originated-at-institution(p⇥, p1).�

 m⇥. hlsend(p⇥, p1, m
⇥) ✏

contains(m⇥, q, t) ✏
activerole(p⇥, institution) ✏
¬activerole(p1, a⇥liate(p⇥)) ✏
belongstorole(q, consumer(p⇥))

⇥

⇣
�
 p0.

�
 m⇥. hlsend(p0, p1, m

⇥) ✏
contains(m⇥, q, t)

⇥

✏ info-originated-at
-institution(p⇥, p0)

⇥
⇥
(p⇥, p1)

⌅

⇧
maysend(p⇥, p2, {(q, t)})

Furthermore, §6802(c) is vague about the relative timing
of the transmission from the nona⌅liate to the other third
party and the hypothetical transmission from the financial
institution to the other third party. Does §6802(c) require
the hypothetical transmission to be lawful at the same time
as the actual transmission? Or, does it require the hypothet-
ical transmission to be lawful at some strictly earlier time?
Formally, these two interpretations would be distinguished
by the presence or absence of a strict modality in front
of the recursive call to the maysend predicate.

It is unclear to us which interpretation is intended; since
§6802(c) makes no mention of time, we assume that no strict

modality should be used. We would like to point out that,
because it concerns a recursive call, this seemingly small dif-
ference has subtle e�ects. By including a strict modality,
the recursive calls would become ordered in time, prevent-
ing cyclic dependencies between them. In this case, the least
and greatest solutions would coincide, and we could choose
either a least or greatest fixed point for defining maysend.

5.2 Enforcing Purposes
Another point worth discussing is the extent to which a

transmission’s purpose is enforced. As an example, consider
HIPAA §164.512(b)(1)(i), which permits a covered entity
to disclose information to a public health authority for the
purpose of preventing or controlling a disease. Is the public
health authority expected to ensure that all future uses or
disclosures of that information are for the purpose of pre-
venting or controlling that disease? Or, having received the
information, is the public health authority free to use or dis-
close the information for any purpose (provided, of course,
that those uses or disclosures are themselves lawful)? Alter-

natively, does the purpose apply to the underlying informa-
tion or to only the transmission itself?

In formalizing HIPAA, we found no further discussion
of which interpretation of purposes is intended, either for
§164.512(b)(1)(i) specifically or in general. It is unclear
which interpretation is better from a practical standpoint.
For the strongest privacy guarantees, purposes that con-
strain all future uses or disclosures are certainly preferable.
But such strong constraints might become problematic in
practice since a covered entity might neglect to include or
fail to anticipate all necessary purposes. For example, a doc-
tor might submit blood tests to a third party laboratory for
analysis but forget to allow the billing purpose. Since the
laboratory is unable to use the information for billing the
patient, the blood analysis is not completed, preventing the
doctor from providing optimal care.

5.3 Balancing Privacy and Utility in HIPAA
One view of privacy, due to Westin [25], that is commonly

advocated emphasizes the primacy of an individual’s control
over when, how, and to what extent his personal information
is disclosed. It is interesting to note that HIPAA is not fully
consistent with this view. For example, when the disclosure
is for the purpose of treatment (§164.506(c)(2)) or the pur-
pose of controlling disease (§164.512(b)(1)(i)), the disclosure
may occur without the individual’s consent. Similarly, an in-
dividual’s right of access to his records is void if the access
would endanger himself or another person (§§164.524(a)(2)(ii)
and (3)(i)). In these cases, the decision to permit or deny a
flow of information is based on whether it supports the goals
or purposes of the health care context, not on whether the in-
dividual desires it. While these clauses go against the grain
of the control-first philosophy of privacy, they are indeed
consistent with other philosophical models, such as contex-
tual integrity [20].

6. TOWARD ENFORCEMENT
Besides explaining the meaning of privacy laws, clarifying

their ambiguities, and reflecting on their propriety, a pri-
mary goal of formalizing HIPAA and GLBA is to provide
insights to guide the development of principled computer
systems for enforcement of the laws. Based on an analysis
of our formalizations, we contend that any reasonable, prac-
tical system for enforcement of these laws should have two
facets: 1) execution-time access control mechanisms that op-
timistically resolve unknown predicates, postponing them to
2) post-hoc audit of access logs.

Execution-time access control mechanisms alone do not
su⌅ce to enforce HIPAA and GLBA because most clauses
include constraints that, a priori, cannot be checked mechan-
ically. Examples are the contains predicate for classifying
messages’ free text contents as attributes, future obligations,
principals’ beliefs, and transmission purposes. (All HIPAA
and GLBA clauses, except §6803(d)(1) of GLBA, depend on
the contains predicate; virtually all HIPAA clauses and 1/2

of GLBA clauses involve inherently subjective purposes or
beliefs; and 7/8 of HIPAA clauses and 2/3 of GLBA clauses
use other uninterpreted predicates, especially those for mes-
sage formats, such as is-annual-notice.) Because these cannot
be decided mechanically, the access control mechanism must
either rely on human involvement at the time of access, or
optimistically assume the constraints are satisfied and fall
back on post-hoc audit of access logs.



Having an access policy that demands human involvement
at the time of access may be unacceptable where utility goals
are concerned. For example, hospitals’ policies may eagerly
give health care providers access to all patients’ records,
only because the providers may possibly have, in the future,
a legitimate purpose (e.g., medical emergency) for accessing
the records; demanding human involvement at the time of
access would delay patient care. Thus, the access policy
should optimistically assume that the constraints hold and
fall back on post-hoc audit.

The objective, then, is to devise creative decision proce-
dures for as many of these constraints as possible, thereby
reducing and structuring human involvement in post-hoc au-
dit. We envisage two such techniques.

First, some predicates can be mechanized if data formats
are standardized by a human expert. For instance, in for-
malizing GLBA §6803(a) (see Section 4.3.5), we require the
is-annual-notice predicate to verify that the annual message
is indeed a notice of the financial institution’s privacy poli-
cies. In practice, the institution’s legal experts could craft a
single message and verify that it is GLBA-compliant. Since
the same message would be sent to all customers, the truth of
is-annual-notice would be predetermined en masse for all cus-
tomers’ notices. Similarly, standardized data formats would
ease the task of classifying messages’ contents, e.g., as pro-
tected health information by contains(m, q, phi).

Second, the truth of some predicates can be guaranteed
by a design-time analysis of an organization’s business pro-
cesses. For example, HIPAA §164.510(a)(1)(ii) allows dis-
closure of directory information for directory purposes. If
a hospital’s information desk is designed to have access to
directory information only and respond only to directory
requests, then the constraint (u ⌥ directory) can be guaran-
teed to be true for the information desk.

Using these techniques, we estimate that 8 of the 15 GLBA
clauses and 17 of the 84 HIPAA clauses could be enforced
with no audit e�ort per disclosure. We can classify the re-
maining clauses as requiring either a small amount of non-
expert audit e�ort or a significant amount of expert au-
dit e�ort (per disclosure). For example, it seems reason-
able for a trained but non-expert human to verify most
disclosure purposes with a small amount of e�ort, such as
checking that a message is for the purpose of preventing
fraud (GLBA §6802(e)(3)). On the other hand, clauses
that involve principals’ beliefs or professional judgment (e.g.,
HIPAA §164.512(f)(4)) or determining whether a disclosure
is in accordance with other laws (e.g., GLBA §6802(e)(5))
demand larger amounts of e�ort from medical or legal ex-
perts. Under this classification, we estimate that 12 of the
15 GLBA clauses and 47 of the 84 HIPAA clauses can be
enforced with only little or no non-expert audit e�ort; the
interested reader may refer to the companion technical re-
port [11] for a classification of each clause’s audit e�ort.

7. RELATED WORK
We divide the most closely related work into three cate-

gories: formalization e�orts for HIPAA and GLBA, logics for
specifying policies and regulations, and privacy languages.

Formalization Efforts for HIPAA and GLBA.
PrivacyLFP extends Barth et al.’s Logic of Privacy and

Utility (LPU) [3, 4] with support for representing real-time,
purposes, and self-reference. Although similar in structure

to their proof-of-concept formalization of five HIPAA and
four GLBA clauses, our formalizations cover a much larger
part of both laws. Lam et al. have formalized §§164.502,
164.506, and 164.510 of HIPAA in a fragment of stratified
Datalog with one alternation of negation, and built a proto-
type tool to check the lawfulness of a transmission [16]. How-
ever, their formalization is not as complete as ours, partly
due to the lack of temporal modalities in Datalog that are
necessary to express future obligations. Breaux and An-
tón have developed a methodology for extracting rights and
obligations from natural language privacy laws, and applied
it to the entire text of HIPAA [8]. Their approach is quite
complementary to ours and could possibly ease the logician’s
task of translating a privacy law into logical formulas. May
et al. [19] presented privacy APIs, which extend the tra-
ditional matrix model of access control with constructs for
logging, and used them to formalize two versions of HIPAA
§164.506.

Logics for Specifying Policies and Regulations.
Hilty et al. [14] have shown how to specify future obli-

gations from data protection policies in Distributed Tem-
poral Logic (DTL). They used distributed event structures
to model interactions between multiple parties involved in
data access and distribution. Because our semantic model
is a flat trace of actions, we plan to investigate incorporat-
ing distributed structures. Basin et al. [5] used an extension
of LTL, Metric First-Order Temporal Logic (MFOTL) for
specifying security properties. MFOTL does not have the
freeze quantifier, and therefore cannot encode policies that
use explicit times. Choosing deontic and temporal logics as
a foundation, Dinesh et al. have developed a logic for rea-
soning about conditions and exceptions in privacy laws [12].
This approach is advantageous in that it simplifies the task
of formalizing the law clause by clause: there is no need to
modify previously formalized clauses if exceptions appear in
later paragraphs. Further investigation is needed to deter-
mine whether their ideas can be adapted to our logic.

Privacy Languages.
Privacy languages such as EPAL [2] and XACML [21]

are formulated as access control frameworks. EPAL and
XACML do not include temporal modalities as primitives,
but instead have a much weaker uninterpreted obligation
symbol for representing future requirements (see [3]). Our
logic, with its rich temporal and obligation constructs, is
therefore more expressive. Role-based access control lan-
guages (e.g., [15, 17]) emphasize roles but lack notions of
data attributes and temporal modalities needed for rich pri-
vacy laws. P3P [9] is a privacy language targeted exclusively
to web sites, but is unsuited for expressing privacy laws like
HIPAA and GLBA due to its domain-specific design and
lack of general temporal modalities.

8. CONCLUSION AND FUTURE WORK
We have presented the PrivacyLFP logic for specifying

privacy regulations and used it to formalize HIPAA and
GLBA. Our ultimate goal is to enforce privacy regulations
in a framework directly based on this logic. PrivacyLFP al-
ready eases this process by encoding temporal operators as
first-order formulas, thereby allowing an o�-the-shelf model
checker for first-order LFP [6, 13] to perform any model



checking used in enforcement, and by factoring purposes into
the ⌥U predicate, thereby making possible mechanisms for
enforcing purposes that would apply to all laws.

Nonetheless, enforcement via PrivacyLFP would benefit
from future work in two directions. First, extending Priva-
cyLFP with a semantics of use and disclosure for a purpose
and a semantics of de-identified data would reduce audit ef-
forts by mechanizing the enforcement of clauses involving
purposes and anonymized data. Second, analysis tools for
flagging suspicious disclosures would aid human audit.
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