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ABSTRACT

Detecting anomalies and events in data is a vital task, with
numerous applications in security, finance, health care, law
enforcement, and many others. While many techniques have
been developed in past years for spotting outliers and anoma-
lies in unstructured collections of multi-dimensional points,
with graph data becoming ubiquitous, techniques for struc-
tured graph data have been of focus recently. As objects
in graphs have long-range correlations, novel technology has
been developed for abnormality detection in graph data.

The goal of this tutorial is to provide a general, compre-
hensive overview of the state-of-the-art methods for anomaly,
event, and fraud detection in data represented as graphs.
As a key contribution, we provide a thorough exploration of
both data mining and machine learning algorithms for these
detection tasks. We give a general framework for the algo-
rithms, categorized under various settings: unsupervised vs.
(semi-)supervised, for static vs. dynamic data. We focus on
the scalability and effectiveness aspects of the methods, and
highlight results on crucial real-world applications, including
accounting fraud and opinion spam detection.

Categories and Subject Descriptors

H.2.8 [Database Applications]: Data mining; E.1 [Data
Structures|: Graphs and networks
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1. MOTIVATION AND OVERVIEW

When analyzing data, knowing what stands out in the
data is often at least, or even more important and interest-
ing than learning about its general structure. The branch of
data mining concerned with discovering rare occurrences in
datasets is called abnormality detection. This problem do-
main has numerous applications in security, finance, health
care, law enforcement, and many others. In addition to re-
vealing suspicious behavior, anomaly detection is vital for
spotting rare events, such as rare diseases or side effects in
medical domain.

To tackle the abnormality detection problem, many tech-
niques have been developed in past years, especially for spot-
ting outliers and anomalies in unstructured collections of
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multi-dimensional data points. On the other hand, graphs
provide a powerful machinery for representing a wide range
of data types in physical, biological, social, and information
systems. As such, graph data (a.k.a. network, relational
data) have become ubiquitous in the last decade. As a result,
researchers have recently intensified their study of methods
for anomaly detection in structured graph data.

Graph representation of datasets inherently impose long-
range correlations among the data objects. For example in
a reviewer-product review graph data, the extent a reviewer
is fraudulent depends on what ratings s/he gave to which
products, as well as how other reviewers rated the same
products to an extent how trustful their ratings are, which
in turn again depends on what other products they rated,
and so on. As can be seen, due to this long-range correlations
in graph datasets, detecting abnormalities in graph data is
a significantly different task than that for points lying in a
multi-dimensional feature space. In addition, the problem
is challenging due to the large scale and dynamic nature of
real-world graphs.

The main highlights of this tutorial are the following.

e We give a comprehensive overview of abnormality de-
tection techniques for graph data for the first time

e We thoroughly explore techniques from both data min-
ing (unsupervised, exploiting graph structure) and ma-
chine learning (semi-/supervised methods, employing
relational learning).

e We put the abnormality (anomaly, event, fraud) detec-
tion methods under a unified lens, point out their con-
nections and applications on diverse real-world tasks,
e.g. accounting fraud, opinion spam, auction fraud.

2. TARGET AUDIENCE AND LEARNING
OBJECTIVES

The target audience of this tutorial are researchers and
practitioners who wish to know the most important tech-
niques for outlier, anomaly, fraud, and event detection, with
a focus on graph data. The tutorial would be of interest
both to the data mining and machine learning community.

The audience is not expected to be familiar with the area,
however the attendees should have basic knowledge on graph
mining and machine learning. Through this tutorial, the
participants will learn important techniques to attack the
anomaly detection problem in data represented as graphs.
The techniques are presented under changing settings; with
or without ground truth data as well as for static or dynam-
ically changing data.



Part 0: Introduction
Part I: Anomaly detection in static data

(a) Overview: Outlier detection in clouds of data points
(b) Anomaly detection in graph data

i. Anomalies in unlabeled graphs [3,13]

ii. Anomalies in node-/edge-labeled graphs [4, 8]

Part II: Event detection in dynamic data

(a) Overview: Event detection in time series of data
(b) Event detection in time series of graph data

i. Graph-distance based methods [10]
ii. Phase-transition based methods [2,12]

Part III: Graph-based fraud detection

(a) Theory and Algorithms: Introduction to relational
learning [5,11, 14],
(b) App.s: Relational learning for fraud detection
i. Online auction fraud [9], opinion spam [1]
ii. Accounting fraud risk [7], Web spam [6]

Table 1: Tutorial outline

3. TUTORIAL OUTLINE

The tutorial has 3 major parts, each of which is also or-
ganized into 2 main sections.

The first part focuses on anomaly detection methods for
(a) collections of multi-dimensional data points, and (b)
static graph data. The former is presented both for nu-
merical and categorical data. Anomaly detection in graph
data is covered for both unlabeled and labeled graphs, where
each node and edge contains a label to identify its type.

The second part focuses on change detection approaches
for (a) temporal data sequences, and (b) time-varying graph
data. The former is categorized into instantaneous ver-
sus drifting change, after which specialized approaches for
graphs based on edit distances and connectivity structure
are presented.

The third part focuses on fraud detection using graph-
based approaches. Firstly in (a), we give background on
the theory and algorithms for relational learning. Later in
(b) we demonstrate these algorithms in action, for diverse
real-world fraud detection applications.

4. RELATION TO WSDM 2013 AREAS

Given the long list of applications and challenges they
pose, abnormality detection is a very popular research topic.
Not only the problems are mathematically interesting from
a scientific point of view but, with their many applications in
diverse fields, are also appealing from practitioners’ point of
view. As a result, the abnormality detection draws attention
from many researchers in both industry and academia.

On the other hand, given the popularity of the topic, it is
increasingly hard to keep up with the information overload
arising from new approaches developed worldwide. To make
the matter worse, the new contributions are dispersed into,
although strongly related, fragments. That is, methods in
this topic are grouped into outlier, anomaly, fraud, event,
change, drift, fault detection separately. Our tutorial brings
these concepts in one place and highlights their connections.
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