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Abstract—Community Question Answering (CQA) sites have
become valuable repositories that host a massive volume of
human knowledge. How can we detect a high-value answer which
clears the doubts of many users? Can we tell the user if the
question s/he is posting would attract a good answer? In this
paper, we aim to answer these questions from the perspective of
the voting outcome by the site users. Our key observation is that
the voting score of an answer is strongly positively correlated
with that of its question, and such correlation could be in
turn used to boost the prediction performance. Armed with this
observation, we propose a family of algorithms to jointly predict
the voting scores of questions and answers soon after they are
posted in the CQA sites. Experimental evaluations demonstrate
the effectiveness of our approaches.

I. INTRODUCTION

Community Question Answering (CQA) sites have become
valuable repositories that host a massive volume of human
knowledge. In addition to providing answers to the questioner,
CQA sites now serve as knowledge bases for the searching and
browsing conducted by a much larger audience. For example,
in a software forum called Stack Overflow, programmers can
post their programming questions on the forum, and others can
propose their answers for these questions. Such questions as
well as their associated answers could be valuable and reusable
for many other programmers who encounter similar problems.
In fact, millions of programmers now use such forums to
search for solutions for their programming problems [1].

To maximize the utility of CQA sites, a key task is
to characterize and predict the intrinsic value (e.g., quality,
impact, etc) of the question/answer posts. This is an essential
task for both information producers and consumers. From
the perspective of information producers (e.g., who ask or
answer questions), it would be helpful to identify the high-
value questions in the early stage so that these questions can
be recommended to experts for them to answer. From the
perspective of information consumers (e.g., who search or
browse questions and answers), it would be helpful to highlight
high-value questions/answers (e.g., by displaying them more
prominently on the site or allowing the search engine to be
aware of their value) so that users can easily discover them.

Most of the existing CQA sites allow the site users to
vote (e.g., upvote and downvote in Stack Overflow) for a
question or an answer. The outcome of such voting, e.g., the
difference between the number of the upvotes and downvotes
that a question/answer receives from the site users (referred to

as ‘voting score’), provides a good indicator of the intrinsic
value of a question/answer. To some extent, the voting score of
a question/answer resembles the number of the citations that
a research paper receives in the scientific publication domain.
It reflects the net number of users who have a positive attitude
toward the paper. In the past, the voting score has been studied
in several interesting scenarios (e.g., information quality, user
satisfaction, etc; see related work section for details).

In this paper, we aim to study the relationship between the
voting scores of questions and those of answers. We conjecture
that there exists correlation between the voting score of a
question and that of its associated answer. Intuitively, an
interesting question might obtain more attention from potential
answerers and thus has a better chance to receive high-score
answers. On the other hand, it might be very difficult for
a low-score question to attract a high-score answer due to,
e.g., its poor expression in language, or lack of interestingness
in topic. Starting from this conjecture, we study two real
CQA sites, i.e., Stack Overflow! (SO), and Mathematics Stack
Exchange? (Math). Our key finding is that the voting score of
an answer is indeed strongly positively correlated with that of
its question. Such correlation structure consistently exists on
both sites. Armed with this observation, we propose a family
of algorithms (CoPs) to jointly predict the voting scores of
questions and answers. In particular, we aim at identifying
the potentially high-score posts soon after they are posted
in the CQA sites. Experimental evaluations show that our
Jjoint prediction approaches achieve up to 15.2% net precision
improvement over the best competitor.

The rest of the paper is organized as follows. Section 2
verifies the correlation of voting scores. Sections 3 presents
the proposed algorithms. Section 4 presents the experimental
results. Section 5 reviews related work, and Section 6 con-
cludes the paper.

II. EMPIRICAL STUDY

In this section, we perform an empirical study of the voting
scores of questions/answers in SO and Math datasets. They are
popular CQA sites for programming and math, respectively.
The statistics of the two datasets are summarized in Table I.

We first study the overall correlation between the voting
scores of questions and those of their answers. For a given

Thttp://stackoverflow.com/
Zhttp://math.stackexchange.com/
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Fig. 1.
TABLE 1. THE STATISTICS OF SO AND Math DATASETS.
Data Questions Answers Users Votes
SO 1,966,272 4,282,570 756,695 14,056,000
Math 16,638 32,876 12,526 202,932
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Fig. 2. The voting correlation between questions and their answers over

time. The y-axis represents the Pearson correlation coefficient r, and the x-axis
represents the time after the question is posted. For all r, p-value < 0.0001.

question, there might be multiple answers. Thus, we report
both the highest (i.e., the best answer) and the average voting
scores of its answers. The results are shown in Fig. 1, where
the Pearson correlation coefficient r is also computed. As we
can see from the figures, the scores of questions and those of
their answers are strongly correlated in both datasets.

Next, we study the voting correlation between questions
and their answers over time. Here, we compute the correlation
between the scores of questions and the average scores of their
answers, and show the result over several time snapshots on
SO dataset in Fig. 2. As we can see, the strong positive voting
correlation consistently exists across all the time snapshots -
even at the very early stage (e.g., r > 0.5). This result indicates
that it is doable to employ the early voting correlation to
predict the future voting scores of questions/answers.

III. JOINT VOTING PREDICTION APPROACH

In this section, we present our algorithms to jointly predict
the final voting scores for questions and answers.

Problem Statement. For a given question/answer, its final
voting score is defined as the difference between the number
of the upvotes and downvotes that a question/answer receives
from the site users. Yet, the individual upvote/downvote could
span a long period. For instance, some questions/answers
might still receive upvotes/downvotes one year after they are
posted on the site. Our goal is to predict the final voting scores
of questions/answers in a short period after they are posted.
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(d) Maximum answer score Vs.

Question score in Math data (r =

0.6543, p-value < 0.0001)

(c) Average answer score Vs.
Question score in Math data (r =
0.5022, p-value < 0.0001)

The strong voting correlation between questions and their answers in SO and Math. r stands for the Pearson correlation coefficient.

Therefore, we can only use the available information in this
short period. For example, if we need to predict the final voting
in one hour, we should include only the information that is
available in the first hour after the question is posted.

For notations, we use X,/X, to denote the feature matrices
for questions/answers where each row contains the feature
vector for the corresponding question/answer. The final voting
score of questions/answers are denoted by y,/y,. We use the
ny X n, matrix M to denote the association matrix of questions
and answers where M(i, j) = 1 indicates that the j™ answer
belongs to the jth question. Similar to Matlab, we also denote
the i row of matrix M as M(i, 1), and the transpose of a matrix
with a prime (i.e., M’ = M").

Intuitions and Basic Strategies. We first present the two
basic strategies that we explore to leverage the observed voting
correlation.

S1 Feature expansion: The first strategy considers to ex-
pand the feature space. Because the scores of questions and
those of their answers are correlated, the features for question
prediction are potentially useful for answer prediction. As a
result, we transfer the question features to M’'X, and add
these features for answer voting prediction. Namely, we use
X; = [X,,M’X,] to represent the new feature matrix for
answers. Similarly, we transfer the answer features to MX,
and incorporate these features with X, as X; = [X,, MX,].
We use the row-normalized M matrix in the latter case. In
other words, for a question with multiple answers, we take the
average of the features from these answers.

S2 Voting consistency: The second strategy takes into
account the consistency in the label space. That is, for a
pair of question and answer, we could directly maximize the
voting correlation or minimize the voting difference between
them. In this work, we try to minimize the difference between
the predicted score of a question and that of its answer. For
instance, we can require that §, ~ My,, where we constrain
that the predicted question score is close to the predicted
average score of its answers.

The Proposed Approach. Based on the above two strate-
gies (i.e., feature expansion and voting consistency), we pro-
pose a new optimization formulation for joint voting prediction
of questions/answers:
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TABLE II. THE FIVE VARIANTS DERIVED FROM EQ. (1).
Algorithm g h
CoPs-QQ square loss square loss
CoPs-QG square loss sigmoid loss
CoPs-GG sigmoid loss | sigmoid loss
CoPs-GQ sigmoid loss square loss
CoPs-LQ logistic loss square loss

where £ indicates the loss function of the additional vot-
ing consistency term, and n is a parameter to control the
importance of this term. We also normalize the three terms
(question prediction, answer prediction, and voting consis-
tency) in the objective function so that the contribution of each
question/answer is balanced.

The optimization framework in Eq. (1) is pretty general
and many loss functions for g and & can be plugged in. In this
work, we consider square loss, sigmoid loss, and logistic loss.
Three loss functions are shown in Eq. (2):

gsquare(x, y) = (-x - y)2
ogistic(Xs = —ylog——— - (1 -yl l-—
Blogistic(X, ) S - (1 =ylog(l - 7 +exp(_x))
1
sigmoid X5 = T X 2
Bumia)) = g @

The rationality of these loss functions is as follows. Since
our goal is to identify high-score posts, the difference between
the real voting score and the estimated voting score (square
loss), and the consistency between the real voting label and
the estimated label (logistic loss and sigmoid loss) are both
important for our task. To be specific, we divide the ques-
tion/answer posts into two classes: high-score posts (labeled
as +1) and low-score posts (labeled as 0 for logistic loss, and
-1 for square loss and sigmoid loss).

We have five variants from Eq. (1) by setting g and & based
on the three loss functions, as shown in Table II. To solve the
variants, our key observation is that for each of five cases, the
gradient for each term in Eq. (1) exists. This naturally leads to
a gradient-descent type of iterative procedure to solve Eq. (1).
The detailed algorithms can be found in our tech-report [2].

IV. EXPERIMENTS

Experimental Setup. Here, our primary goal is to evaluate
to what extent the voting correlation between questions and
their answers could improve the prediction performance. We
adopt some commonly used features in the literature including
the questioners’ reputation, the length of the question/answer,
the number of comments received. For most of the features, we
can extract them at the moment when the question/answer is
posted. For others, we need to choose a short time window by
the end of which the voting score is predicted. In this work, we
fix this time window as one hour. Detailed feature description
can be found in our tech-report [2].

We formulate the task of voting prediction as a binary
classification task, where we want to identify the small amount
of high-score questions/answers. In particular, we define the
posts whose score is no less than 10 as high-score posts in
both SO and Math datasets. This results in 3.4% and 8.7%
high-score posts in SO and Math, respectively. In other words,
both datasets are highly skewed in terms of high-score posts
vs. low-score ones. We report the precision of successfully

identified high-score posts as the evaluation metric. For the
readers who are interested in other evaluation metrics (e.g.,
classification accuracy in a balanced setting), please refer to
our tech-report [2]. For each dataset, we randomly choose 10%
questions and their associated answers as the training set, and
use the rest as the test set. For the two parameters  and A
in our methods, we experimentally found that our methods
are robust with these two parameters in a large range. For
the resu41ts that we report in this paper, we fix n = 0.1 and
A=10"%

Experimental Results. We compare our methods with sev-
eral existing methods, including the separate Linear regression
method, the separate Logistic regression method, the COA-MR
method [3], and the CoCQA method [4]. The results on SO
and Math are shown in Fig. 3. In the figures, we report the
precision at 100 as well as the average precision over 10, 50,
100, 150, ..., 400. All the reported results here are the average
of 5 experiments.

As we can see, overall, our CoPs methods outperform
all the compared methods on both datasets. For example,
the average precision of answer prediction by CoPs-QQ is
15.2% and 1.0% higher than the best competitor on SO and
Math, respectively. For question prediction, all the methods
can achieve more than 80% average precision on SO; on
Math, CoPs-QQ is 1.9% higher than the best competitor wrt
average prediction precision. Notice that all the improvements
are reported in terms of the absolute precision scores. In
general, these results confirm that our joint prediction method
is effective to predict the voting scores of questions/answers.
Specially, our method is better than CoCQA. The reason
is that CoCQA trains two classifiers for both question and
answer prediction, but still ignores the correlation between
question scores and answer scores. Our method is also better
than the CQA-MR method, although both CQA-MR and our
method aim to improve classification performance by joint
prediction. There might be two major reasons that contribute
to such a performance gap between CoPs and CQA-MR. First,
while CQA-MR employs voting correlation through the label
space (by propagating the labels through user-question-answer
graph), our CoPs does so through both label space and feature
space. Second, our CoPs finds a local minimum for Eq. (1);
in contrast, COA-MR alternates between propagating labels
and maximizing the corresponding conditional likelihood, and
therefore it is not clear what overall cost function CQA-MR
aims to optimize and whether or not the overall procedure
converges.

V. RELATED WORK

Existing measurement for questions and answers in CQA
includes quality [5], [6], questioner satisfaction [7], [8], ques-
tion utility [9], and long-lasting value [10]. Although closely
related, the voting score studied in this paper bears some subtle
differences from the above measures. Compared to quality and
long-lasting value, voting score directly measures how many
users find the post beneficial to them. Compared to question
utility and questioner satisfaction, voting score can measure
both questions and answers.

As to the prediction method, most of existing work treats
the prediction of questions or answers as two separate prob-
lems [5], [6], [11], [4], [12]. As an exception, Bian et al. [3]
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propose to propagate the labels through user-question-answer
graph, so as to tackle the sparsity problem where only a
small number of questions/answers are labeled. In contrast, we
formulate an optimization problem to penalize the differences
between question labels and answer labels.

There are several pieces of interesting work that are re-
motely related to our work. For example, some empirical
studies are conducted on CQA sites [13], [14], [15]. Differ-
ent from these studies, our focus is to quantitatively verify
the voting correlation between questions and answers. Other
related work includes CQA site searcher satisfaction [16],
potentially contributive user detection [17], question-answer
matching [18], etc.

VI. CONCLUSIONS

In this paper, we study the relationship between the voting
scores of questions and answers in CQA sites. We start with
an empirical study on two CQA datasets where we observe
a strong positive voting correlation between questions and
their associated answers. Armed with this observation, we next
propose a family of algorithms to jointly predict the voting
scores of questions and answers. Experimental evaluations
show that our joint prediction approaches achieve up to 15.2%
net precision improvement over the best competitor.
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