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QUANTUM THEORY

other empirical statements, to seard} for the forbidden. For he ¢
test empirical statements only by trying to falsify them.
From an. historical point of view, the emergence of indeter: :
metaphysics is understandable enough. For a long time, p}}yﬂ. i
believed in determinist metaphysics. And because the logical situati
was not fully understood, the failure 9f the various attempts to dedu
the light spectra—which are statistical effects——‘f:rom a mech‘al;-l_
model of the atom was bound to produce 2 (%r1s1s_for deta?rmmls
Today we sce clearly that this failure was mcx.utfable, since it
impossible to deduce statistical laws from a non-statistical (n}echgm(:
model of the atom. But at that time (about 1924, the time of
theory of Bohr, Kramers, and Slater) it cc_)glfi not but seem as ifin .
mechanism of each single atom, probabilities were taklr}g the Pl
of strict laws. The determinist edifice was Wreckecllwmamly bec
probability statements were expressed as fo.rn'laﬂy singular statemen
On the ruins of determinism, indeterminism rose, Supportce
Heisenberg’s uncertainty principle. But it sprang, as we now scc
that same misonderstanding of the meaning of formally-sin
ility statements. .
ngﬁ: ltczson of all this is that we should try to find strict la
—prohibitions—that can founder upon experience. Yet we: sk _
abstain from issuing prohibitions that draw limits to the -possi

CHAPTER X

CORROBORATION,
OR HOW A THEORY STANDS UP TO TESTS

HEORIES are not verifiable, but they can be ‘corroborated’.

he attempt has often been made to describe theories as being
ther true nor false, but instead more or less probable. Inductive
gic, more especially, has been developed as a logic which may
cribe not only the two values ‘true’ and ‘false’ to statements, but
so degrees of probability; a type of logic which will here be called
bability logic’. According to those who believe in probability logic,
uction should determine the degree of probability of a statement.
d a principle of induction should either make it sure that the induced
ement is ‘probably valid’ or else it should make it probable, in its
turn—for the principle of induction might itself be only ‘probably
I". Yet in my view, the whole problem of the probability of
otheses is misconceived. Instead of discussing the ‘probability’ of
vothesis we should try to assess what tests, what trials, it has with-
d; that is, we should try to assess how far it has been able to prove
itness to survive by standing up to tests. In brief, we should try
ssess how far it has been ‘corroborated’. !

of research.

1T introduced the terms ‘corroboration’ (‘Bewdhrung’) and especially ‘degree of cor-
dtion’ (‘Grad der Bewdhrung’, ‘Bewdhrungsgrad’} in my book because I wanteda
a] term to describe the degree to which a hypothesis has stood up to severe tests,
Hus ‘proved its metele”. By ‘neutral’ I mean a term not prejudging the issue whether,
tanding up to tests, the hypothesis becomes ‘more probable’, in the sense of the
ability calculus. In other words, I introduced the term ‘degree of corroboration’
13 in order to be able to discuss the problem whether or not ‘degree of correboration’
d be indentified with ‘probability’ (either in a frequency sense or in the sense of
185, for example).

atnap transiated my term ‘degree of cotroboration’ (‘Grad der Bewihrung'), which
irst introduced into the discussions of the Vienna Circle, as ‘degree of confir~
on’. (See his ‘Testability and Meaning’, in Philosophy of Science 3, 1936; especially
7); and so the term ‘degtee of confirmation’ soen became widely accepted. T did
ke this term, because of some of its associations (‘make firm’; ‘establish firmly';




CORROBORATION - 79. CONCERNING VERIFICATION

79. Concerning the So-Called Verification of Hypotheses. . > question which makes the non-verifiability of theories significant
The fact that theories are not verifiable has often been overlooke :the present context—is on an altogether different plane. Consist-
People often say of a theory that it is verified when some of n‘tiy. with my ?ttitude towards other metaphysical questions, I
predictions derived from it have been verified. They may perha bstain from arguing for or against faith in the existence of regularities
admit that the verification is not completely impeccable fro; our world. But I shall try to show that he non-verifiability of theoties
logical point of view, or that a statement can never be finally esty metl?odologfcally important. It is on this plane that I oppose the argu-
lished by establishing some of its consequences. But they are ap nt just advanced.
look upon such objections as duc to somewhat unnecessary scruph - 1 shall therefore take up as relevant only one of the points of this
It is quite true, they say, and even trivial, that we cannot know ;‘gument’—the reference to the so-called ‘principle of the uniformity
certain whether the sun will rise tomorrow; but this uncertainty ma _ nature’. This principle, it seems to me, expresses in a very super-
be neglected: the fact that theories may not only be improved b _ ficial way an important methodological rule, and one which might
that they can also be falsified by new experiments presents to the scien dcrl‘i_Fed, _Xfwth advantage, precisely from a consideration of the
a serious possibility which may at any moment become actual; on-verifiability of theories.*2
never yet has a theory had to be regarded as falsified owing to- Let us suppose that the sun will not rise tomorrow (and that we
sudden breakdown of a well-confirmed law. It never happens t all nevertheless continue to live, and also to pursue our scientific
old experiments one day yicld new results. What happens is onl __t_c_ére'sts‘). S.hould such a thing occur, science would have to try to
that new experiments decide against an old theory. The old theory eplain it, ie. to derive it from laws. Existing theories would pre-
even when it is superseded, often retains its validity as a kind umably require to be drastically revised. But the revised theories
limiting case of the new theory; it still applies, at least with a'h ould not merely have to account for the new state of affairs: our
degree of approximation, in those cases in which it was success t_ffff experiences wo:uld also have to be derivable from them. From the
before. Tn short, regularities which are directly testable by experim thOdC‘)lOglcal point of view one sces that the principle of the
do not change. Admittedly it is conceivable, or logically possible, t iformity of nature is here replaced by the postulate of the invariance
they might change; but this possibility is disregarded by empir ] a{uml laws, with respect to both space and time, I think, therefore,
science and does not affect its methods. On the contrary, scient ~ thatiit Wou¥d be a mistake to assert that natural regularities do not
method presupposes the immutability of natural processes, or ange. (This would be a kind of statement that can neither be argued

‘principle of the uniformity of nature’. . against nor fn"gued for.) What we should say is, rather, that it is part

There is something to be said for the above argument, but it d ij ur Jf{ﬁr{tfton of natural laws if we postulate that they arc to be
not affect my thesis. It expresses the metaphysicalfaith in the exist invariant with respect to space and time; and also if we postulate that
of regularities in our world (a faith which I share, and without whi ey are to ha\.rell}o exceptions. Thus from a methodological point of
practical action is hardly conceivable).*! Yet the question before us ew, the possibility of falsifying a cotroborated law is by no means

ithout significance. It helps us to find out what we demand and

€l ect f ¢ 1 1 . .

*put beyond doubt’; ‘prove’; ‘verify’: ‘to confirm’ corresponds more closely to ‘erfid s rom na.tumi laws. And the pnnaple of the umfornnty of
ot ‘bestitigen’ than to ‘bewdhren’). I therefore proposed in'a 1ettcaé t];;:. Carnap (wg__ tl;;:c can again be regarded as a metaphysical interpretation of a
think, about 1939) to use the term ‘corroboration’. (This term had been suggested t0 methodological rule—like ; T ) o

by Professor H. N. Parton.) But as Carnap declined my proposal, I fell in with his usag o o sl like its near rela-twe, the Taw of Causahty .
thinking that words do not matter. This is why I myself used the term ‘confirma - _H(; att(}mpt to replace metaphysmal statements of this kind by
for a time in a number of my publications, _ : nciples of method leads to the “pringi . -,

Vet it turned out that [ was mistaken: the associations of the word ‘confirma 3 L thod of ; . P lnc1ple of induction » SI'IPPO_SCd
did matter, unfortunately, and made themselves felt: ‘degree of confirmation’ was:so govern tac method o induction, and hence that of the verification
used-by Carnap himself—as a synonym (or ‘explicans’) of ‘probability’. [ have th
fore now abandoned it in favour of ‘degree of corroboration’. Sec also append 1
and section #29 of my Postscript.

*#1 Gf. appendix *x, and also section %15 of my Postscript.

*2 [ mean the rule that any new system of hypotheses should yield, or explain, the
» corroborated, regularities. See also section #3 (third patagraph) of my Postscrips.
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CORROBORATION 80. PROBABILITY OF HYPOTHESES

of theories. But this attempt fails, for the pr'inciple of _mduct'i'o_.
itself metaphysical in character. As 1 have' chntcd out in sectio
the assamption that the principle of induction is empirical lead? t
infinite regress. It could therefore only be mteruced as a primi
proposition (or a postulate, or an amom). Thls unld p§rhaps- no
matter so much, were it not that the principle of induction woul
have in any case to be treated as a non—fahiﬁab.le statement, Tor if
principle-—which is supposed to validate the mfe.rcnce of thcon?
were itself falsifiable, then it would be falsified with the Aﬁrst fa1_5_1'f_
theory, because this theory would then be a'COH.dUSIf)n,. deriv
with the help of the principle of induction; and this principle, a
premise, will of course be falsified by the modts toﬂens: wheneve
theory is falsified which was derived from it.*f* But this means ¢
a falsifiable principle of induction would be falsified anew VV.lth ey
advance made by science. It would be necessary,.therefore, to introg
a principle of induction asswmed not to be faislﬁable. But this w
amount to the misconceived notion of a synthetic statement wehi
is a priori valid, f.e. an irrefutable statement aboujt re::\hty. o
Thus if we try to turn our metaphysical faith in the uniforms
of nature and in the verifiability of theories into a theor}f of knowl
based on inductive logic, we are left only with the choice betwee
infinite regress and apriorism. -

ypotheses seems to have arisen through a confusion of psychological
th logical questions. Admittedly, our subjective feelings of con-
ction are of different intensities, and the degree of confidence with
hich we await the fulfilment of a prediction and the further
rroboration of a hypothesis is likely to depend, among other things,
upon the way in which this hypothesis has stood up to tests so far—
upon its past corroboration. But that these psychological questions do
not belong to epistemology or methodology is pretty well acknowe-
dged even by the believers in probability logic.* They argue, how-
er, that it is possible, on the basis of inductivist decisions, to ascribe
degrees of probability to the hypotheses themselves; and further, that
it is possible to reduce this concept to that of the probability of
ents.

The probability of a hypothesis is mostly regarded as merely a
special case of the general problem of the probability of a statement;
and this in turn is regarded as nothing but the problem of the probability
of an event, expressed in a particular terminology. Thus we read in
Reichenbach, for example: “Whether we ascribe probability to state-
ments or to events is only a matter of terminology. So far we have
egarded it as a case of the probability of events that the probability
of 1/6 has been assigned to the turning up of a certain face of a die. But
we might just as well say that it is the statement “the face showing the
will turn up” which has been assigned the probability of 1/6.1

This identification of the probability of events with the probability
f statements may be better understood if we recall what was said in
cction 23. There the concept ‘event’ was defined as a class of singular
tatements. It must therefore also be permissible to speak of the
robability of statements in place of the probability of events. So we
an regard this as being merely a change of terminology: the reference-
cquences are interpreted as scquences of statements, If we think of
n ‘alternative’, or rather of its elements, as represented by statements,
hen we can. describe the turning up of heads by the statement ‘% is
cads’, and its failure to turn up by the negation of this statement.
In this way we obtain a sequence of statements of the form i Pas
i P> Pre + + -» 1. which a statement p; is sometimes characterized as
tue’, and sometimes (by placing a bar over its name) as ‘false’,
robability within an alternative can thus be interpreted as the relative

80. The Probability of a Hypothesis and the Probability of Events: Critic
of Probability Logic. o
Evé{L if it is admitted that theories are never fmally}venﬁed,
we not succeed in making them secure to a greater or lesser extent:
more probable, or less so? After all, it might be possible that. th
question of the probability of a hypothesis could be feduccd, say, to f
of the probability of events, and thus be made susceptible to mathemat
and logical handling.** : -
Likgc inductive logic in general, the theory of the probability

i fvati ding to the induct
#3 The premises of the derivation of the theory would {according to

view here giscussed) consist of the principle of induction and of observation sta:;ie lef
But the latter are here tacitly assumed to btfa }llmslﬁakcn and reproducible, so that
t be made responsible for the fajlure of the theory. ) :
cam"l‘?Thi present sgction (80) contains mainly a criticism of the attempt {Relchgnga?
to interpret the probability of hypotheses in terms of a frequency theory of the probabili
events. A criticism of Keynes's approach is contained in section 83.
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:*2 1 am alluding here to the school of Reichenbach rather than to Keynes.
* * Reichenbach, Erkenninis 1, 1930, p. 171 f.
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CORROBORATION 80. PROBABILITY OF HYPOTHESES

However this may be, I assert that the issues arising from the
cept of a probability of hypotheses are not even touched by con-
derations based on probability logic. I assert that if one says of a
spothesis that it is not true but ‘probable’, then this statement can
der no circumstances be translated into a statement about the
bability of events.
For if one attempts to reduce the idea of a probability of hypotheses
- that of a truth~frequency which uses the concept of a sequence of
atements, then one is at once confronted with the question: with
oference to what sequence of statements can a probability value be |
signed to a hypothesis? Reichenbach identifies an ‘assertion of
tural science’—by which he means a scientific hypothesis—itsclf
ith a reference-sequence of statements. He says, *. . . the assertions
~natural science, which are never singular statements, are in fact
quences of statements to which, strictly speaking, we must assign
t the degree of probability 1 but a smaller probability value. It is
crefore only probability logic which provides the logical form
pable of strictly representing the concept of knowledge proper to
tural science.” Let us now try to follow up the suggestion that the
ypotheses themselves are sequences of statements. One way of
rpreting it would be to take, as the elements of such a sequence,
¢ various singular statements which can contradict, or agree with,
¢ hypothesis. The probability of this hypothesis would then be
determined by the truth-frequency of those among these statements
hich agree with it. But this would give the hypothesis a probability
4 if, on the average, it is refuted by cvery second singular state-
ent of this sequence! In order to escape from this devastating
nclusion, we might try two more expedients.*® One would be to
ascribe to the hypothesis a certain probability—perhaps not a very
recise one—on the basis of an estimate of the ratio of all the tests
ssed by it to all the tests which have not yet been attempted, But
is way too leads nowhere. For this estitnate can, as it happens,
‘computed with precision, and the result is always that the proba-
ity is zero. And finally, we could try to base our estimate upon the
o of those tests which led to a favourable result to those which

“truth=frequency’® of statements within a sequence of statements (rathe
as the relative frequency of a property). :
If we like, we can call the concept of probability, so transfor
the “probability of statements’ or the ‘probability of propositio
And we can show a very close connection between this con
and the concept of ‘truth’. For if the sequence of statements beco
shorter and shorter and in the end contains only one element
only one single statement, then the probability, or truth-frequen,
the sequence can assume only one of the two values 1 and o, accord
to whether the single statement is true or false. The truth or*fal
of a statement can thus be looked upon as a limiting case of pr
bility; and converscly, probability can be regarded as a genera]'jZa io
of the concept of truth, in so far as it mcludes th.e latter as a K ni
case. Finally, it is possible to define operations with _truth—{x‘requen'
in such a way that the usual truth-operations of classical logic becom
limiting cases of these operations. And the calculus of these operati
can be called ‘probability logic’.®
But can we really identify the probability of hypotheses wit
probability of statements, defined in this manner, anc‘l t}.ms 1t%d1re'c,
with the probability of events? I believe that this 1dei}t.1ficat
is the result of a confusion, The idea is that the probability
hypothesis, since it is obviously a kind of probability of; a statem
must come under the head of ‘probability of statements’ in th
just defined. But this conclusion turns out to be unwarran?cd-
the terminology is thus highly unsuitable. Perhaps after all it'wo
be better never to use the expression ‘probability of statements’ if
have the probability of events in mind.*? '

* According to Keynes, *\?]}E reﬁtisg or} Pgbabilitg (Itgzz), p. 101 ff., the e
¢ - * is due to itchead; f. the next note, - ) _
tru:hI ii;qgﬁlgrg }1xsere an outline of the construction of the probability logic devel
by Reichenbach (Wahrscheinlichkeitslogik, Sitzungsherichte der Preussischen Akade
Wissenschaften, Physik.-mathem. Klasse 29, 1932, p. 476 ff") who f_'oilow}s;Ef
{American Journal of Mathematics 43, 1921, p. 184), and, at the same time, td%: rcI%u
theory of von Mises. Whitchead's form of the frequency theory, discussed by K¢

it. p. . is similar. , L
b :‘1: ]‘.PstiII;J :hdlzrnk (a} that the so-called “probability of hypotheses’ cannot bi;a interp
by a eruth-frequency; (b) that it is better to call a probability defined b al____tr;e.
frequency-—whether a truth-frequency or the lﬁ:equency of an qv::nFmthe proba
of an event'; {c) that the so-called ‘probability of a hypothesis ’(m th(f:I :]in;l |
acceptability) is nof a special case of the ‘probability of statements”. Axid o
regard the ‘probability of statements’ as one interpretation (the logical 'mtf:rpttim :
among several possible interpretations of the formal'calculus of probablﬂaty, ratl
as a truth-frequency. (Cf. appendices #ii, #iv, and *ix, and my Postscript.)
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* Reichenbach, Wahrscheinlichkeitslogik (op. cit. p. 488), p. 15 of the reptint.
3 Tt is here assumed that we have by now made up our minds that whenever there is
car~cut falsification, we will attribute to the hypothesis the probability zero, so that

cussion is how confined to those cases in which no cleas-cut falsification has been
ed.
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CORROBORATION 80. PROBABILITY OF HYPOTHESES

led to an indifferent result—r.e. one which did not produce :
decision, (In this way one might indeed obtain something rese
a measure of the subjective fecling of confidence with which the
menter views his results.) But this last expedient will not do.¢f
even if we disregard the fact that with this kind of estimate w
strayed a long way from the concept of a truth-frequency, and'th
a probability of events. (These concepts are based upon the:
of the true statements to those which are false, and we must ng
course, equate an indifferent statement with one that is objectiv
false.) The reason why this last attempt fails too is that the sugges
definition would make the probability of a hypothesis hopel
subjective: the probability of a hypothesis would depend upon
training and skill of the expetimenter rather than upon objec
reproducible and testable results. -
But I think it is altogether impossible to accept the suggestion th
a hypothesis can be taken to be a sequence of statements. It wo
be possible if universal statements had the form: ‘For every val;
k it is true that at the place k so-and-~so occurs.” If universal stat
had this form, then we could regard basic statements (those that ¢
tradict, or agree with, the universal statement) as elements o
sequence of statements—the sequence to be taken for the unive
statement, But as we have seen (¢f sections 15 and 28), uni
statements do not have this form. Basic statements are never detivab
from universal statements alone.** The latter cannot therefor
regarded as sequences of basic statements. If, however, we try to t
into consideration the sequence of those negations of basic statem;
which are derivable from. universal statements, then the estimat
every self-consistent hypothesis will lead to the same probabil
namely 1. For we should then have to consider the ratio of the
falsified negated basic statements which can be derived (or:of
derivable statements) to the falsified ones. This means that instea

nsidering a truth frequency we should have to consider the com-
mentary value of a falsity frequency. This value however would
oqual to 1. For the class of derivable statements, and even the class
f the derivable negations of basic statements, are both infinite; on
other hand, there cannot be more than at most a finite number of
cepted falsifying basic statements. Thus even if we disregard the
-+ that universal statements are never sequences of statements, and
¢n if we try to interpret them as something of the kind and to
rrelate with them sequences of completely decidable singular
tements, even then we do not reach an acceptable result.

We have yet to examine another, quite different, possibility of
slaining the probability of a hypothesis in terms of sequences of
tements. It may be remembered that we have called a given singular
currence ‘probable’ (in the sense of a ‘formally singular probability
tatement’) if it is an element of a sequence of occurrences with a certain
obability. Similarly one might try to call a hypothesis ‘probable’
it is an element of a sequence of hypotheses with a definite truth~
quency. But this attempt again fails—quite apart from the difficulty
of determining the reference sequence (it can be chosen in many ways;
‘section 71), For we cannot speak of a truth-frequency within a
quence of hypotheses, simply because we can never know of a
ypothesis whether it is true. If we could know this, then we should
jardly need the concept of the probability of a hypothesis at all. Now
¢ might try, as above, to take the complement of the falsity-frequency
thin a sequence of hypotheses as our starting point. But if, say,
¢ define the probability of a hypothesis with the help of the ratio of
¢ non-falsified to the falsified hypotheses of the sequence, then,
before, the probability of every hypothesis within every infinite
ference sequence will be equal to 1. And even if a finite reference
quence were chosen we should be in no better position. For let us
ume that we can ascribe to the elements of some (finite) sequence
“hypotheses a degree of probability between 0 and 1 in accordance
th this procedure—say, the value 3/4. (This can be done if we obtain
the information that this or that hypothesis belonging to the sequence
has been falsified.) In so far as these falsified hypotheses are elements of
¢ sequence, we thus would have to ascribe to them, just because of this
ormation, not the value o, but 3/4. And in general, the probability of
hypothesis would decrease by 1/# in consequence of the information
at it is false, where # is the number of hypotheses in the reference

259

*4 Ag explained in section 28 above, the singular statements which can be dedut
from a theory—the ‘instantial statements’—are not of the character of basic stateme
ot of observation statements, If we nevertheless decide to take the sequence of;
statements and base our probability upon the truth frequency within this sequence;:
the probability will be always equal to 1, however often the theory may be falsified
as has been shown in section 28, note #I, almost any theory is ‘verified’ by alm
instances (f.e. by almost all places k) The discussion following here in the text con
a very similar argument—also based upon ‘instantial statements’ (Le. negated
statements)—designed to show that the probability of a hypothesis, if based
these negated basic statements, would always be equal to one. :
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CORROBORATION 80. PROBABILITY OF HYPOTHESES

sequence. All this glaringly contradicts the programme of expre
in terms of a ‘probability of hypotheses’, the degree of reliability. ¢
we have to ascribe to a hypothesis in view of supporting or
mining evidence.

This seems to me to exhaust the possibilities of basing the concepy
of the probability of a hypothesis on that of the frequency o
statements (or the frequency of false ones), and thereby o
frequency theory of the probability of events.*5

closer examination’ nothing but probability statements (about some
crage frequencies within sequences of observations which always
ow deviations from some mean value), or whether we are inclined
- make a distinction between two different fypes of natural Jaws—
tween the ‘deterministic’ or “precision’ laws on the one hand, and
¢ ‘probability laws’ or ‘hypotheses of frequency’ on the other. For
both of these types are hypothetical assumptions which in their turn
an never become ‘probable’: they can only be corroborated, in the
nse that they can ‘prove their mettle’ under fire—the fire of our tests.
“How are we to explain the fact that the believers in probability
gic have reached an opposite view ? Wherein lies the error made by
ans when he writes—-at first in a sense with which I can fully
sree—that ‘. . . we can know nothing . . . for certain’, but then goes
n:to say: ‘At best we can only deal in probabilities. [And] the
edictions of the new quantum theory agree so well [with the
bservations] that the odds in favour of the scheme having some
respondence with reality are enormous. Indeed, we may say the
heme is almost certain to be quantitatively true . . .78

Undoubtedly the commenest crror consists in believing that
spothetical estimates of frequencies, that is to say, hypotheses
regarding probabilities, can in their turn be only probable; or in
ther words, in ascribing to hypotheses of probability some degree of
alleged probability of hypotheses. We may be able to produce 2
suasive argument in favour of this erroneous conclusion if we
member that hypotheses regarding probabilities are, as far as their
gical form is concerned (and without reference to our methodo-
gical requirement of falsifiability), neither verifiable nor falsifiable.
of. sections 65 to 68.) They are not verifiable because they are
niversal statements, and they are not strictly falsifiable because they
never be logically contradicted by any basic statements. They
thus (as Reichenbach puts it) completely undecidable.® Now they
, as I have tried to show, be better, or less well, ‘confirmed’, which is
ay that they may agree more, or less, with accepted basic state-

I think we have to regard the attempt to identify the probab
of a hypothesis with the probability of events as a complete failus
This conclusion is quite independent of whether we accept the clai
(it is Reichenbach’s) that all hypotheses of physics are ‘in realit

“5 Ope might summarize my foregoing attempts to make sense of Reichenbs
somewhat cryptic assertion that the probability of a hypothesis is to be measuted:
truth frequency, as follows. (For a similar summary, with criticism, see the pentlt
paragraph of appendix #i.)

Roughly, we can try two possible ways to define the probability of a theo
to count the number of experimentally testable statements belenging to the theory
to determine the relative frequency of those which turn out to be true; thisirela
frequency can then be taken as a measure of the probability of a theory, We may
this a probability of the first kind. Secondly, we can consider the theory as an elemient.
class of ideological entitics—say, of theories proposed by other scientists—and w
then determine the relative frequencies within this class. We may call this a grob
of the second kind. : '

In my text I tried, further, to show that each of these two possibilities of
sense of Reichenbach’s idea of truth frequency leads to results which must b
unacceptable to adherents of the probability theory of induction. :

Reichenbach replied to my criticism, not so much by defending his view
attacking mine. In his paper on my book (Erkenntnis 5, 19335, pp. 267-284), he sai
‘the results of this book are completely untenable’, and explained this by a failure
‘method’—by my failure ‘to think out 2ll the consequences” of my conceptual sy

Section iv of his paper {pp. 274 f.) is devoted to our problem—the probabil
hypotheses. 1t begins: ‘In this connection, some remarks may be added ab
probability of theories—remarks which should render more complete my so f:
brief communications of the subject, and which may remove a certain obscurity
still surrounds the issue.” After this follows a passage which forms the second para
of the present note, headed by the word ‘Roughly’ {the only word which I hav
to Reichenbach’s text). o

Reeichenbach remains silent about the fact that his attempt to remove ‘the obsc
which still surrounds the issue’ is but a sumnmary—a rough one, admittedly—of:
pages of the very book which he is attacking. Yet in spite of this silence I feel tha
take it as a great compliment from so experienced a writer on probability (who;
time of writing his reply to my book had two books and about a dozen papersio
subject to his credit) that he does accept the results of my endeavours to ‘think
consequences’ of his ‘all too brief communications on the subject’. This success o
endeavours was due, 1 believe, to a rule of ‘method’; that we should alwayst
clarify and to strengthen our opponent’s position as much as possible before cril
him, if we wish our criticism to be worth while. :
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Jeans, The New Background of Science (1934), p. §8. {Only the words *for certain’
¢ italicized by Jeans.}

Reickenbach, Erkerntnis I, 1930, p. 169 (o, also Reichenbach’s reply to my note
tkenntnis 3, 1933, p- 426 f). Sirilar ideas about the degrees of probability or
ttanty of inductive knowledge occur very frequently (¢f. for instance Russell, Our
owledge of the External World, 1026, p. 225 f., and The Analysis of Matter, 1927,
141 and 398).
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CORBROBORATION 8§1. INDUCTIVE LOGIC

“events. This is the conclusion which emerges from the examination
rried out in the previous section. But might not a different approach
d to a satisfactory definition of the idea of a probability of hypotheses?
1 do not believe that it is possible to construct a concept of the
obability of hypotheses which may be interpreted as expressing a
cgree of validity’ of the hypothesis, in analogy to the conceprs
e’ and ‘false’ (and which, in addition, is sufficiently closcly related
, the concept ‘objective probability’, i.e. to relative frequency, to
stify the use of the word ‘probability’).! Nevertheless, I will now,
r the sake of argument, adopt the supposition that such a concept
as in fact been successfully constructed, in order to raise the question:
w would this affect the problem of induction?

~ Let us suppose that a certain hypothesis—say Schrodinger’s theory
is recognized as ‘probable’ in some definite sense; either as ‘probable
“this or that numerical degree’, or merely as ‘probable’, without
specification of a degree. The statement that describes Schrodinger’s
ory as ‘probable” we may call its appraisal.

An appraisal must, of course, be a synthetic statement—an
sertion about ‘reality’—in the same way as would be the statement
chrodinger’s theory is true’ or ‘Schrédinger’s theory is false’. All
ch statements obviously say something about the adequacy of the
cory, and are thus certainly not tautological.** They say that a theory

ments. This is the point where, it may appear, probability Io
comes in. The symmetry between verifiability and falsifiabil;
accepted by classical inductivist logic suggests the belief that it st
possible to correlate with these ‘undecidable’ probability stateine
some scale of degrees of validity, something like ‘continuous degress
probability whose unattainable upper and lower limits are truth:
falsity’,” to quote Reichenbach again. According to my view, how
probability statements, just because they are completely undecidah
are metaphysical unless we decide to make them falsifiable by accept
a methodological rule. Thus the simple result of their non-falsifiahili
is not that they can be better, or less well corroborated, but that 4
cannot be empirically corroborated at all. For otherwise—seeing that th
rule out nothing, and are therefore compatible with every b
statement—they could be said to be ‘corroborated’ by every arbitrg
chosen basic statement (of any degree of composition) provided
describes the occurrence of some relevant instance,

I believe that physics uses probability statements only in the
which T have discussed at length in connection with the theory
probability; and more particularly that it uses probability assumption:
just like other hypotheses, as falsifiable statements. But I shoul
decline to join in any dispute about how physicists ‘in fact’ procee
since this must remain. largely a matter of interpretation.

We have here quite a nice illustration of the contrast between m
view and what I called, in section 10, the ‘naturalistic’ view, W
can be shown is, first, the internal logical consistency of my
and secondly, that it is free from those difficulties which beset
views. Admittedly it is impossible to prove that my view is cor
and a controversy with upholders of another logic of science:
well be futile. All that can be shown is that my approach to. thi

“particular problem is a consequence of the conception of scienc
which T have been arguing*®

(Added while the book was in proof.) It is conceivable that for estimating degrees

“torroboration, one might find 2 formal system showing some Jimited formal analogies

ith the caleulus of probability (e.g. with Bayes's theoremy), without however haviing
1ything it common with the frequency theory. I am indebted to Dr. J. Hosiasson

or suggesting this possibility to me. I am satisfied, however, that it is quite impossble
“tackle the problem of induction by such methods with any hope of success. *See also
ote 3 to section #§7 of my Postscript.

“.x Since 1938, I have upheld the view that ‘to justify the use of the word probability’,
s'my text puts it, we should have to show that the axioms of the formal calcuus ate
tisfied. (Cf. appendices ii to *v, and especially section 28 of my Postseript.) This would
‘course include the satisfaction of Bayes’s theoremn. As to the formal analogies between
aves's theorem on probability and certain theorems on degree of corroboration, see
spendix *ix, point 9 (vii) of the first note, and points (12) and (13) of section #32 of
1y Postseript,

*1 The probability statement ‘p{S,e) = ', in words, ‘Schrédinger’s theory, given the
vidence e, has the probability ¥—a statement of relative or conditional logical
robability—may certainly be tautological {provided the values of e and r are chosen so as
v fit each other: if e consists only of observational reports, r will bave to equal zero ina
ufficiently large universe). But the ‘appraisal’, in our sense, would have a different form
ée section 84, below, especially the text to note *2)—for example, the following:
#(S) = r, where k is today's date; or in words: ‘Schridinger’s theory has foday (in view
£ the actual total evidence now available) a probability of r.” In order to obtain this
ssessment, pp{S) = r, from (i) the tantological statement of relative probability
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81. Inductive Logic and Probability Logic. _
The probability of hypotheses cannot be reduced to the proba

7 Reichenbach, Erkenntnis 1, 1930, p. 186 {¢f. note 4 to section 1}.
*6 The last two paragraphs were provoked by the ‘naturalistic® approach som
adopted by Reichenbach, Neurath, and others; <. section 10, above.
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2. THEORY OF CORROBORATION

is adequate or inadequate, or that it is adequate in some degr
Further, an appraisal of Schrédinger’s theory must be a non-verif;
synthetic statement, just like the theory itself. For the ‘probabil
of a theory—that is, the probability that the theory will rem;
acceptable—cannot, it appears, be deduced from basic statements fpigh
finality. Thercfore we are forced to ask: How can the appraisal
justified? How can it be tested? (Thus the problem of indu
arises againj see scction. I.) :

As to the appraisal itself, this may either be asserted to be ‘triy
or it may, in its turn, be said to be ‘probable’. If it is regarded as ‘tru
then it must be a true synthetic statement which bas not been empirica
verified—a synthetic statement which is @ priori true. If it is regard
as ‘probable’, then we need a mew appraisal: an appraisal of ¢
appraisal, as it were, and therefore an appraisal on a higher level
But this means that we are caught up in an infinite regress. The'appe
to the probability of the hypothesis is unable to improve the precario
logical situation of inductive logic. __

Most of those who believe in probability logic uphold the view
that the appraisal is arrived at by means of a “principle of inductio
which ascribes probabilities to the induced hypotheses. But if ;
ascribe a probability to this principle of induction in its turn, then
infinite regress continues. If on the other hand they ascribe ‘iru
to it then they are left with the choice between infinite regress a
a priorism. ‘Once and for all’, says Heymans, ‘the theory of probability
is incapable of explaining inductive arguments; for precisel
same problem which lurks in the one also lurks in the other

the empirical application of probability theory). In both cases

conclusion goes beyond what is given in the premises.”? Thus nothing
is gained by replacing the word ‘true’ by the word ‘probable’, and
the word ‘false’ by the word ‘improbable’. Only if the asymmetry
between verification and falsification is taken into account—that asym-
metry which results from the logical relation between theories and
basic statements—is it possible to avoid the pitfalls of the problem
of induction.

Believers in probability logic may try to meet my criticism by
asserting that it springs from a mentality which is ‘tied to the frame-
work of classical logic’, and which is therefore incapable of following
the methods of reasoning employed by probability logic. I freely
admit that I am incapable of following these methods of reasoning.

82. The Positive Theory of Corroboration: How a Hypothesis may
' “Prove its Mettle’.

Cannot the objections I have just been advancing against the
probability theory of induction be turned, perhaps, against my own
yiew? It might well seem that they can; for these objections are
based on the idea of an appraisal. And clearly, I have to use this
idea too. I speak of the ‘corroboration’ of a theory; and corroboration
can. only be expressed as an appraisal. (In this respect there is no
difference between corroboration and probability.) Moreover, I too
hold that hypotheses cannot be asserted to be ‘true’ statements, but that
they are ‘provisional conjectures’ (or something of the sort); and
this view, too, can only be expressed by way of an appraisal of these
hypotheses.

The second part of this objection can easily be answered. The
appraisal of hypotheses which indeed I am compelled to make use
of, and which describes them as ‘provisional conjectures’ (or some-
thing of the sort) has the status of a tautology. Thus it does not give rise

(85,6} = r, and (if) the statement ‘e is the total evidence available today’, we must appl
principle of inference (called the ‘rule of absolution’ in my Posfscript, sections #43 and %g
This principle of inference looks very much like the medus ponens, and it may theref;
seern that it should be taken as analytic. But if we take it to be analytic, then this amioz
to the decision to consider py as defined by (i) and (i), or at any rate as meaning #o.#
than do (i) and (if) together; but in this case, py cannot be interpreted as being of a
practical significance: it certainly cannot be interpreted as a practical measure of 8
tability, This is best seen if we consider that in a sufficiently large universe, prite) RS
every universal theory ¢, provided e consists only of singular statements, (Cf. appest
#vii and #viii.) But in practice, we certainly do accept some theories and reject oth
If, on the other hand, we interpret py as degree of adequacy or acceptability, thén
principle of inference mentioned—the “rule of absolution’ (which, on this interpret
becomes a typical example of a ‘principle of induction”}—is simply fafse, and theref
clearly non-analytic.

® Heymans, Gesetze und Elemente des wissenschafilichen Denkens (1800, 1804), p. 200 f.;
third edition, 1915, p. 272. Heymans’s argument was anticipated by Hume in his
nonymous pamphlet, An Abstract of a Book lately published entifled A Treatise of Human
WNature, 1740, 1 have little doubt that Heymans did not know this pamphlet which was
re-discovered and attributed to Hume by J. M. Keynes and P. Sraffa, and published by
them in 1938. I knew neither of Hume’s nor of Heymans's anticipation of my arguments
against the probabilistic theory of induction when I presented them in 1931 in an earlicr
ok, still unpublished, which was read by several members of the Vienna Circle,
e fact that Heymans’s passage had been anticipated by Hume was pointed out to
me by J. O. Wisdom; ¢f. his Foundations of Inference in Natural Science, 1952, p. 218.
Hume’s passage is quoted below, in appendix #vii, text to footnote 6,
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to difficulties of the type to which inductive logic gives rise. For. - 1 have no serious objections to this last formulation, except that
description only paraphrases or interprets the assertion. (to which s seems to me insufficient for an adequate characterization of the
equivalent by definition) that strictly universal statements, i.e. theor ositive degree of corroboration of a theory. For we wish to
cannot be derived from singular statements. e seak of theories as being better, or less well, corroborated. But the
The position is similar as regards the first part of the objectio bgree of corroboration of a theory can surely not be established simply
which concetns appraisals stating that a theory is corroborated..” y counting the number of the corroborating instances, i.e. the accepted
appraisal of the corroboration is not a hypothesis, but can be derive asic statements which are derivable in the way indicated. For it may
if we are given the theory as well as the accepted basic statement, appen that one theory appears to be far less well corroborated than
It asserts the fact that these basic statements do not ontradic other one, even though we have derived very many basic state-
theory, and it does this with due regard to the degree of testab ents with its help, and only a few with the help of the second. As
of the theory, and to the severity of the tests to which the theory: anexample we might compare the hypothesis ‘All crows are black’
been subjected, up to a stated period of time. 3 ith the hypothesis (mentioned in section 37) ‘the electronic charge
‘We say that a theory is ‘corroborated’ so long as it stands up s the value determined by Millikan’. Although in the case of a
these tests. The appraisal which asserts corroboration. (the corrobora ypothesis of the former kind, we have presumably encountered
appraisal) establishes certain fundamental relations, viz. compatibili any more corroborative basic statements, we shall nevertheless judge
and incompatibility. We regard incompatibility as falsification of llikan’s hypothesis to be the better corroborated of the two.
theory. But compatibility alone must not make us attribute tc This shows that it is not so much the number of corroborating
theory a positive degree of corroboration: the mere fact that a the stances which determines the degree of corroboration as the severity
has not yet been falsified can obviously not be regarded as sufficien the varions fests to which the hypothesis in question can be, and has
For nothing is casier than to construct any number of theoret cén, subjected. But the severity of the tests, in its turn, depends upon
systems which are compatible with any given system of accep e degree of testability, and thus upon the simplicity of the hypothesis:
basic statements. (This remark applies also to all ‘metaphysi e hypothesis which is falsifiable in a higher degree, or the simpler
systems. ) ypothesis, is also the one which is corroborable in a higher degree
I might PerhaPS be SUggEStEd that a t}.lco-ry Shmﬂd. be aCF'O This is another point in which there is agreement between my view of simplicity
some positive degree of corroboration if it is compatible with. Weyls; . note 7 to section 42. #This agrcement is 2 consequence of the view, dire
system of accepted basic statements, and if, in addition, part of Jeffreys, Wrinch, and Weyl (g note 7 to section 42), that the paucity of the para-

. ‘derine th eters of a function can be used as a measure of its simplicity, taken in conjunction with
system can be derived from the theory. Or, considering tha view (¢f. sections 38 ) that the paucity of the parameters can be used as a measure

statements are not derivable from a purely theoretical system (thot stability or improbability—a view rejected by these authors, (See also notes *1 and
their negations may be so derivable), one might suggest that sections 43.)

following rule should be adoptcd: a thCOIT'Y is to be accorded a po 108 if we omit this restriction, the present definition turas into my criterion of
degree of corroboration if it is compatible with the accepted bask niarcation.

R - . ccondly, if instead of omitting this restriction we restrict the class of the derived
ments and if, in addition, a nonp-empty sub-class of these basic stat _ epted basic statements further, by demanding that they should be accepted as the
is derivable from the theory in conjunction with the other acc its of sincere attempts to refute the theory, then our definition becomes an adequate

ition of “positively corroborated’, though not, of course, of ‘degree of corrohora~

. The argument supporting this claim is implicit in the text here following, More-

S ; the basic statements so accepted may be described as ‘corroborating statements’
*1 The tentative definition of ‘positively corroborated” here given (but reject e theory. . i o )

insufficient in the next paragraph of the text because it does not explicitly ref t should be noted that instantial statements’ (f.e. negated basic statements; see

results of severe tests, i.e. of attempted refutations) is of interest in at least two on 28) cannot be adequately described as corroborating or confirming statcments

basic statements.*1

Fisst, it is closely related to my criterion of demarcation, especially to that formul e theory which they instantiate, owing to the fact that we know that every universal
of it to which I have attached note *I to section 21. In fact, the two agree exc Is instantiated almost everywhere, as indicated in note +1 to section 28. (See also
the restriction to gccepted basic statements which forms part of the present dei *4 to sectiont 8o, and text.)
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Of course, the degree of corroboration actually attained does
depend only on the degree of falsifiability: a statement may be falsifia
to a high degree yet it may be only slightly corroborated, or it
in fact be falsified. And it may perhaps, without being falsified,
superseded by a better testable theory from which it—or a sufficient]
close approximation to it—can be deduced. (In this case too its deg
of corroboration is lowered.) .
The degree of corroboration of two statements may not be ¢g
parable in all cases, any more than the degree of falsifiability
cannot define a numerically calculable degree of corroboration, b
can speak only roughly in terms of positive degrees of corroborati
negative degrees of corroboration, and so forth.*? Yet we can lay do
various rules; for instance the rule that we shall not contin
accord a positive degree of corroboration to a theory which has be
falsified by an inter-subjectively testable experiment based upo
falsifying hypothesis (. sections 8 and 22). (We may, however, und
certain circumstances accord a positive degree of corroboration
another theory, even though it follows a kindred line of thought.
example is Einstein’s photon theory, with its kinship to NeWt
corpuscular theory of light.) Tn general we regard an inter—sub_jec_tl_
testable falsification as final (provided it is well tested): this is the-
in which the asymmetry between verification and falsification
theories makes itself felt. Each of these methodological poin
tributes in its own peculiar way to the historical development of scis
as a process of step by step approximations. A corroborative appr
made at a later date—that is, an appraisal made after new basic st
ments have been added to those already accepted—can repla
positive degree of corroboration by a negative one, but not vice
And although I believe that in the history of science it is alwa
theory and not the experiment, always the idea and not the ob
vation, which opens up the way to new knowledge, I aI‘so.b_
that itis always the experiment which saves us from following
that leads nowhere: which helps us out of the rut, and which chall
us to find a new way. '

#2 As far as practical application to existing theories goes, this seems to: ¢
cortect; but I think now that it is possible to definc *degree of corroboration’ in's
way that we can compare degrees of corroboration (for ;}gample, those of Newto
of Einstein’s theory of gravity). Moreover, this definition makes it even pos
attribute numerical degrees of corroboration to statistical hypotheses, and perhaj
to other statements provided we can attribute degrees of (absolute and relative)'l
probability to them. See also appendix *ix. :

268

Thus the degree of falsifiability or of simplicity of a theory enters
ito the appraisal of its corroboration. And this appraisal may be re-
arded as one of the logical relations between the theory and the
ccepted basic statements: as an appraisal that takes into considera-
on the scverity of the tests to which the theory has been subjected.

3. Corroborability, Testability, and Logical Probability **

 In appraising the degree of corroboration of a theory we take into
ccount its degree of falsifiability. A theory can be the better corro-
orated the better testable it is. Testability, however, is converse to
¢ concept of logical probability, so that we can also say that an appraisal
f corroboration takes into account the logical probability of the state-
ent in question. And this, in turn, as was shown in section 72, is
elated to the concept of objective probability—the probability of
vents. Thus by taking logical probability into account the concept of
orroboration. is linked, even if perhaps onlyindirectly and loosely, with
at of the probability of events. The idea may occur to us that there
erhaps a connection here with the doctrine of the probability of
ypotheses criticized above.

When trying to appraise the degree of corroboration of a theory
may reason somewhat as follows. Its degree of corroboration will
ease with the number of its corroborating instances. Here we usually
ord to the first corroborating instances far greater importance than
later ones: once a theory is well corroborated, further instances
ise its degree of corroboration only very little. This rule however
oes not hold good if these new instances are very different from the
atlier ones, that is if they corroborate the theory in a new field of applica-
. In this case, they may increase the degree of corroboration very
onsiderably. The degree of corroboration of a theory which has a
igher degree of universality can thus be greater than that of a theory
hich has a lower degree of universality (and therefore a lower degree
falsifiability). In a similar way, theories of a higher degree of
recision can be better corroborated than less precise ones, One of the
asons why we do not accord a positive degree of corroboration to
typical prophecies of palmists and soothsayers is that their pre-

1If the terminology is accepted which I first explained in my note in Mind, 1938,
:the word ‘absolute’ should be inserted here throughout (as in sections 34, etc.)
fore “logical probability’ (in contradistinction to ‘relative’ or ‘conditional’ logical
obability); o appendices #ii, #iv, and #ix.
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Among those who argue in this way is Keynes who uses the
pression ‘a priori probabilicy’ for what I call ‘logical proba-
ility’. (See note 1 to section 34.) He makes the following perfectly
ccurate remark! regarding a ‘generalization’ g (i.e. a hypothesis) with
e ‘condition’ or antecedent or protasis ¢ and the ‘conclusion’ or
onsequent or apodosis f: “The more comprehensive the condition ¢
and the less comprehensive the conclusion f; the greater a priori*¢
robability do we attribute to the generalization g. With every increase
¢ this probability increases, and with every increase in f it will
jminish.” This, as Isaid, is perfectly accurate, even though Keynes does
ot draw a sharp distinction™® between what he calls the ‘probability of
‘generalization’—cotresponding to what is here called the ‘proba-
ility of a hypothesis'—and its ‘a priori probability’. That Keynes
evertheless intends by his ‘probability’ the same as 1 do by my
orroboration” may be seen from the fact that his ‘probability” rises
ith the number of corroborating instances, and also (most important)
ith the increase of diversity among them. (But Keynes overlooks
e fact that theories whose corroborating instances belong to widely
ifferent fields of application will usvally have a correspondingly
igh degree of universality. Hence his two requirements for obtaining
‘high probability—the least possible universality and the greatest
ossible diversity of corroborating instances—will be, as a rule,
compatible.)

Expressed in my terminology, Keynes’s theory implies that corro-
oration (or the probability of hypotheses) decreases with testability,

1Keynes, A Treatise on Probability (1921), pp. 224 f. Keynes’s condition ¢ and con-
ision f correspond (¢f note 6 to section 14} to our conditioning statement function
.glfand our consequence statement function f; ¢f. also section 36, It should be noticed
‘that Keynes called the condition or the conclusion mwore comprehensive if its content,
its intension, rather than its extension, is the greater. {I am alluding to the inverse
lationship holding between the intension and the extension of a term.)

- ¥4 Keynes persistently follows some other eminent Cambridge logicians in writing
“priori’ and ‘a posteriori’; one can only say, 4 propos de rien—unless, perhaps, apropos
f.'d propos’.

*2 Keynes does, in fact, allow for the distinction between the « priori (or ‘absolute
gical’, as I now call it} probability of the ‘generalization’ g and its probability with
spect to a given piece of evidence h, and to this extent, my statement in the text
ceds correction. (He makes the distinction by assuming, correctly ¢hough perhaps
nly implicitly—sce p. 225 of the Treatise—that if =gy, and f=f; f, then the a priori
tobabilities of the various g are: g(, )2 g(@, f) > £(@y, f).} And he correctly proves
t the (a posteriori) probabilities of these hypotheses g (w1th respect to any given
ece of evidence h) are related in the same way as their a priorf probabilities, Thus he
oves that the probabilities are related like the (absolute} Iogical probabilities; while
iy cardinal point was, and still is, that their degree of corroborability and of corrobera-
on are related in the opposite way.

dictions are so cautious and imprecise that the logical probabilit
their being correct is extremely high. And if we are told that mg
precise and thus logically less probable predictions of this kind hy
been successful, then it is not, as a rule, their success that we
inclined to doubt so much as their aﬁeged logical 1mprobabﬂ1ty-
since we tend to believe that such prophecies are non-corroborable; w
also tend to argue in such cases from their low degree of corroborabﬂ;
to their low degree of testability.

If we compare these views of mine with what is implicit
(inductive} Probablhty logic, we get a truly remarkable res
According to my view, the corroborability of a theoryw-and also ¢
degree of corroboration of 2 theory which has in fact passed seve
tests, stand both, as it were,*? in inverse ratio to its logical probabilit
for they both increase with its degree of testability and simplici
But the view implied by probability logic is the precise opposit
this. Its upholders let the probability of a hypothesis increase in dir
proportion to its logical probability—although there is no doubt'th
they intend their ‘probability of a hypothesis’ to stand for much
same thing that I try to indicate by ‘degree of corroboration’ *3

#2 ] said in the text ‘as if were’: 1 did so because I did not really believe in numet]
(absolute) logical probabxhtles In consequence of this, I wavered, when writinig: |
text, between the view that the degree of corroborability is complementary to (absol
logical probability and the view that it is inversely proportional; or in other wor
between a definition of C(g), i.e. the degree of corroborability, by C(g) =1
which would make corroborability equal to content, and by C(g) = 1/P(g), where P(g) i
the absolute logical probability of g. In fact, definitions may be adopted which le:
cither of these consequences, and both ways seem fairly satisfactory on intuitive giou
this explains, perhaps, my wavering., There are strong reasons in favour of the
method, or else of 2 logarithmic scale applied to the second method. See appendix

*#3 The last lines of this paragraph, especially from the italicized sentence on (it
not italicized in the original) contain the crucial point of my criticism of the prob :

- theory of induction, The point may be summarized as follows.

We want simple hypotheses—hypotheses of a high content, a high degree of testabili
These are also the highly corroborable hypotheses, for the degrce of corroboratic
hypothesis depends mainly upon the severity of its tests, and thus upon its testab
Now we know that testability is the same as high (absolute) logical :mprabab:h
low (absolute) logical probability. :

But if two hypotheses, ki, and h,, are comparable with, respect to their content_
thus with respect to their (absolute) logical probability, then the following:halk
let the (absolute) logical probability of b be smaller than that of by, Then, whateve
evidence e, the (relative) logical probability of k; given e can never exceed that
given e. Thus the better testable and better corroborable hypothesis can never obtain a 'k
probability, on the given evidence, than the less testable one. But this entails that degr
corroboration cannat be the same as probability.

This is the crucial result. My later remarks in the text merely draw the concl
from it: if you value high probab111ty, you must say very little—or better still no
at all: tautologies will always retain the highest probability.
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»f Kaila.® Whilst I believe that it is the simple theories, and those
which make little use of auxiliary hypotheses (¢f. section 46) which
can be well corroborated, just because of their logical improbability,
Kaila interprets the situation in precisely the opposite way, on grounds
itnilar to Keynes's. He too sees that we usually ascribe a high proba-
ility (in our terminology, a high ‘probability of hypotheses’) to
jmple theories, and especially to those needing few auxiliary hypo-
heses. But his reasons are the opposite of mine. He does not, as I do,
ascribe a high probability to such theories because they are severely
estable, or logically improbable; that is to say because they have, a priori
s it were, many opportunities of clashing with basic statements. On the
ontrary he ascribes this high probability to simple theories with few
uxiliary hypotheses because he believes that a system consisting of
ew hypotheses will, 4 priori, have fewer opportunities of clashing with
eality than a system consisting of many hypotheses. Here again one
wonders why we should ever bother to construct these adventurous
theories. If we shrink from conflict with reality, why invite it by
naking assertions? Qur aim being security, our safest course would
to adopt a system without hypotheses.

My own rule which requires that auxiliary hypothescs shall be
used as sparingly as possible (the ‘principle of parsimony in. the use of
iypotheses’) has nothing whatever in common with considerations
uch as Kaila’s. I am not interested in merely keeping down the number
f our statements: I am interested in their simplicity in the sense of high
estability. It is this interest which leads, on the one hand, to my rule
that auxiliary hypotheses should be used as sparingly as possible, and on
the other hand, to my demand that the number of our axioms—of
ur most fundamental hypotheses—should be kept down. For this
atter point arises out of the demand that statements of a high level
f universality should be chosen, and that a system consisting of
many ‘axioms’ should, if possible, be deduced from (and thus
xplained by) one with fewer “axioms’, and with axioms of a higher
evel of universality.

CORROBORATION

He is led to this view by his belief in inductive logic*® For it is:th,
tendency of inductive logic to make scientific hypotheses as cer?
as possible. Scientific significance is assigned to the various hypothe
only to the extent to which they can be justified by experience,
theory is regarded as scientifically valuable only because of the clog
logical proximity (cf. note 2 to section 48 and text) between the theor
and empirical statements. But this means nothing else than that th
content of the theory tust go as little as possible beyond what
empirically established *7 This view is closely connected with a tendcn_
to deny the value of prediction. “The peculiar virtue of predictior
Keynes writes? *, . . is altogether imaginary. The number of instan
examined and the analogy between them are the essential points
and the question as to whether a particular hypothesis happens to b
propounded before or afier their examination is quite irrelevar
In reference to hypotheses which have been ‘e priori proposed’~—that
is, proposed before we had sufficient support for them on inductiv
erounds—Keynes writes: ‘, . .if it is a mere guess, the lucky fact
its preceding some or all of the cases which verify it adds nothin
whatever to its value.” This view of prediction is certainly consisten
But it makes one wonder why we should ever have to generalize 3
all. What possible reason can there be for constructing all th
theories and hypotheses? The standpoint of inductive logic ma
these activities quite incomprehensible. If what we value most
the securest knowledge available—and if predictions as such contrib
nothing towards corroboration—why then may we not rest cont
with our basic statements ?*8 _
Another view which gives rise to very sitnilar questions is

#9 See my Postscript, chapter +iL In my theory of corroboration—in direct oppost
to Keynes's, Jeffreys's, and Carnap’s theories of probability—corroboration do
decrease with testabitity, but tends to increase with it. R

*7 This may also be expressed by the unacceptable rule: ‘Always choos
hypothesis which is most ad hoc!’

2 Keynes, op. cf., p. 3035. ) )

8 Carnap, in his Logical Foundations of Probability (1950) believes in the prad
value of predictions; nevertheless, he draws part of the conclusion here r_nentloned
we might be content with our basic staterments. For he says that theorics (he speak
‘laws’) are ’not indispensable’ for science—not even for making predictions: we
manage throughout with singular statements. ‘Nevertheless’, he writes (p. 575)
expedient, of course, to state universal laws in books on physics, biology, psycholog:
ete.’ But the question is not one of expediency—it is one of scientific curiosity. S0
scientists want to explain the world: their aim is to find satisfactory explanatory theo
well testable, f.e. simple theories—and to test them. {See also appendix *x and se
*15 of my Postscript,)

4. Rematks Concerning the Use of the Concepts ‘True’ and ‘Corroborated’.
_ In the logic of science here outlined it is possible to avoid using

3 Raila, Die Principien der Wahrscheinlichkeitslogike {Annales Universitatis Aboensis,
Farke 1926), p. 140.
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tautology’, ‘contradiction’, “confunction’, ‘implication’ and others of the
nd. These are non-empirical concepts, logical concepts? They
escribe or appraise a statement irrespective of any changes in the
mpirical world. Whilst we assume that the properties of physical
bjects (of ‘genidentical’ objects in Lewin’s sense) change with the
assage of time, we decide to use these logical predicates in such a
yay that the logical propertics of statements become timeless: if a
fatement Is a tautology, then it is a tautology once and for all. This
ame timelessness we also attach to the concepts ‘true’ and ‘false’, in
grcement with common usage. It is not common usage to say of a
fatement that it was perfectly true yesterday but has become false
oday. If yesterday we appraised a statement as true which today we
ppraise as false, then we implicitly assert today that we were mistaken
esterday; that the statement was false even yesterday—timelessly
alse—but that we erroneously ‘took it for true’.

Here one can see very clearly the difference between truth and
orroboration. The appraisal of a statement as corroborated or as
ot coroborated is also a logical appraisal and therefore also
meless; for it asserts that a certain logical relation holds between
‘theoretical system and some system of accepted basic statements.
ut we can never simply say of a statement that it is as such, or in
itself, ‘corroborated’ (in the way in which we may say that it is ‘true’).
We can only say that it is corroborated with respect to sotne system of basic
taterments—a system accepted up to a particular point in time. “The
orroboration which a theory has received up to yesterday’ is logically
of identical with ‘the corroboration which a theory has received up
to today’. Thus we must attach a subscript, as it were, to every
ppraisal of corroboration—a subscript characterizing the system of
asic statements to which the corroboration relates (for example, by the
ate of its acceptance).*?

Corroboration is therefore not a ‘truth value’; that is, it cannot be
laced on a par with the concepts ‘true’ and ‘false” (which are free from
mporal subscripts); for to one and the same statement there may be
y number of different corroboration values, of which indeed all
an be ‘correct’ or ‘true’ at the same time. For they are values which are
gically derivable from the theory and the various sets of basic state-
ents accepted at various times.

idded in 1934 in proof.)
1 Carnap would probably say ‘syntactical concepts’ (¢f: his Logical Syntax of Language).
*2 Cf. note =1 to section §I.

the concepts ‘true’ and ‘false’** Their place may be taken by logical
considerations about derivability relations. Thus we need not sg,y--
“The prediction p is true provided the theory ¢ and the basic statem
b are true.” We may say, instead, that the statement p follows from tha
(non-contradictory} conjunction of f and b. The falsification of ;
theory may be described in a similar way. We need not say that 't}
theory is “false’, but we may say instead that it is contradicted b
certain set of accepted basic statements. Nor need we say of b
statements that they are ‘true’ or ‘“false’, for we may interpret the
acceptance as the result of a conventional decision, and the accep
statements as results of this decision. :

This certainly does not mean that we are forbidden to use the
concepts ‘true’ and ‘false’, or that their use creates any particiﬂ
difficulty. The very fact that we can avoid them shows that they cain
give rise to any new fundamental problem. The use of the concepts
‘true’ and ‘false’ is quite analogous to the use of such concepts '

*1 Not long after this was written, I had the good fortune to meet Alfred Tarski vw]
explained to me the fundamental ideas of his theory of truth. It is a great pity that'd]
theory—one of the two great discoveries in the field of logic made since Principia
Mathematica—is still often misunderstood and mistepresented. It cannot be too steongly
emphasized that Tarski’s idea of truth (for whose definition with respect to formali
languages Tarski gave a method) is the same idea which Aristotle had in min
indeed most people (except pragmatists): the idea that truth is correspondence with
Jacts {or with reality). But what can we possibly mean if we say of a statement th
corresponds with the facts (or with reality)? Once we realize that this corresponde;
cannot be one of structural similarity, the task of elucidating this correspondence seer
hopeless; and as a consequence, we may become suspicious of the concept of truth; 5
prefer not to use it. Tarski solved this apparently hopeless problem (with respéct
formalized languages), by reducing the unmanageable idea of correspondence’t
simpler idea (that of ‘satisfaction’ or ‘fulfilment”). L

Owing to Tarski’s teaching, T am no longer hesitant in speaking of ‘truth’ and “falsii
And like everybody else’s views (unless be is a pragmatist), my views turned out; ag
matter of course, to be consistent witl Tarski’s theory of absolute trath, Thus althe
my views on formal logic and its philosophy were revolutionized by Tarski’s theory,
views on science and its philosophy were unaffected. v

The current criticism of Tarski’s theory seems to me completely off the mark
said that his definition is artificial and complex; but since he defines truth with 1
to formalized languages, it has to be based on the definition of a weli~formed formi
in such 2 language; and it is of precisely the same degree of “artificiality’ or ‘complexit
as this definition. It is also said that only propositions or statements can be troe or. £
but not sentences. Pethaps ‘sentence’ was not a good translation of Tarski’s orig
terminology. ([ personally prefer to speak of “statermnent’ tather than of ‘sentence’;
for example my ‘Note on Taxski’s Definition of Truth’, Mind &4, 1953, p. 388, footn
1.} But Tarski himself made it perfectly clear that an uninterpreted formula (o
string of symbols) cannot be said to be trae or false, and that these terms only appl;
interpreted formulae—to ‘meaningful sentences’ (as the translation has it). Improves
in terminology are always welcome; but it is sheer obscurantism to criticize a theory
terminological grounds.
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ased on deductive inferences from the higher to the lower level;*1 on
the other hand, the levels of universality are reached, in the order of
time, by proceeding from lower to higher levels.

- The question may be raised: “Why not invent theories of the
highest level of universality straight away? Why wait for this quasi-
inductive evolution? Is it not perhaps because there is after all
an inductive element contained in it? I do not think so. Again and
again suggestions are put forward—conjectures, or theories—of all
ossible levels of universality. Those theories which are on too high
a level of universality, as it were (that is, too far removed from the
evel reached by the testable science of the day) give rise, perhaps,
o a ‘metaphysical system’. In this case, even if from this system
tatements should be deducible (or only semi-deducible, as for example
in the case of Spinoza’s system), which belong to the prevailing scien-
tific system, there will be no new testable statement among them;
which means that no crucial expetiment can be designed to test the
system in question.®® If, on the other hand, a crucial experiment can be
designed for it, then the system will contain, as a first approximation,
some well corroborated theory, and at the same time also something
new—and something that can be tested. Thus the system will not, of
course, be ‘metaphysical’. In this case, the system in question may
be looked upon as a new advance in the quasi-inductive evolution of
science. This explains why a link with the science of the day is as a
ule established only by those theories which are proposed in
an attempt to meet the current problem situation; that is, the
current difficulties, contradictions, and falsifications. In proposing a
solution to these difficulties, these theories may point the way to a
crucial experiment.

. To obtain a picture or model of this quasi-inductive evolution of
science, the various ideas and hypotheses might be visualized as
particles suspended in a fluid, Testable science is the precipitation
of these particles at the bottom of the vessel: they settle down in layers

(of unmiversality). The thickness of the deposit grows with the

The above remarks may also help to elucidate the contrast betv;
my views and those of the pragmatists who propose to define ‘trush
terms of the success of a theory—and thus of its usefulness, or of its confifmy
tion or of its corroboration. If their intention is merely to assert t
a logical appraisal of the success of a theory can be no more th
an appraisal of its corroboration, I can agree. But I think that
would be far from ‘wseful’ to identify the concept of corroboratis
with that of truth.*® This is also avoided in ordinary usage.:
onc might well say of a theory that it has hardly been corrobora
at all so far, or that it is still uncorroborated. But we should

normally say of a theory that it is hardly true at all so far, or that
is still false.

85. The Path of Science.

One may discern something like a general direction in the evolutio
of physics—a direction from theories of a lower level of universalit
to theories of a higher level. This is usually called the ‘inductive
direction; and it might be thought that the fact that physics advan
in this ‘inductive’ direction could be used as an argument in favou
of the inductive method.

Yet an advance in the inductive direction does not necessaril
consist of a sequence of inductive inferences. Indeed we have show
that it may be explained in quite different terms—in terms of degre
of testability and corroborability. For a theory which has been we
corroborated can only be superseded by one of a higher level of univ
sality; that is, by a theory which is better testable and which, inadditior
contains the old, well corroborated theory—or at least a good appro
mation to it. It may be better, therefore, to describe that trend
advance towards theories of an ever higher level of universalit
‘quasi-inductive’. :

The quasi-inductive process should be envisaged as follo
Theories of some level of universality are proposed, and deductiv
tested ; after that, theories of a higher level of universality are propose
and in their turn tested with the help of those of the previous leve
of universality, and so on. The methods of testing are invariabl

*1 The ‘deductive inferences from the higher to the lower level’ are, of course,
explanations (in the sense of section 12); thus the hypotheses on the higher level are
cplanatory with respect to those on the lower level,

¥2]t should be noted that I mean by a crucial experiment one that is designed to
efute a theory (if possible) and more especially one which is designed to bring about
a decision between two competing theories by refuting (at least) one of them—without,
of course, proving the other. (See also note 1 to section 22, and appendix #ix.)
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%3 Thus if we were to define ‘true’ as ‘useful’ or “successfal’ or ‘confirmed’ or ‘eor
roborated’, we should only have to introduce a new ‘absolute’ and ‘timeless’ concepéto
play the role of ftrnth’. :
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number of these layers, every new layer corresponding to a theor
more universal than those beneath it. As the result of this proce
ideas previously floating in higher metaphysical regions may somg
times be reached by the growth of science, and thus make contact ;
it, and settle. Examples of such ideas are atomism; the idea of a sin
physical ‘principle’ or ultimate element (from which the others deriv
the theory of terrestrial motion (opposed by Bacon as fictitious)
age-old corpuscular theory of light; the fluid-theory of electr
(revived as the electron-gas hypothesis of metallic conduction). ‘A
these metaphysical concepts and ideas may have helped, even in the

this kind acquires scientific status only when it is presented in falsifia
form; that is to say, only when it has become possible to decid
empirically between it and some rival theory.

and conventions—in particular of the criterion of demarcatior
adopted at the beginning of this book. Looking back, we may now:
to get a last comprehensive glimpse of the picture of science and
scientific discovery which has emerged. (What T have here in min
not a picture of science as a biological phenomenon, as an instrume
of adaptation, or as a roundabout method of production: I have
mind its epistemological aspects.) :

nor is it a system which steadily advances towards a state of finalit
Our science is not knowledge (epistéme): it can never claim to h
attained truth, or even a substitute for it, such as probability.

Yet science has more than mere biological survival value. It is n

probability, the striving for knowledge and the search for truth 2
still the strongest motives of scientific discovery. -

We do not know: we can only guess. And our guesses are guided b
the unscientific, the metaphysical (though biologically explicabl
faith in laws, in regularities which we can uncover—discover. 1i

method of reasoning which men now ordinarily apply to nature’
consisting of ‘anticipations, rash and premature’ and as ‘prejudices:

¥ Bacon, Novumt Organum, I, 26,
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early forms, to bring order into man’s picture of the world, and in som;
cases they may even have led to successful predictions. Yet an idea o

My investigation has traced the various consequences of the decision

Science is not a system of certain, or well-established, statements

only a useful instrument. Although it can attain neither cruthno

» . . 4
Bacon, we might describe our own contemporary science—'the

85. THE PATH OF SCIENCE

But these marvellously imaginative and bold conjectures or
ticipations’ of ours are carefully and soberly controlled by systematic
ests. Once put forward, none of our ‘anticipations’ are dogmatically
Pheld. Our method of research is not to defend them, in order to
rove how right we were. On the contrary, we try to overthrow them.
Using all the weapons of our logical, mathematical, and technical
rmOUry we try to prove that our anticipations were false—in order to
ut forward, in their stead, new unjustified and unjustifiable anticipa-
ions, new ‘rash and prematute prejudices’, as Bacon derisively called
them. ¥

It is possible to interpret the ways of science more prosaically.
One might say that progress can °. . . come about only in two ways:
y gathering new perceptual experiences, and by better organizing
ose which are available already’.? But this description of scientific
rogress, although not actually wrong, seems to miss the point. It
- too reminiscent of Bacon's induction: too suggestive of his indus-
trious gathering of the ‘countless grapes, ripe and in season’? from
vhich he expected the wine of science to flow: of his myth of a
cientific method that starts from observation and experiment and
then proceeds to theories. (This legendary method, by the way, still
spires some of the newer sciences which try to practice it because
f the prevalent belief that it is the method of experimental physics.)
The advance of science is not due to the fact that more and more

£

*1Bacon’s term ‘anticipation’ (‘anticipatie’) means altnost the same as ‘hypothesis’
n my way of using this term). Bacon’s view was that, to prepare the mind for the
ituition of the true essence or nature of a thing, it has to be meticulously cleansed of all
cipations, prejudices, and idols. For the source of all error is the impurity of cur
n minds: Nature itsclf does not lie. The main function of eliminative induction is
s with Aristotle) to assist the purification of the mind. (See also my Open Society,
liapter 24; note 5o to chapter 10; note 33 to chapter 11, where Aristotle’s theory of
duction is briefly described.) Purging the mind of prejudices is conceived as a kind of
tual prescribed for the scientist, analogous to the mystic’s purification of his soul
prepare it for the vision of God. {Cf. section. #4 of my Postscript.)

: 2P, Frank, Das Kausalgesctz und seine Grenzen, (1932), »'The view that the progress
f seience is due to the accumulation of perceptual experiences is still widely held (¢f.
y second Preface, 1958). My denial of this view is closely connected with the rejection
f the doctrine that science or knowledge is bound to advance, since our experiences
t¢ bound to accumulate, As against this, I believe that the advance of science depends
pon the free competition of thought, and thus upon freedom, and that it must come to
t end if freedom 15 destroyed {though it may well continue for some time in some fields,
specially in technology). This view is more fully expounded in my Poverty of Historic-
# (scction 32). 1 also argue there (in the Preface) that the growth of our knowledge
unpredictable by scientific means, and that, as a consequence, the future course of our
story fs also unpredictable.

¢ 3 Bacon, Novum Organum 1, 123,
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questions, and endangering the rigour and the integrity of our tests.
The wrong view of science betrays itself in the craving to be right; for
it is not his possession of knowledge, of irrefutable truth, that makes
the man of science, but his persistent and recklessly critical guest for
truth.

Has our attitude, then, to be one of resignation ? Have we to say that
science can fulfil only its biological task; that it can, at best, merely
prove its mettle in practical applications which may corroborate it? Are
its intellectual problems insoluble? I do not think so. Science never
pUISUES the illusory aim of making its answers final, or even probable.
Its advance is, rather, towards the infinice yet attainable aim of ever
discovering new, deeper, and more general problems, and of subjecting
s ever tentative answers to ever renewed and ever more rigorous

perceptual experiences accumulate in the cotise of time. Nor is it dy
to the fact that we are making ever better use of our senses. Qut
uninterpreted sense-experiences science cannot be distilled, no matte
how industriously we gather and sort them. Bold ideas, unjustifie
anticipations, and speculative thought, are our only means  fo
interpreting nature: our only organon, our only instrurnent, for
grasping her. And we must hazard them to win our prize. Those amon
us who are unwilling to expose their ideas to the hazard of refutat
do not take part in the scientific game. ' i
Even the carcful and sober testing of our ideas by experienc
in its turn inspired by ideas: experiment is planned action in wk
every step is governed by theory. We do not stumble upon o
experiences, nor do we let them flow over us like a stream. Rather,
have to be active: we have to ‘make’ our experiences. It is we who alwa
formulate the questions to be put to nature; it is we who try again :
again to put these question so as to elicit a clear-cut ‘yes’ or ‘no’ {for
nature does not give an answer unless pressed for it). Andin the end, it
is again we who give the answer; it is we ourselves who, after s
scrutiny, decide upon the answer to the question which we put to
nature—after protracted and earnest attempts to elicit from h
unequivocal ‘no’. ‘Once and for all’, says Weyl,* with whom I fi
agree, ‘I wish to record my unbounded admiration for the work of t
experimenter in his struggle to wrest interpretable facts from ani g
yiclding Nature who knows so well how to meet our theories with a
decisive No—or with an inaudible Yes.’ -
The old scientific ideal of epistémé—of absolutely certain, demo
strable knowledge—has proved to be an idol. The deman
scientific objectivity makes it inevitable that every scientific state
must remain fentative for ever. It may indeed be corroborated; b
every corroboration is relative to other statements which, again;
tentative, Only i our subjective experiences of conviction, in
subjective faith, can we be ‘absolutely certain’.®
With the idol of certainty (including that of degrees of imper
certainty or probability) there falls one of the defences of obscuran
which bars the way of scientific advance, checking the boldness of

4 Weyl, Gruppentheorie und . Quantenmechanik (1931), p. 2. English translation
H. P. Robertson: The Theory of Groups and Quantum Mechanics (193t), p. X

5 Cf. for example note 3 to section 30. This last remark is of course a psycholo
remark rather than an epistemological one; ¢f. sections 7 and 8.
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