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THE ANALYSIS

CHAPTER

OF KNOWLEDGE

INTRODUCTION

Providing definitions of such concepts as
knowledge has long been a central feature
of philosophical discussion. The analysis of
knowledge is concerned with providing a
definition of propositional knowledge. Be-
cause we use the word ‘know’ in a variety of
ways it is important to distinguish proposi-
tional knowledge from other types of knowl-
edge. Propositional knowledge is usually
characterized as knowledge that p, where p is
replaced by a sentence or statement. This is
different from knowing, for example, what
red looks like, which is more like the ability
to recognize something. This sort of ability
is sometimes called knowledge through ac-
quaintance.! We can also talk about knowing
how to do something. For example, suppose
you know how to shoe horses. This type of
knowledge certainly involves some proposi-
tional knowledge, but it seems unlikely that
that is all it involves. If you know how to
shoe horses, you have to know that horses
are large animals that often kick, but the
ability to shoe a horse involves skills that are

not easily translated into knowledge of state-
ments. Like riding a bicycle, it is something
you have to practice. Because propositional
knowledge forms a large and important part
of what we call knowledge, it is the major
focus of this book. A definition of proposi-
tional knowledge would identify the condi-
tions that are necessary and jointly sufficient
for a person’s knowing that p. In order to
know, you would have to satisfy all of these
conditions.

-~ Traditionally, knowledge has been de-
fined as justified true belief. This account

appears as early as Plato’s writings, although
it is far from clear that he was discussing
propositional knowledge, and figures prom-
inently in accounts of knowledge through
most of the twentieth century. We begin the
section with Edmund Gettier’s challenge to
the traditional conception of knowledge. He
argues that while justified true belief may be
necessary for knowledge, it is not sufficient.
He describes a situation in which one holds
a true belief that is inferred correctly from
a justified false belief. If we assume that you
can justifiably hold false beliefs, and also as-
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2 The Analysis of Knowledge

sume that when you correctly infer a belief
from beliefs which are justified, the inferred
belief is justified; then your belief can be
justified but true by accident, and therefore
not an instance of knowledge. Gettier offers
some convincing examples which suggest
that something more is required for knowl-
edge than merely holding a justified true
belief.

Before looking at some of the ways in
which the Gettier Problem might be solved, it
is important to consider some problems with
the very idea of providing definitions. Re-
cently, such projects have come under attack
from a variety of sources. Wittgenstein, for
example, has argued that it is not possible to
provide a precise account of the necessary
and jointly sufficient conditions for the use
of most terms in ordinary language.? Others
have argued that the problem with defini-
tions of such terms as knowledge is that they
simply list necessary conditions and do not
indicate how they relate to one another.® Ar-
guments of this sort have a tendency to make
the search for a definition of knowledge
seem like so much quibbling over nearly
identical sets of necessary conditions with
obscure counterexamples readily available
to show that a particular definition is wrong.*
We believe that it is important not to view
the present chapter in this light. Rather, the
search for a definition, even if ultimately un-
successful, should be seen as an attempt to
separate those features of a belief that are
important for knowledge from those that
are incidental. Counterexamples help bring
this distinction into focus.

The articles we have selected provide
three very different approaches to under-
standing propositional knowledge. In addi-
tion to trying to solve the Gettier Problem,
these articles provide a great deal of insight
into what knowledge requires. They can be
used in conjunction with Chapter 2 on epi-
stemic justification and indicate some of the

major directions that work on propositional

knowledge has taken in recent times. Alvin
Goldman proposes a causal theory of knowl-
edge in which your belief that p must be
causally connected with what makes it true

in order to know that p. The importance of
a causal requirement can be illustrated in a
simple case of inferential knowledge. Sup-
pose you believe that p, p is true, and this
belief can be inferred from a set of justified
beliefs which you also believe. Even so, it is
important that it is this set of justified beliefs
which causes you to believe that p and not,
say, mere speculation® If it is mere specula-
tion which causes you to believe that p, and
not the set of justified beliefs, then you
clearly do not know that p. Goldman’s causal
analysis avoids Gettier-type counterexam-
ples in which your beliefs are justified al-
though accidentally true, because in such
cases what justifies the belief is not what
causes it to be true and thus cannot be con-
sidered knowledge. Goldman applies this
model to a variety of causal chains, which
include perception, memory, testimony, and
intuitions about present and future events,
in order to provide a general account of em-
pirical knowledge. :
Keith Lehrer’s paper is important not
only for its contribution to the Gettier Prob-
lem but also for how it integrates this discus-
sion into broader issues in epistemology.
Lehrer begins with a discussion of two condi-
tions for knowledge which are not chal-
lenged by Gettier: that you believe that p and
that your belief be justified. Much of the
important recent work in epistemology fo-
cuses on these areas and is discussed more
thoroughly in Chapter 2 on epistemic justi-
fication. Because belief is not something that
is largely under our control, a number of
writers argue that this condition should be
cast in terms of acceptance rather than be-
lief. Lehrer provides an argument for this
formulation. He also explicates the justifica-
tion condition in terms of beliefs that are
held against reasonable competition. This
discussion illustrates how skepticism, which
is the focus of Chapter 5, has shaped episte-
mology. For a belief to be justified it must
beat or neutralize any competing proposi-
tion. To do this, it need only be more reason-
able than any competing proposition, not
certain or known to be true. This approach
is designed to avoid a number of skeptical




arguments which assume that knowledge re-
quires certainty.

Lehrer, like Goldman, proposes to solve
the Gettier Problem by adding a fourth nec-
essary condition for knowledge. However,
he rejects the causal approach and instead
argues that knowledge is a type of unde-
feated justified true belief. Lehrer requires
that there not be any false belief which, if
doubted, would lead you to reject that p as
Justified. This solves Gettier-type counterex-
amples because our reasons for believing
that p will not remain justified when the evi-
dence for holding the belief becomes doubt-
ful. Remember, in the Gettier case, it is a
false justified belief that leads you to accepta
belief that is true by accident. Lehrer argues
that this analysis also handles other trouble-
some cases involving misleading and extra-
neous evidence because it is more flexible
than other accounts that are similar.

A third way of expanding the traditional
definition of knowledge is to look at the
“modal character” of knowledge. Fred Dret-
ske first suggested this approach in “Conclu-
sive Reasons.” His analysis is aimed at
reducing or eliminating the chance of being
mistaken when you know. This fits nicely
with the Gettier Problem, which highlights
the problem that the traditional account of
knowledge has in explaining cases of justi-
fied beliefs which are true by accident, be-
cause a modal account of knowledge asks us
to look pot only at what actually is the case
but also at what might have been the case.
In addition to requiring that what we believe
be true, knowledge requires that it would
not be true unless our reasons for believing it
were also true. This eliminates Gettier-type
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cases of accidental “knowledge” because in
such cases our belief can be true but our
reasons for believing it false. Robert Nozick’s .
version of the modal requirement for knowl-
edge calls this feature of a belief “tracking”
the fact that makes it true. The idea is that
your believing (or not believing) that ?
should vary with the conditions which make
p true (or false) in all relevant possible situa-
tions. If p were not true, you would not be-
lieve that it was true, and if it were true, you
would believe that it was true. The first part
of the Nozick selection helps explain what
he means by these new conditions for knowl-
edge, and the second part ties these condi-
tions to the interesting and little discussed
question of methods of belief formation.

NOTES

1. Betrand Russell, for example, makes this distinc-
tion in The Problems of Philosophy (Oxford: Oxford Uni-
versity Press, 1959), ch. 5.

2. Ludwig Wittgenstein, Philosophical Investigations,
3rd ed., trans. G. E. M. Anscombe (New York: Macmil-
lan Publishing Co., Inc., 1953), secs. 65—-84.

3. D. J. O’Connor and Brian Carr, Introduction to the
Theory of Knowledge (Minneapolis, Minn.: University of
Minnesota Press, 1982), pp. 81-82, see this as a way of
solving The Gettier Problem; while Peter Unger, “The
Cone Model of Knowledge,” Philosophical Topics, 14, 1
(Spring 1986), 12527, sees this as a more general prob-
lem with trying to provide definitions.

4. Stephen Stich raises this sort of objection in The
Fragmentation of Reason (Cambridge, Mass.: The MIT
Press, 1990), p. 3.

5. Hilary Kornblith makes this point in “Beyond
Foundationalism and the Coherence Theory,” The Jour-
nal of Philosophy, 72 (October 1980), 601—2.

6. Australasian Journal of Philosophy, 49, (May 1971),
1-22.
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Is Justified True Belief
Knowledge?

EDMUND L. GETTIER

Various attempts have been made in recent
years to state necessary and sufficient condi-
tions for someone’s knowing a given propo-
sition. The attempts have often been such
that they can be stated in a form similar to
the following:!

(@) S knows that P IFF (i) P is true,

(ii) S believes that
P, and

(iif) S is justified in
believing that P.

For example, Chisholm has held that the fol-
lowing gives the necessary and sufficient
conditions for knowledge:2

(i) S accepts P,

(if) S has adequate
evidence for P,
and

(i) P is true.

(b) S knows that P IFF

Ayer has stated the necessary and sufficient
conditions for knowledge as follows:®>

(c) S knows that P IFF (1) P is true,

(i1) S is sure that P
is true, and

(iii) S has the right
to be sure that
P is true.

Ishall argue that (a) is false in that the condi-
tions stated therein do not constitute a suffi-
cient condition for the truth of the
proposition that S knows that P. The same
argument will show that (b) and (c¢) fail if
‘has adequate evidence for’ or ‘has the right

Reprinted from Analysis, 23 (1963), with permission
of Edmund Gettier.

to be sure that’ is substituted for ‘is justified
in believing that’ throughout.

I shall begin by noting two points. First,
in that sense of ‘justified’ in which S’s being
justified in believing P is a necessary condi-
tion of S’s knowing that P, it is possible for
a person to be justified in believing a propo-
sition that is in fact false. Secondly, for any
proposition P, if S is justified in believing P,
and P entails Q, and S deduces Q from P
and accepts Q as a result of this deduction,
then S is justified in believing Q. Keeping
these two points in mind, I shall now present
two cases in which the conditions stated in
(a) are true for some proposition, though it
is at the same time false that the person in
question knows that proposition.

CASE 1

Suppose that Smith and Jones have applied
for a certain job. And suppose that Smith
has strong evidence for the following con-
junctive proposition:

(d) Jones is the man who will get the job, and
Jones has ten coins in his pocket.

Smith’s evidence for (d) might be that the
president of the company assured him that
Jones would in the end be selected, and that
he, Smith, had counted the coins in Jones’s
pocket ten minutes ago. Proposition (d) en-
tails:

(e) The man who will get the job has ten coins in
his pocket.

Let us suppose that Smith sees the en-
tailmgnt from (d) to (e), and accepts (e) on
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the grounds of (d), for which he has strong
evidence. In this case, Smith is clearly justi-
fied in believing that (e) is true.

But imagine, further, that unknown to
Smith, he himself, not Jones, will get the job.
And, also, unknown to Smith, he himself has
ten coins in his pocket. Proposition (e) is then
true, though proposition (d), from which
Smith inferred (e), is false. In our example,
then, all of the following are true: (?) (e) is
true, (i) Smith believes that (e) is true, and
(#%) Smith is justified in believing that (e) is
true: But it is equally clear that Smith does
not know that (e) is true; for (e) is true in
virtue of the number of coins in Smith’s
pocket, while Smith does not know how
many coins are in Smith’s pocket, and bases
his belief in (e) on a count of the coins in
Jones’s pocket, whom he falsely believes to
be the man who will get the job.

CASE 11

Let us suppose that Smith has strong evi-
dence for the following proposition:

(f) Jones owns a Ford.

Smith’s evidence might be that Jones has at
all times in the past within Smith’s memory
owned a car, and always a Ford, and that
Jones has just offered Smith a ride while
driving a Ford. Let us imagine, now, that
Smith has another friend, Brown, of whose
whereabouts he is totally ignorant. Smith se-
lects three place names quite at random and
constructs the following three propositions:

(g) Either Jones owns a Ford, or Brown is in
Boston.

(h) Either Jones owns a Ford, or Brown is in
Barcelona.
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(i) Either Jones owns a Ford, or Brown is in
Brest-Litovsk.

Each of these propositions is entailed by (f).
Imagine that Smith realizes the entailment
of each of these propositions he has con-
structed by (f), and proceeds to accept (g),
(h), and (i) on the basis of (f). Smith has
correctly inferred (g), (h), and (i) from a
proposition for which he has strong evi-
dence. Smith is therefore completely justi-
fied in believing each of these three
propositions. Smith, of course, has no idea
where Brown is.

But imagine now that two further condi-
tions hold. First, Jones does not own a Ford,
but is at present driving a rented car. And
secondly, by the sheerest coincidence, and
entirely unknown to Smith, the place men-
tioned in proposition (h) happens really to
be the place where Brown is. If these two
conditions hold, then Smith does not know
that (h) is true, even though (?) (h) is true,
(2z) Smith does believe that (h) is true, and
(#z) Smith is justified in believing that (h) is
true.

These two examples show that definition
(a) does not state a sufficient condition for
someone’s knowing a given proposition. The
same cases, with appropriate changes, will.
suffice to show that neither definition (b) nor
definition (c) do so either.

NOTES

1. Plato seems to be considering some such defini-
tion at Theaetetus 201, and perhaps accepting one at
Meno 98.

2. Roderick M. Chisholm, Perceiving: A Philosophical
Study, Cornell University Press (Ithaca, New York,
1957), p. 16.

3. A.]. Ayer, The Problem of Knowledge, Macmillan
(London, 1956), p. 34.




6 The Analysis of Knowledge

A Causal Theory
of Knowing*

ALVIN I. GOLDMAN

Since Edmund L. Gettier pointed out a cer-
tain important inadequacy of the traditional
analysis of “S knows that p,” several attempts
have been made to correct that analysis.! In
this paper I shall offer still another analysis
(or sketch of an analysis) of “S knows that
p,” one which will avert Gettier’s problem.
My concern will be with knowledge of em-
pirical propositions only. Although certain
elements in my theory would be relevant to
the analysis of knowledge of nonempirical
truths, my theory is not intended to apply to
knowledge of nonempirical truths.

Consider an abbreviated version of Get-
tier's second counter-example to the tradi-
tional analysis. Smith believes

(q) Jones owns a Ford

and has very strong evidence for it. Smith’s
evidence might be that Jones has owned a
Ford for many years and that Jones has just
offered Smith a ride while driving a Ford.
Smith has another friend, Brown, of whose
whereabouts he is totally ignorant. Choosing
a town quite at random, however, Smith con-
structs the proposition

(p) Either Jones ownsa Ford or Brown is in Bar-
celona.

Seeing that ¢ entails p, Smith infers that p 1s
true. Since he has adequate evidence for g,
he also has adequate evidence for p. But now

Reprinted from The Journal of Philosophy, LXIV, 12

(June 22, 1967), 357-372, with permission of The

Journal of Philosophy, copyright 1967, and Alvin L

Goldman.

#1 wish to thank members of the University of Mich-
igan Philosophy Department, several of whom made
helpful comments on earlier versions of this paper.

suppose that Jones does not own a Ford (he
was driving a rented car when he offered
Smith a ride), but, quite by coincidence,
Brown happens to be in Barcelona. This
means that p is true, that Smith believes p,
and that Smith has adequate evidence for p.
But Smith does not know .

A variety of hypotheses might be made to
account for Smith’s not knowing p. Michael
Clark, for example, points to the fact that ¢
is false, and suggests this as the reason why
Smith cannot be said to know p. Generalizing
from this case, Clark? argues that, for Sto
know a proposition, each of §’s grounds for
it must be true, as well as his grounds for his
grounds, etc. I shall make another hypothe-
sis to account for the fact that Smith cannot
be said to know p, and I shall generalize this
into a new analysis of “S knows that p.”

Notice that what makes p true is the fact
that Brown is in Barcelona, but that this fact
has nothing to do with Smith’s believing p.
That is, there is no causal connection be-

" tween the fact that Brown is in Barcelona

and Smith’s believing p. If Smith had come
to believe p by reading a letter from Brown
postmarked in Barcelona, then we might say
that Smith knew p. Alternatively, if Jones did
own a Ford, and his owning the Ford was
manifested by his offer of a ride to Smith,
and this in turn resulted in Smith’s believing
p, then we would say that Smith knew p.
Thus, one thing that seems to be missing in
this example is a causal connection between
the fact that makes p true [or simply: the fact
that p] and Smith’s belief of p. The require-
ment of such a causal connection is what 1 wish
to add to the traditional analysis.

To see that this requirement is satisfied in
all cases of (empirical) knowledge, we must
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examine a variety of such causal connec-
tions. Clearly, only a sketch of the important
kinds of cases is possible here.

Perhaps the simplest case of a causal chain
connecting some fact p with someone’s belief
of p is that of perception. 1 wish to espouse a
version of the causal theory of perception,
in essence that defended by H.P. Grice.?
Suppose that S sees that there is a vase in
front of him. How is this to be analyzed? I
shall not attempt a complete analysis of this,
but a necessary condition of S’s seeing that
there is a vase in front of him is that there
be a certain kind of causal connection be-
tween the presence of the vase and S’s be-
lieving that a vase is present. I shall not
attempt to describe this causal process in de-
tail. Indeed, to a large extent, a description
of this process must be regarded as a prob-
lem for the special sciences, not for philoso-
phy. But a certain causal process—viz., that
which standardly takes place when we say
that so-and-so sees such-and-such—must oc-
cur. That our ordinary concept of sight (i.e.,
knowledge acquired by sight) includes a
causal requirement is shown by the fact that
if the relevant causal process is absent we
would withhold the assertion that so-and-so
saw such-and-such. Suppose that, although
a vase is directly in front of S, a laser photo-
graph® is interposed between it and S,
thereby blocking it from S’s view. The pho-
tograph, however, is one of a vase (a differ-
ent vase), and when it is illuminated by light
waves from a laser, it looks to S exactly like
a real vase. When the photograph is illumi-
nated, S forms the belief that there is a vase
in front of him. Here we would deny that S
sees that there is a vase in front of him, for his
view of the real vase is completely blocked, so
that it has no causal role in the formation of
his belief. Of course, S might know that there
was a vase in front of him even if the photo-
graph is blocking his view. Someone else, in
a position to see the vase, might tell S that
there is a vase in front of him. Here the
presence of the vase might be a causal ances-
tor of S’s belief, but the causal process would
not be a (purely) perceptual one. S could not
be said to see that there is a vase in front of
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him. For this to be true, there must be a
causal process, but one of a very special sort,
connecting the presence of the vase with S’s
belief.

I shall here assume that perceptual
knowledge of facts is noninferential. This
is merely a simplifying procedure, and not
essential to my account. Certainly a percipi-
ent does not infer facts about physical objects
from the state of his brain or from the stimu-
lation of his sense organs. He need not know
about these goings-on at all. But some episte-
mologists maintain that we directly perceive
only sense data and that we infer physical-
object facts from them. This view could be
accommodated within my analysis. I could
say that physical-object facts cause sense
data, that people directly perceive sense
data, and that they infer the physical-object
facts from the sense data. This kind of pro-
cess would be fully accredited by my analysis,
which will allow for knowledge based on in-
ference. But for purposes of exposition it
will be convenient to regard perceptual
knowledge of external facts as independent
of any inference.

Here the question arises about the scope
of perceptual knowledge. By perception I
can know noninferentially that there is a
vase in front of me. But can I know nonin-
ferentially that the painting I am viewing is
a Picasso? It is unnecessary to settle such
issues here. Whether the knowledge of such
facts is to be classed as inferential or nonin-
ferential, my analysis can account for it. So
the scope of noninferential knowledge may
be left indeterminate.

I turn next to memory, i.e., knowledge
that is based, in part, on memory. Remem-
bering, like perceiving, must be regarded as
a causal process. S remembers p at time ¢
only if S’s believing p at an earlier time is a
cause of his believing p at ¢. Of course, not
every causal connection between an earlier
belief and a later one is a case of remember-
ing. As in the case of perception, however, I
shall not try to describe this process in detail.
This is a job mainly for the scientist. Instead,
the kind of causal process in question 1s to
be identified simply by example, by “point-
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ing” to paradigm cases of remembering.
Whenever causal processes are of that
kind—whatever that kind is, precisely—they
are cases of remembering.’

A causal connection between earlier belief
(or knowledge) of p and later belief (knowl-
edge) of p is certainly a necessary ingredient
in memory.® To remember a fact is not sim-
ply to believe it at ¢, and also to believe it at
t,. Nor does someone’s knowing a fact at ¢,
and his knowing it at ¢, entail that he remem-
bers it at ¢,. He may have perceived the fact
at t,, forgotten it, and then relearned it at ¢,
by someone’s telling it to him. Nor does the
inclusion of a memory “impression”—a feel-
ing of remembering—ensure that one really
remembers. Suppose S perceives p at ¢, but
forgets it at t;. At ¢, he begins to believe p
again because someone tells him p, but at ¢,
he has no memory impression of p. At {3 we
artificially stimulate in S a memory impres-
sion of p. It does not follow that S remembers
p at t5. The description of the case suggests
that his believing p at £, has no causal effect
whatever on his believing p at t5; and if we
accepted this fact, we would deny that he
remembers p at ts.

Knowledge can be acquired by a combina-
tion of perception and memory. At ¢, the
fact p causes S to believe p, by perception. S’s
believing p at ¢, results, via memory, in S's
believing p at t;. Thus, the fact p is a cause
of S’s believing p at ¢;, and S can be said to
know p at ¢;. But not all knowledge results
from perception and memory alone. In par-
ticular, much knowledge is based on infer-
ence.

As I shall use the term ‘inference,’ to say that
S knows p by “inference” does not entail that
S went through an explicit, conscious pro-
cess of reasoning. It is not necessary that he
have “talked to himself,” saying something
like “Since such-and-such is true, p must also
be true.” My belief that there is a fire in the
neighborhood is based on, or inferred from,
my belief that I hear a fire engine. But I
have not gone through a process of explicit
reasoning, saying “There’s a fire engine;
therefore there must be a fire.” Perhaps the

word ‘inference’ is ordinarily used only
where explicit reasoning occurs; if so, my
use of the term will be somewhat broader
than its ordinary use. )

Suppose S perceives that there is solidi-
fied lava in various parts of the countryside.
On the basis of this belief, plus various
“background” beliefs about the production
of lava, S concludes that a nearby mountain
erupted many centuries ago. Let us assume
that this is a highly warranted inductive in-
ference, one which gives S adequate evi-
dence for believing that the mountain did
erupt many centuries ago. Assuming this
proposition is true, does S know it? This de-
pends on the nature of the causal process
that induced his belief. If there is a continu-
ous causal chain of the sort he envisages con-
necting the fact that the mountain erupted
with his belief of this fact, then S knows it.
If there is no such causal chain, however, S
does not know that proposition. '

Suppose that the mountain erupts, leav-
ing lava around the countryside. The lava
remains there until S perceives it and infers
that the mountain erupted. Then S does
know that the mountain erupted. But now
suppose that, after the mountain has
erupted, a man somehow removes all the
lava. A century later, a different man (not
knowing of the real volcano) decides to make
it look as if there had been a volcano, and
therefore puts lava in appropriate places.
Still later, S comes across this lava and con-
cludes that the mountain erupted centuries
ago. In this case, S cannot be said to know
the proposition. This is because the fact that
the mountain did erupt is not a cause of S’s
believing that it erupted. A necessary condi-
tion of S’s knowing p is that his believing p
be connected with p by a causal chain.

In the first case, where S knows p, the
causal connection may be diagrammed as in
Figure 1. (p) is the fact that the mountain
erupted at such-and-such a time. (¢) is the
fact that lava is (now) present around the
countryside. ‘B’ stands for a belief, the ex-
pression in parentheses indicating the prop-
osition believed, and the subscript
designating the believer. (r) is a “back-
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FIGURE 1

ground” proposition, describing the ways in
which lava is produced and how it solidifies.
Solid arrows in the diagram represent causal
connections; dotted arrows represent infer-
ences. Notice that, in Figure 1, there is not
only an arrow connecting (¢g) with S’s belief
of (g), but also an arrow connecting (p) with
(q). In the suggested variant of the lava case,
the latter arrow would be missing, showing
that there is no continuous causal chain con-
necting (p) with S’s belief of (p). Therefore,
in that variant case, S could not be said to
know (p).

1 have said that p is causally connected to
S’s belief of p, in the case diagrammed in
Figure 1. This raises the question, however,
of whether the inferential part of the chain
is itself a causal chain. In other words, is S’s
belief of g a cause of his believing p? This is
a question to which I shall not try to give a
definitive answer here. I am inclined to say
that inference s a causal process, that is, that
when someone bases his belief of one propo-

sition on his belief of a set of other propo-

sitions, then his belief of the latter
propositions can be considered a cause of his
belief of the former proposition. But I do
not wish to rest my thesis on this claim. All
I do claim is that, if a chain of inferences is
“added” to a causal chain, then the entire
chain is causal. In terms of our diagram, a
chain consisting of solid arrows plus dotted
arrows is to be considered a causal chain,
though I shall not take a position on the
question of whether the dotted arrows rep-

resent causal connections. Thus, in Figure
1, p is a cause of S’s belief of p, whether or

not we regard S’s belief of ¢ a cause of his

belief of p.

Consider next a case of knowledge based
on “testimony.” This too can be analyzed
causally. p causes a person T to believe p, by
perception. T’s belief of p gives rise to
(causes) his asserting p. Ts asserting p causes
S, by auditory perception, to.believe that T
is asserting p. S infers that T believes p, and
from this, in turn, he infers that p is a fact.
There is a continuous causal chain from p to
S’s believing p, and thus, assuming that each
of S’s inferences is warranted, S can be sald
to know p.

This causal chain is represented in Figure
2. ‘A’ refers to an act of asserting a proposi-

~ tion, the expression in parentheses indicat-

ing the proposition asserted and the
subscript designating the agent. (¢), (), (),
and (v) are background propositions. (g) and

(), for example, pertain to T’s sincerity; they

help S conclude, from the fact that T as-
serted p, that T really believes p.

In this case, as in the lava case, S knows p
because he has correctly reconstructed the
causal chain leading from p to the evidence
for P that S perceives, in this case, T’s as-
serting (p). This correct reconstruction is
shown i in the diagram by S’s inference “mir-
roring” the rest of the causal chain. Such a
correct reconstruction is a necessary condi-
tion of knowledge based on inference. To
see this, consider the following example. A

FIGURE 2
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newspaper reporter observes p and reports
it to his newspaper. When printed, however,
the story contains a typographical error so
that it asserts not-p. When reading the pa-
~ per, however, S fails to see the word ‘not’,
and takes the paper to have asserted p.
Trusting the newspaper, he infers that p is
true. Here we have a continuous causal
chain leading from p to S’s believing p; yet S
does not know p. S thinks that p resulted in
a report to the newspaper about p and that
this report resulted in its printing the state-
ment p. Thus, his reconstruction of the
causal chain is mistaken. But, if he is to know
p, his reconstruction must contain no mis-
takes. Though he need not reconstruct every
detail of the causal chain, he must recon-
struct all the important links.® An additional
requirement for knowledge based on infer-
ence is that the knower’s inferences be war-
ranted. That s, the propositions on which he
bases his belief of p must genuinely confirm p
very highly, whether deductively or induc-
tively. Reconstructing a causal chain merely
by lucky guesses does not yield knowledge.

With the help of our diagrams, we can con-
trast the traditional analysis of knowing with
Clark’s analysis (op. cit.) and contrast each of
these with my own analysis. The traditional
analysis makes reference to just three fea-
tures of the diagrams. First, it requires that
p be true; i.e., that (p) appear in the diagram.
Secondly, it requires that S believe p; i.e.,
that S’s belief of p appear in the diagram.
Thirdly, it requires that S’s inferences, if
any, be warranted; i.e., that the sets of beliefs
that are at the tail of a dotted arrow must
jointly highly confirm the belief at the head
of these arrows. Clark proposes a further
requirement for knowledge. He requires
that each of the beliefs in S’s chain of infer-
ence be true. In other words, whereas the
traditional analysis requires a fact to corre-
spond to S’s belief of p, Clark requires that
a fact correspond to each of S’s beliefs on
which he based his belief of p. Thus, corre-
sponding to each belief on the right side of
the diagram there must be a fact on the left

side. (My diagrams omit facts corresponding
to the “background” beliefs.)

As Clark’s analysis stands, it seems to omit
an element of the diagrams that my analysis
requires, viz., the arrows indicating causal
connections. Now Clark might reformulate
his analysis so as to make implicit reference
to these causal connections. If he required
that the knower’s beliefs include causal beliefs
(of the relevant sort), then his requirement
that these beliefs be true would amount to
the requirement that there be causal chains
of the sort I require. This interpretation of
Clark’s analysis would make it almost equiva-
lent to mine, and would enable him to avoid
some objections that have been raised
against him. But he has not explicitly formu-
lated his analysis this way, and it therefore
remains deficient in this respect. Before
turning to the problems facing Clark’s analy-
sis, more must be said about my own analy-
sis. So far, my examples may have suggested
that, if S knows p, the fact that p is a cause of
his belief of p. This would clearly be wrong,
however. Let us grant that I can know facts
about the future. Then, if we required that
the known facts cause the knower’s belief,
we would have to countenance “backward”
causation. My analysis, however, does not
face this dilemma. The analysis requires that

there be a causal connection between p and -

S’s belief, not necessarily that p be a cause of
S’s belief. p and S’s belief of p can also be
causally connected in a way that yields
knowledge if both p and S’s belief of p have
a common cause. This can be illustrated as
follows.

T intends to go downtown on Monday.

- On Sunday, T tells S of his intention. Hear-

ing T say he will go downtown, S infers that
T really does intend to go downtown. And
from this S concludes that T will go down-
town on Monday. Now suppose that T fulfills
his intention by going downtown on Mon-
day. Can S be said to know that he would go
downtown? If we ever can be said to have
knowledge of the future, this is a reasonable
candidate for it. So let us say S did know that
proposition. How can my analysis account
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for S’s knowledge? T’s going downtown on
Monday clearly cannot be a cause of S’s be-
lieving, on Sunday, that he would go down-
town. But there is a fact that is the common
cause of T's going downtown and of S’s belief
that he would go downtown, viz., T’s in-
tending (on Sunday) to go downtown. This
intention resulted in his going downtown
and also resulted in S’s believing that he
would go downtown. This causal connection
between S’s belief and the fact believed
allows us to say that S knew that T would go
downtown.

The example is diagrammed in Figure 3.
(p) = T’s going downtown on Monday. (q)
= T's intending (on Sunday) to go down-
town on Monday. (r) = T’s telling S (on Sun-
day) that he will go downtown on Monday.
(u) and (v) are relevant background proposi-
tions pertaining to T”s honesty, resoluteness,
etc. The diagram reveals that ¢ is a cause
both of p and of S’s belief of p. Cases of this
kind I shall call Pattern 2 cases of knowledge.
Figures 1 and 2 exemplify Pattern 1 cases of
knowledge.

Notice that the causal connection between
g and p is an essential part of S’s knowing p.
Suppose, for example, that T’s intending (on
Sunday) to go downtown does not result in,
or cause, T's going downtown on Monday.
Suppose that T, after telling S that he would
go downtown, changes his mind. Neverthe-
less, on Monday he is kidnapped and forced,
at the point of a gun, to go downtown. Here
both ¢ and p actually occur, but they are not
causally related. The diagram in Figure 3
would have to be amended by deleting the
arrow connecting (¢) with (). But if the rest
of the facts of the original case remain the

FIGURE 3
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same, S could not be said to know p. It would
be false to say that S knew, on Sunday, that
T would go downtown on Monday.

Pattern 2 cases of knowledge are not re-
stricted to knowledge of the future. I know
that smoke was coming out of my chimney
last night. I know this because I remember
perceiving a fire in my fireplace last night,
and I infer that the fire caused smoke to rise
out of the chimney. This case exemplifies
Pattern 2. The smoke’s rising out of the
chimney is not a causal factor of my belief.
But the fact that there was a fire in the fire-
place was a cause both of my belief that
smoke was coming out of the chimney and
of the fact that smoke was coming out of the
chimney. If we supplement this case slightly,
we can make my knowledge exemplify both
Pattern 1 and Pattern 2. Suppose that a
friend tells me today that he perceived
smoke coming out of my chimney last night
and I base my continued belief of this fact
on his testimony. Then the fact was a cause
of my current belief of it, as well as an effect
of another fact that caused my belief. In gen-
eral, numerous and diverse kinds of causal
connections can obtain between a given fact
and a given person’s belief of that fact.

Let us now examine some objections to
Clark’s analysis and see how the analysis pre-
sented here fares against them. John Turk
Saunders and Narayan Champawat® have
raised the following counterexample to
Clark’s analysis:

Suppose that Smith believes

(p) Jones owns a Ford

because his friend Brown whom he knows to be
generally reliable and honest yesterday told

- (P)

-
-
-
-
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Smith that Jones had always owned a Ford.
Brown’s information was correct, but today Jones
sells his Ford and replaces it with a Volkswagen.
An hour later Jones is pleased to find that he is
the proud owner of two cars: he has been lucky
enough to win a Ford in a raffle. Smith’s belief
in p is not only justified and true, but is fully
grounded, e.g., we suppose that each link in the
... chain of Smith’s grounds is true (p. 8).

Clearly Smith does not know p; yet he seems
to satisfy Clark’s analysis of knowing.
Smith’s lack of knowledge can be ac-
counted for in terms of my analysis. Smith
does not know p because his believing p is
not causally related to p, Jones’s owning a
Ford now. This can be seen by examining
Figure 4. In the diagram, (p) = Jones’s own-
ing a Ford now; (g) = Jones’s having always
owned a Ford (until yesterday); (r) = Jones’s
winning a Ford in a raffle today. (¢), (¢), and
(v) are background propositions. (v), for ex-
ample, deals with the likelihood of some-
one’s continuing to own the same car today
that he owned yesterday. The subscript ‘B’
designates Brown, and the subscript ‘S’ des-
ignates Smith. Notice the absence of an
arrow connecting (p) with (). The absence
of this arrow represents the absence of a
causal relation between (g) and (p). Jones’s
owning a Ford in the past (until yesterday)
is not a cause of his owning one now. Had
he continued owning the same Ford today

that he owned yesterday, there would be a:

causal connection between ¢ and p and,
therefore, a causal connection between p and
Smith’s believing p. This causal connection
would exemplify Pattern 2. But, as it hap-
pened, it is purely a coincidence that Jones
owns a Ford today as well a5 yesterday. Thus,
Smith’s belief of p is not connected with p by
Pattern 2, nor is there any Pattern 1 connec-

tion between them. Hence, Smith does not
know p.

If we supplement Clark’s analysis as sug-
gested above, it can be saved from this coun-,
terexample. Though Saunders and
Champawat fail to mention this explicitly,
presumably it is one of Smith’s beliefs that
Jones’s owning a Ford yesterday would result
in Jones’s owning a Ford now. This was un-
doubtedly one of his grounds for believing
that Jones owns a Ford now. (A complete

~diagram of S’s beliefs relevant to p would

include this belief.) Since this belief is false,
however, Clark’s analysis would yield the
correct consequence that Smith does not
know p. Unfortunately, Clark himself seems
not to have noticed this point, since Saun-
ders and Champawat’s putative counterex-
ample has been allowed to stand.

Another sort of counterexample to
Clark’s analysis has been given by Saunders

‘and Champawat and also by Keith Lehrer.

This is a counterexample from which his
analysis cannot escape. I shall give Lehrer’s
example (op. cit.) of this sort of difficulty.
Suppose Smith bases his belief of

(p) Someone in his office owns a Ford
on his belief of four propositions

(q) Jones own a Ford.

(r) Jones works in his office.
(s) Brown owns a Ford.

(t) Brown works in his office.

In fact, Smith knows g, r, and ¢, but he does
not know s because s is false. Since s is false,
not all of Smith’s grounds for p are true,
and, therefore, on Clark’s analysis, Smith

FIGURE 4
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does not know p. Yet clearly Smith does
know p. Thus, Clark’s analysis is too strong.

Having seen the importance of a causal
chain for knowing, it is fairly obvious how to
amend Clark’s requirements without mak-
ing them too weak. We need not require, as
Clark does, that all of S’s grounds be true.
What is required is that enough of them be
true to ensure the existence of at least one
causal connection between p and S’s belief of
p. In Lehrer’s example, Smith thinks that
there are two ways in which he knows p: via
his knowledge of the conjunction of g and 7,
and via his knowledge of the conjunction of
s and ¢. He does not know p via the conjunc-
tion of s and ¢, since s is false. But there is a
causal connection, via g and 7, between p and
Smith’s belief of p. And this connection is
enough.

Another sort of case in Wthh one of S’s
grounds for p may be false without pre-
venting him from knowing p is where the
false proposition is a dispensable back-

ound assumption. Suppose S bases his be-
lief of p on 17 background assumptions, but
only 16 of these are true. If these 16 are
strong enough to confirm p, then the 17th is
dispensable. S can be said to know p though
one of his grounds is false.

Our discussion of Lehrer’s example calls
attention to the necessity of a further clarifi-
cation of the notion of a “causal chain.” I said
earlier that causal chains with admixtures of
inferences are causal chains. Now I wish to
add that causal chains with admixtures of
logical connections are causal chains. Unless
we allow this interpretation, it is hard to see
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how facts like “Someone in the office own:
a Ford” or “All men are mortal” could be
causally connected with beliefs thereof. *

The following principle will be useful: If
x s logically related to y and if y &5 a cause of z,
then x is a cause of z. Thus, suppose that g
causes S’s belief of ¢ and that r causes S’s
belief of r. Next suppose that S infers ¢ & r
from his belief of g and of r. Then the facts
g and 7 are causes of S’s believing ¢ & 7. But
the fact ¢q & r is logically related to the fact g
and to the fact r. Therefore, using the princi-
ple enunciated above, the fact g & ris a cause
of S’s believing ¢q & .

In Lehrer’s case another logical connec-
tion is involved: a connection between an
existential fact and an instance thereof.
Lehrer’s case is diagrammed in Figure 5. In
addition to the usual conventions, logical re-
lationships are represented by double solid
lines. As the diagram shows, the fact p—
someone in Smith’s office owning a Ford—
is logically related to the fact ¢ & r—Jones’s
owning a2 Ford and Jones’s working in
Smith’s office. The fact ¢ & r is, in turn,
logically related to the fact g and to the fact

causes S’s belief of ¢ and, by inference,
his belief of ¢ & 7 and of p. Similarly, r is a
cause of S’s belief of p. Hence, by the above
principle, p is a cause of S’s belief of p. Since
Smith’s inferences are warranted, even set-
ting aside his belief of s & ¢, he knows p.

In a similar way, universal facts may be
causes of beliefs thereof. The fact that all
men are mortal is logically related to its in-
stances: John's being mortal, George’s being
mortal, Oscar’s being mortal, etc. Now sup-

FIGURE 5
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pose that S perceives George, John, Oscar,
etc., to be mortal (by seeing them die). He
infers from these facts that all men are mor-
tal, an inference which, I assume, is war-
ranted. Since each of the facts, John is
mortal, George is mortal, Oscar is mortal,
etc., is a cause of S’s believing that fact, each
is also a cause of S’s believing that all men
are mortal. Moreover, since the universal
fact that all men are mortal is logically re-
lated to each of these particular facts, this
universal fact is a cause of S’s belief of it.
Hence, S can be said to know that all men are
mortal. In analogous fashions, S can know
various other logically compound proposi-
tions.

We can now formulate the analysis of
knowing as follows: :

S knows that p if and only if:
The fact p is causally connected in an “appropriate”
way with S’s believing p.

“Appropriate,” knowledge-producing caus-
al processes include the following:

(1) perception

(2) memory

(3) a causal chain, exemplifying either Pattern
1 or 2, which is correctly reconstructed by
inferences, each of which is warranted.
(Background propositions help warrant an
inference only if they are true.)!°

(4) combinations of (1), (2), and (3).

We have seen that this analysis is stronger
than the traditional analysis in certain re-
spects: the causal requirement and the cor-
rect-reconstruction requirement are absent
from the older analysis. These additional re-
quirements enable my analysis to circumvent
Gettier’s counterexamples to the traditional
one. But my analysis is weaker than the tradi-
tional analysis in another respect. In at least
one popular interpretation of the traditional

analysis, a knower must be able to justify or

give evidence for any proposition he knows.
- For S to know p at ¢, S must be able, at ¢, to
state his justification for believing p or his
grounds for p. My analysis makes no such

requirement, and the absence of this re-
quirement enables me to account for cases
of knowledge that would wrongly be ex-
cluded by the traditional analysis.

I know now, for example, that Abraham
Lincoln was born in 1809." I originally came
to know this fact, let us suppose, by reading
an encyclopedia article. I believed that this
encyclopedia was trustworthy and that its
saying Lincoln was born in 1809 must have
resulted from the fact that Lincoln was in-
deed born in 1809. Thus, my original knowl-
edge of this fact was founded on a warranted
inference. But now I no longer remember
this inference. I remember that Lincoln was
born in 1809, but not that this is stated in a
certain encyclopedia. I no longer have any
pertinent beliefs that highly confirm the
proposition that Lincoln was born in 1809.
Nevertheless, I know this proposition now.
My original knowledge of it was preserved
until now by the causal process of memory.

Defenders of the traditional analysis
would doubtlessly deny that I really do know
Lincoln’s birth year. This denial, however,
stems from a desire to protect their analysis.
It seems clear that many things we know
were originally learned in a way that we no
longer remember. The range of our knowl-
edge would be drastically reduced if these
items were denied the status of knowledge.

Other speciés of knowledge without ex-
plicit evidence could also be admitted by my
analysis. Notice that I have not closed the list
of “appropriate” causal processes. Leaving
the list open is desirable, because there may
be some presently controversial causal pro-
cesses that we may later deem “appropriate”
and, therefore, knowledge-producing.
Many people now doubt the legitimacy of
claims to extrasensory perception. But if
conclusive evidence were to establish the ex-
istence of causal processes connecting physi-
cal facts with certain persons’ beliefs without
the help of standard perceptual processes,
we might decide to call such beliefs items of
knowledge. This would be another species
of knowledge in which the knower might be
unable to justify or defend his belief. My
analysis allows for the possibility of such
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knowledge, though it doesn’t commit one to
it.

Special comments are in order about
knowledge of our own mental states. This is
a very difficult and controversial topic, so I
hesitate to discuss it, but something must be
said about it. Probably there are some men-
tal states that are clearly distinct from the
subject’s beliefs that he is in such a state. If
so, then there is presumably a causal process
connecting the existence of such states with
the subject’s belief thereof. We may add this
kind of process to the list of “appropriate”
causal processes. The more difficult cases
are those in which the state is hardly distin-
guishable from the subject’s believing that
he is in that state. My being in pain and my
believing that I am in pain are hardly distinct
states of affairs. If there is no distinction
here between the believing and the believed,
how can there be a causal connection be-
tween them? For the purposes of the present
analysis, we may regard identity as a “lim-
iting” or “degenerate” case of a causal con-
nection, just as zero may be regarded as a
“limiting” or “degenerate” case of a number.
It is not surprising that knowledge of one’s
own mental state should turn out to be a
limiting or degenerate case of knowledge.
Philosophers have long recognized its pecu-
liar status. While some philosophers have re-
garded it as a paradigm case of knowledge,
others have claimed that we have no “knowl-
edge” of our mental states at all. A theory of
knowledge that makes knowledge of one’s
own mental states rather different from gar-
den-variety species of knowledge is, in so far
forth, acceptable and even welcome.

In conclusion, let me answer some possible
objections to my analysis. It might be
doubted whether a causal analysis ade-
quately provides the meaning of the word
‘knows’ or of the sentence (-schema) “S
knows p.” But I am not interested in giving
the meaning of “S knows p”; only its truth
conditions. I claim to have given one correct
set of truth conditions for “S knows p.”
Truth conditions of a sentence do not always
provide its meaning. Consider, for example,
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the following truth-conditions statement:

“The sentence ‘Team T wins the baseball
game’ is true if and only if team 7T has more
runs at the end of the game than the oppos-
ing team.” This statement fails to provide
the meaning of the sentence “Team T wins
the baseball game’; for it fails to indicate an
essential part of the meaning of that sen-
tence, viz., that to win a game is to achieve
the presumed goal of playing it. Someone
might fully understand the truth conditions
given above and yet fail to understand the
meaning of the sentence because he has no
understanding of the notion of “winning” in
general.

Truth conditions should not be confused
with verification conditions. My analysis of
“S knows p” does not purport to give proce-

dures for finding out whether a person (in-

cluding oneself) knows a given proposition.
No doubt, we sometimes do know that peo-
ple know certain propositions, for we some-
times know that their beliefs are causally
connected (in appropriate ways) with the
facts believed. On the other hand, it may
often be difficult or even impossible to find
out whether this condition holds for a given
proposition and a given person. For exam-
ple, it may be difficult for me to find out

whether I really do remember a certain fact

that I seem to remember. The difficulties
that exist for finding out whether someone
knows a given proposition do not constitute
difficulties for my analysis, however.

In the same vein it should be noted that
I have made no attempt to answer skeptical
problems. My analysis gives no answer to the
skeptic who asks that I start from the content
of my own experience and then prove that
I know there is a material world, a past, etc.
I do not take this to be one of the jobs of
giving truth conditions for “S knows that p.”

The analysis presented here flies in the
face of a well-established tradition in episte-
mology, the view that epistemological ques-
tions are questions of logic or justification,
not causal or genetic questions. This tradi-
tional view, however, must not go unques-
tioned. Indeed, I think my analysis shows
that the question of whether someone knows
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a certain proposition is, in part, a causal
question, although, of course, the question
of what the correct analysis is of “S knows
that p” is not a causal question.

NOTES

1. “Is Justified True Belief Knowledge?” Analysts,
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(1961).

4. If a laser photograph (hologram) is illuminated
by light waves, especially waves from a laser, the effect
of the hologram on the viewer is exactly as if the object
were being seen. It preserves three-dimensionality com-
pletely, and even gives appropriate parallax effects as
the viewer moves relative to it. Cf. E. N. Leith and J.
Upatnieks, “Photography by Laser,” Scientific American,
CCXII, 6 (June 1965): 24.

5. For further defense of this kind of procedure,
with attention to perception, cf. Grice, 0p. cit. A detailed
causal analysis of remembering is presented by C. B.

Martin and Max Deutscher, “Remembering,” The Philo-
sophical Review, LXXV.2, ns 414 (April 1966): 161-196.

6. Causal connections can hold between states of
affairs, such as believings, as well as between events. If
a given event or state, in conjunction with other events*
or states, “leads to” or “results in” another event or state
(or the same state obtaining at a later time), it will be
called a “cause” of the latter. I shall also speak of “facts”
being causes.

7. A fact can be a cause of a belief even if it does
not initiate the belief. Suppose I believe that there is a
lake in a certain locale, this belief havmg started in a
manner quite unconnected with the existence of the
lake. Continuing to have the belief, I go to the locale
and perceive the lake. At this juncture, the existence of
the lake becomes a cause of my believing that there is
a lake there. This is analogous to a table top that is
supported by four legs. When a fifth leg is inserted
flush beneath the table top, it too becomes a cause of
the table top’s not falling. It has a causal role in the
support of the table top even though, before it was
inserted, the table top was adequately supported.

8. Clearly we cannot require someone to recon-
struct every detail, since this would involve knowledge
of minute physical phenomena, for example, of which
ordinary people are unaware. On the other hand, it
is difficult to gwe criteria to identify which details, in
general, are “important.” This will vary substantially
from case to case.

9. “Mr. Clark’s Definition of ‘Knowledge’,” Analysis,
XXV.1, ns 103 (October 1964): 8-9.

10. Perhaps background propositions that help
warrant S’s inference must be known by S, as well as
true. This requirement could be added without making
our analysis of “S knows that p” circular. For these prop-
ositions would not include g. In other words, the analy-
sis of knowledge could be regarded as recursive.

11. This kind of case is drawn from an unpublished
manuscript of Gilbert Harman.

The Gettier Problem and the Analysis of Knowledge

KEITH LEHRER

Reprinted from Justification and Knowledge, G.S.
Pappas, ed., with permission of Kluwer Academic
Publishers, D. Reidel Publishing Company (Dor-
drecht, Holland: copyright 1979), pp- 65-78, and
Keith Lehrer.

The problem that Edmund Gettier formu-
lated is, I believe, still unsolved.! It has been
explored and developed to such an extent
that it is worthwhile stating just what the
problem is. It is, in my opinion, the problem
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