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Introduction

John Preston

Co gnitive Science

In the mid-1970s one of the USA’s best-known philanthropic organizations,
the Alfred P. Sloan Foundation, invested substantial funds in a programme
designed to stimulate progress in a burgeoning cross-disciplinary study of the
nature and workings of the mind: ‘cognitive science’. Although, with hindsight,
it can be traced back to the 1950s, cognitive science came to public recognition
{and was dubbed by the psychologist Christopher Longuet-Higgins) only in
the early 1970s. It comprises a constellation of disciplines (the core members
being psychology, linguistics, artificial intelligence, and neuroscience) which
currently attempts to explain cognitive phenomena (thinking, reasonin g,intel-
ligence, perception, learning, understanding, belief, knowledge, memory, etc.)
on the basis of hypotheses about the kinds of information-processing which
support them. Motivated and underpinned by a certain philosophical perspec-
tive, the constellation subsequently broadened toinclude partsof orapproaches
to related fields like anthropology, archaeology, and sociolo ay.

The University of California at Berkeley was one of the main beneficiaries of
the Sloan Foundation’s programme, as part of which prominent researchers
were funded to travel around the country, lecturing atuniversities. How one of
these researchers, a philosopher from UC Berkeley, came to be thought of as

'am grateful to John Searle, Andrew Hodges, Jack Copeland, and Mark Bishop for comments on
draft versions of this introduction. Remaining errars it contains should not, of course, be faid at
their door. My work on this material was also supported by a research fellowship from the
Leverhulme Trust, to whom Iam also grateful.
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supplying the best—developed and most

controversy aver its success, there is s

‘Chinese Room argument’ (CRA), which John Searle first published in 4 paper
entitled ‘Minds, Brains, and Programs’ (Searle 1980a). The argument turns on
an easily understood thoughtﬁexperiment which mobilizeg readily available
intuitions. If sound, it undermines the official self-image of artificial intelligence
(A, one of the supposed foundations of much contemporary cognitive science,
It may well also be contemporary phil osophy’s best-known argument.
Before we get around to the argument itself, though, we need to have some
concepts at our disposal, and some history in place.

Turing Machines

$ no real theory of computation,
yetit made possible the development (abouta decade later) of the first modern
stored-program electronic computers, which, i

in that system. Taring, setting out to show
rigorously that there is not (that mathematics Is undecidable, in this technical

sense), required a precise, convincing, and general definjtion of an effective or
mechanical method, The concept he came up with, now known as the Turing

' Andrew Hodges’s biography of Turing (Hodges [983) is 2 wonderful source of material on
Turing’s thought, as wel] as hig life.

pointed threat to a core component of
tell. Although there is still tremendous
Olne consensus over the import of this
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hine, is the basic concept of theoretical computer science. Tfhe proposhal n.o\x;
. uring’s thesis says that whenever there is an effective or mec a.nl.ca
known L 7“""351 ti t}f;le values of a mathematical function, that function
”met:Od - ixaiz;l ;y Z%uring machine. The relatively informal concept of an

¢an be comp

- t e or mecha.,ﬂi(:a; metllod can thllS be 14 Iﬂ(:ed b the Yedcise Concept 0ra
elre

Turing machine.

i dChlIle
I Clal O Wha.t EO.U.O W3 that ! 111 ng 8 ldea. (JfSLlCh dan ldeahzed m
s cru

' licitly modelled on that of a person performing a compu.ta-non, l.';;nd
herctore pro oses the adequacy of his own analysis of such activity. When
fhereore pmmﬁpp uters’ in this 1936 paper, Turing means humans who compute
e etoour Ccicr;(ie were no ‘computers’ in the modern colloquial sense at
' (Since" " Cogse{)e ins his analysis by pointing cut that computation could
:. t];lat t:IEZ)aoauee bygwriting symbols from a finite alphabet onto a paper tape

alway

uniformly divided into square frames. He then says:

12 behaVIOuI Of the: COIIIPLI ter at allY maementis dﬂtelﬂllned by the Syllll)()ls Wthh i (el
g, N « N y AS a el15a
5 CrvIn & ld hlq state Of Il}llld at that moment We ma SUPP{) .= t]l t t]le[ s
ObS i ;
b‘)un({ B Lo tlle nullle“I Of Symb(ﬁs or Squa[es \Vill{:h [hC’ COIHPU ter car (}] werve at or loe
- N st uses essive observations. willa
18} 1ent Ifhe lSheq to ObSeI Ve ore, ne succes
INor ,h s We “ IS
opp \ h n in ceount 18
s [~ {l at t] 1€ Lllnbe]: Of states f INING W
Lk 08 n tes O d lcll I eed to be télkﬂ to acco
ﬁlllre P letus lmaglile the OPCratIODS perfolmed l)y the Comput€r fo be Spl t LlP 1to
P | y y glne em Iu
< ¥ h 115 A Q
Simpl aperations \Vl llCh areso Clcmentd thatit ot eas na t . rthey
dlvlded. Ever Y SUC]:l OPE| ation consists Of some Change Of tl 1€ pl l} SJ.CB.I SyStC 1 SISt g
p P . y ie |~ W t] esequence
()f the COmputer ax d 18 tape \X‘e know thC state Of the sysigm lfw kno q
5 the tape, whlic [ llee e SCYvV Y[]Q( mputer ... Sta
b{)ls O h t. P A h org Se a Ob il Cd b O P
Q. ym ) ar (l } e state
Of II‘JlIld 0[ the COE Pl] ter. ( LITIX g 1936, m I)aVlS 196.5. 136)

In the final step of his analysis, Turing propo.ses ’that we }ian ;\j;);d tl::?z ;etif;t
ences to the computing person’s ‘states of mind alt(.)get ‘er ¥ fi_l; 08 thes
he or she writes at every single step of Ehe.computatmn a n(?tc; Zd iractions
which explains exactly how the computation sfm(uid be cfont-md’ d']érefore o
of instructions take the place of the computer’s s.tates o ;ninl ,dEtermined o
state of progress of the computation at any stage is COIES el ;9{ o
the note of instructions and the sym‘bokjE on il:;e r?f:h 1(; el t;) o ‘.Vork .
i at ‘we may now construc this
COEPE;I ‘c()eli?(s_[lal.l;gfyt?h)i;urin g fodes the connection between person and machine:

. .
We IIlaY CO !] are a man i the prOCeSS Of Compunng a real nunlbel toa IIIEIChHle
IIKC}l 18 OI]]Y (apa e ()[ a ‘ nite nLlIanI Of COIIdlthIlS P Which Wl.ﬂ be Calle(i
W— g 1S, he machn}e 18 SLIP})IIEd W’lth a tape (the anal()gue O{ PHPCI)
m-COor uratio |
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running Ihrough it, and divided into sect
: 2 tions (called ‘squares”) each ca i
‘ : to able of b
;:Ymk}?l hAt any moment there ig Just one square . |, Whicl‘f is ‘in thi mzc(;ﬂ e?n\)r(lfg
; ne’.
; y 1z:lad this square the ‘scanned square’, The symbol on the scanned squ i
e ¢ ‘t y : g
b }-al . e . the scanned symbol’, The ‘scanmed symbol’ is the only one of ?vhjmhm}?y
acmine s, so to speak ‘direct]y aware’ i e
' s - - - The possible hehavipy f i
any moment is determined by the m-configuration and the scannefic')s e achine

will be called the ‘configuration’, (ibid. 117) ymbel This e

3

. ps, each step being ¢ ‘
mined by the machine’s current g : et

confguration, the ¢ i
pned by | ‘ , ontents of its tape, and
e q ) currently being scanned. A tabulation of all the possible con}f)igur
s of a give i ine i N
given Turin g machine, together with aspecification of the behaviour

0 for each input, forms jts © i
‘ : » lorms its ‘machine table’
which we now know as this kind of Computer’s program e

] o] ]()Wﬂl IIJIIS al]al S18, the simplest klnd OJ ILIHI} maCIll
neis us”d” intro
] p ) 2 g

and

2 n:ov;ble head that (a) prints discrete symbols, drawn from a finite alphabet
1o the tape, (b) erases one symbol ata time from the tape, and (¢} rfads or’

identi
tiftes the contents of each square of the tape, one square at a time

computation of a number’ (Turing 1936
interest because they illustrate what coul
given unlimited time and storage capacity

~7: 118). So Turing machines are of
d be done by machines, in principle,
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One of Turing’s most significant achievements, ‘“Turing’s theorem’, was a

proof that there are Turing machines which can compute whatever any other
. Turing machine can compute. The devices whose conceivability it establishes,
- ymiversal Turing machines, are of even more theoreticalimportance than special-

purpose Turing machines. Turing realized that a coded description of any given
Turing machine could be written onto a section of the tape of another such
machine, which would then emulate the behaviour of the first machine, com-
puting exactly what its progenitor would have computed when supplied with
the same input. The possibility of universal Turing machines means that the
‘engineering’ problem, of making separate Turing machines for each kind of
computational task, is replaced by what Turing later called ‘the office work of
“programming” the universal machine to do these jobs’ (Turing 1948: 7). On
the one hand, no physically existing computer can have the resources of a
universal Turing machine (unlimited memory, perfect reliability, etc.). On
the other, nobody would use such devices for computing, since their simple
architectures make their operations far more unwieldy than any practical com-
puting machine. Nevertheless, they are still thought of as prototypes, idealized
models, of the kinds of digital computers we are familiar with, since these are
computationally equivalent to Turing machines with finite tapes. Turing’sidea
of putting the program of a special-purpose machine into the memory of
another, universal machine, the idea of a stored-prograns computer, was crucial in the

development of contemporary machines.

The Church—Turing Thesis

But what exactly can Turing machines do? Here, controversy lurks. Turing more
than once said that ‘logical computing machines’ (the term helater used for what
wenow call Turing machines) can do ‘anything that could be described as “rule of
thumb” or “purely mechanical”’ (ibid.}. Working independently and without
knowledge of each other, Turing and Alonzo Church, the American logician who
later supervised his Ph.D. thesis at Princeton, were both concerned with the
concept of an effective or mechanical method, a notion used in mathematics to
indicate a class of mathematical functions {or results, or problems) that can be
computed (attained, solved)in a mechanical way (*by following fixed rules’, asit’s
sometimes put). In late 1933, Church suggested identifying this informal notion
with the mathematically precise concept of lmmbda-defnability. His subsequent proof
of the equivalence between this concept and the mathematical notion of a recursive
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function led to his first publicidentification of the effectively calculable functions
with the recursive functions (thisis now known as ‘Church’s thesis”).

Around the same time, Turing independently presented another formally
precise replacement for the concept of an effective or mechanical method:
computability by Turing machine. He showed that, as long as we accept Turing’s thesis,
Hilbert’s question is settfed in the negative, proving that the predicate calculus
isundecidable (i.e.thatno Turing machine can deterrnine, in a finite mimber of
steps, whether or not an arbitrary formula of the calculus is provable). Turing
delayed publication of his 1936 paper in order to show, in an appendix, that
these two apparently different replacement conceptsare actually equivalent (Le.
they pick out the very same set of mathematical functions). So the resulting
Chur'ch*Turing thesis says that this set of recursive functions, those functions
computable by Turing machines, contains every function whose values can be
obtained by an effective or mechanical method,

Its denomination (‘thesis’) betrays the fact that, unlike Turing’s theorem, the
Church—Turing thesisisn’t regarded as proven. However, the unforeseeable but
proven equivalence of all existing attempts to analyse the notion of an effect-
ively calculable function? is often tegarded as strong evidence in its favour,
Aside from this issue of its status, though, the exact nature of the thesis is also
unclear. Isit a definition (and therefore a kind of convention, as Church himself
thought), a proposal, or a conjecture? If the latter, as most commentators
nowadays assume, is it a mathematical conjecture or an empirical onet Does
the foundation of the concept of computability in human abilities mean that
the thesisis intended to cover only phenomena in our physical world?

Even more important than the nature of the thesis, perhaps, is the matter of
its implications. It’s no exaggeration to say that the Churcthuring thesis has
constituted the fundamental inspiration behind Al the reason for thinking
that electronic digital computers must be capable of (at least) human level
intelligence. Cognitive scientists have generally taken the Church-Turing
thesis to mean that any function that can be computed can be computed by a
‘Turing machine. This would mean that, as long as we ignore or abstract away
from resource-limitations, anything the human brain can do (any function
it can compute) could also be done (computed) by an electronic digital com-
puter. Cognitive processes, no matter how intelligent, must be decomposable
into routines whose primitive steps can all be executed by amachine.

* In terms of recursiveness, Turing computability, lambda-definability, Markov algorithm
computability, etc.
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The Turing Test

The computer age’s first serious attempt to give a—cri’teiion Ifor m;nzﬂ:z
and an important goal for Al forms the core o-f Turing’s ‘ est- il’llovzhep HP:DS,;
‘Computing Machinery and Intelligence’ (Turing 1?50) is sz;e;;i e ot
famous, most widely read and reprinted, and the mos1.: mf_luentl | artic vereo
have been published in a philosophy journal. The crit.erloz? Tur;ni argu e
involved the simulation of behaviour, speciﬁcally,.l,mgulstm e z'm]:ufmm

called it the ‘imitation game’, but Ishall refer to it asit’s now known: the q

" Test. Because it's so well-known, a sketch will suffice here.

Taring famously rejected the question ‘Can‘ machines thinj(?{’; di;rr?:fi rt
‘too meaningless to deserve discussion’ (Tur.mg 1?50: 442). f: ; s crore
proposed to recast it as a question abouta gam:?: inwhicha c’ompul'it? P mgt "
mer has to render it impossible for a human ‘interrogator’ to tell, fro };)p .
written output alone, whether that output is generated by a human or by

. PR . I P
. d Stll)g ua1s ed fIOIIl d llulila.ll bEIIlg ulldEK l:he&(} COndltlDIls we must Credlt 1%

- with intelligence.

One of the more persistent complaints about the Test is that it is 1;%nac-
iouristi i ; fonal defmition of intelligent
ceptably behaviouristic, or that it proffers an aperati  fr

© thought. Turing himself did subscribe to an account of learning which bears

some hallmarks of psychological ‘behaviourism’. Accorfii?g tosuch a.n a}lafptroziilz
to psychology, the discipline is suitably scientific only %f it Cf)nﬁnes 1ts.et do e
study of observable features of bodily motion, descnbe.d lnl a rf:strlcde |
colourless vocabulary. The heyday of psychological behfmou%rlsm preceded -
of cognitive science, but the two bear an uneasy relatlon.slf‘np t(:b one ZILC;; :V;
Cognitive scientists think of themselves as haﬂng gone dec;sn.rely egor;l !
iourism by virtue of relinquishing its underlying (?ODC.EP.UOHS.Obt etmt for,
science, and psychological explanation. It would be ironic if their esi'z es .
mentality wasin thrall to the view they thought ofthemselves‘ as ovfert rowi Hi
In philosophy, behaviourism was the view that the meaning o .staten;e "
about an organism’s mental or psychological phenomena car.l be given who g
in terms ol testable statements about its observable physical featur;i’ 0&2{)
motions. This ‘logical behaviourism’ had important defenders from the 19: 'au i
the 1950s, although it was challenged by, evolved towards, and was eventually

uy ; 9. See, however, later remarks
* Reprinted in Boden {1990: 49). From here referred to as B49. See, h

Turing made, recorded in Copeland (2000).
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superseded in popularity by the materialist identity thesis, according to which
minds are brains, and mental phenomena type-identical with neural phenom-
ena. This view in its turn, however, had the limelight snatched from it by the

perspective which still dominates the philosophy of mind: functionalism.
As for operational definitions, ‘operationalism’ is a philosophy of science

according to which theoretical terms should be characterized in terms of the -
operations needed to verify that they apply. It's linked with behaviourist .
psychology because any psychological theory all of whose terms are defined in
thisway would perforcebe acceptable to a behaviourist, since its terims wouldbe -

characterized in terms of properties of, or relations between, stretches of

observable phenomena. But the widespread view that Turing put forward, in
the imitation game, an operational definition of thought or inteltigence finds -

no support in what he actually said, and cannot be right, since such definitions
state Iogically necessary and sufficient conditions of what they define, whereas
Turing explicitly offered the Test as a sufficient condition only.

Turin g Machine Functionalism

In the early 1960s, to skip ahead a little, the American philosopher Hilary
Putnam, having already made contributions to the foundations of computer
science in several papers on a form of Hilbert's decision problem and comput-
ational proof procedures for quantification theory, used the conceptofa Turing
machine (suitably liberalized) in order to state what came to be known as the
functionalist view of the mind.

Functionalism is driven by the feeling that mentality is a matter of functioning
rather than substance. Whether a creature is made out of carbon compounds, or
(more generally) biological stuff, or {more generally still} even out of physical
stuff(if there’s any conceivable alternative)is of consequence only in so far as these
substrates constrain their opetation, What matters, as far as mentality goes, is not
matter, whata thingismade of, but functioning, how the thing works, and what jts
capacities are. But functionalism, in this most general sense, is nowadays almost
always accompanied by a naturalistic mnetaphysical thesis according to which
mental phenomena are individuated in termg of their causal roles. From this
derives the doctrine of multiple realizability, according to which mental phenomena
can be credited to anythin g having states with the appropriate causal roles.

Since functionalism suggests that mental concepts are functional concepits,

cognitive scientists explicitly or implicitly committed to some version of
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nahsm often suppose that simulating mental phenomena amounts t.o

! co:ti:né.]:':thém Specifically, if what’s essential to mental phenomena is their
JpLicaing. ) . ; ’
I;sairoles and if those roles can be simulated in computer programs, there’s
ausal roles,

. ’ dited with
es on'why computers running those programs shouldn’t be cre

nerital enain question,

;r;:: ];;hrfgzzly pro;losed an analogy oetween Turing n;achi?es areli
umans Just as there are two possible descript}hon's of tho behaviour of a inlh

n ngﬁmachine: the engineer’s structural description of its hardwar.e, an )e
.Io:g.tcu.iﬁ"s' or computer scientist’s ‘machine table’ (what we would now call 11:; pr.o?mnf ;
. .‘.ﬁhoi‘e.are two possible descriptions of human psychology, Ithe P ys{;o agica
.cri'.ption (corresponding to the engineer’s structural description), an

mozlz'.é.abstract description of human mental processes, in terms of ‘mental Si?vtes, the
and""'.impressions' .. .—a description which would specify t.he laws c0111‘tr0~ mg’{‘hig
0 & in which the states succeeded one another, and the relation t)o \‘feriaa 1natxon.. h.
. Efiption, which would be the analogue of a ‘machine table’, it was in fact the

rram of classical psychology to provide! (Putnam 1960: 373)

Ut f:utnam soon came to think that the correspondence between hurnan a;;d
fing machine was more than a mere analogy. By 1967.’ ho fvas affirming t. at
énons are what he called “probabilistic automata’. (This .dlffers.from a Turing
a't':.hine mainly in that the transitions between the configurations of :?. PJ..‘Ob—
“ﬂ.'stic automaton are allowed to differ in the probability thzajt thoy w1.11 take
ia:;:'é', rather than being deterministic.) Turing machine.functlon.ahsm is tl}}len
roughly) the hypothesis that all systems capable of having any given psycho-
Togical state are probabilistic automata.

Qg;iizzi;ialistf soon left behind this early form of their view, having been
.:éi'iaded that humans, unlike probabilistic automata, can beinmore tnan one
{psychological) state, and can perform more than one (mental) oneranon, at ,a
0 Crucial to this transition was the realization that a human nnnd couldn t
any kind of Turing machine because the serial processing thata smgl.e Taring
aiohine is capable of cannot possibly reproduce, within. t‘h.e constra;nt's plro—
ded by the human brain, the sorts of psychological abilities l?oople dlSP a,]y.
ven fans of serfal processing now insist that architectures comprising massnie ¥
. rallel collections of serial processors are needed. But a broader kind of functlon—
s according to which psychological states are individuated not -]ust by thleu
ichine table states but by their causal connections with sensory inputs, V\nth
16 another, and with behavioural outputs, has come to dominate the philo-
opﬁy of mind and now lies at the heart of cognitive science.
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Computationalism

Within contemporary cognitive science this perspective is closely associated
with computationalism, whose most prominent and important philosophical
champion is Jerry Fodor. He explicitly traces it back to Turing (although he
sometimes warns readers that his history is idealized, not scholarly}, and it’s
instructive to see how.
According to Todor, cognitive science in general (and Al in particular) is
primarily about intelligent thought. Central to its agenda are questions like ‘How
can people go from one true thought to another?, ‘How can thought processes
be coherent, or mtelligent, or rational?’. Tuaring answered a related question, namely,
‘Given that a state of an organism (or a system) has semantic features (e.g. truth),
how could its state transitions preserve or respect those features?’. By doing so,
he bequeathed to cognitive science not just a model but the only sensible model
we have been able to come up with, of what intelligent (i.e. rational) thought
processes could be. His model says that thought processesinvolve (perhapseven
consist in) the computational transformation of mental representations.
Mental representations are symbols, havin g both semantic and syntactic features,
Thinking is essentially a matter of manipulating mental symbols. And intelligent
or raitonal thought is a matter of preserving truth in inferences, moving from sym-
bols (premises) to symbols (conclusions) in such a way that if one’s premiges are
true, one’s conclusions will also be true,
Turing, in providing a syntactical theory of computation, thereby provided
a syntactical theory of intelligence. What he showed, according to Fodor, was
how to construct a device {(namely, a Turing machine) that can process sym-
bols, purelyin virtue of respecting their syntactic features,in a way that ensures
that none of their semantic features will be violated. The state-transitions or
processes of such a device can respect or preserve the ‘content’ of its states. For
example, it'can recognize (to put things loosely) that an inference from ‘P & Q
to P is valid (truth—preserving), regardless of what statements the component
non-logical symbols stand for. And it does this by exploiting parallels between
syntactic and semantic features. Thig is supposed to be the basic idea of the
branch of logic known as proof theory, which deals with formal systems:

The basic question of cognitive science is, How could a mechanism be rational? The ser-
ious answer to that question is owing to Turing, namely: it could be rational by being a
sort of proof-theoretic device, that is, by being a mechanism that has representational
capacities—mental states thas represent states of the world—and that can operate on
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virtue of their syntactic features (only). The semantic features (‘con-
5f the symbols, although irrelevant to their processing, are nevertheless

Artificial Intelligence

cial intelligence, claims about which are the focus of the argumegts
ed in this volume, began in earnest in the mid-1930s. An account of its
"r}'r'i.sn't practicable here,” so a quick sketch of its origins and development
m st suffice for our purposes.

N éifgaret Boden has plausibly traced the inception of Al to a 1943 paper by
én McCulloch and Walter Pitts (McCulloch and Pitts 1943). Having pro-
p eci_ a ‘correspondence’ between the physiological relations among neurons
nd the logical relations among propositions, they showed that certain kinds of
orks of artificial neurons can compute whatever functions a Turing
i'.hine can compute, and took this to be what they called a ‘psychological
"ﬁﬁation’ of the Church—Turing thesis. Since then, Al has mainly com-
sed two rather different (albeit intertwined) research programmes.

Tﬂe founders of whatis now thought of as the ‘classical’, ‘symbolic’ approach
; AI, including fohn McCarthy, Herbert Simon and Allen Newell, and Marvin
[ nsky were more familiar with, and influenced by, McCulloch’s work than
Tﬁfihg’s. Early research of this kind concentrated on asmall number of problem-
':cigmains, and its working focus changed quite rapidly. Programs designed to
provg theorems in areas of mathematics such as logic, geometry, and algebra
rubbed shoulders with games-playing programs, devoted to draughts (checkelrs),
'.hé'ss, or card games such as bridge, and ‘problem-solvers’, programs which
would address intellectual puzzles such as the ‘towers of Hanot’, the ‘hridges of

S For such accounts, see McCorduck (197%), Gardner (1985), Pratt {1987), and Beden
{forthcoming).
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Konigsberg’, the ‘travelling salesmarny’, 'missjonary and cannibals’ cases, etc. Early -

Al research focused on such problems because, as the editors of the first major
anthology of such research papers putit,

gamessituations provide problem environments which are relatively highty regular and
well-defined, but which afford sufficient complexity in solution generation so that
intelligence and symbolic reasoning skills play a crucial role, In short, game environ-
ments are very useful task environments for studying the nature and structure of
compiex problem-solving processes. (Feigenbaum and Feldman 1963 37)

Playing games, proving theorems, and solving problems are clearly examples of
intelligent human activities. Th ey also have the advantage of being tractable and
manageably small domains.

Since the mid-1950s, however, Al programs have come to range over a feld
vastly greater than this, Prﬂblemﬁsolving, itselfnow covering a far greater area,
takes its place alongside vision, natural—ianguage understanding, planning,
‘machine learning’, expert systems, and several other areas at the centre of this
kind of AL® But although these “classical’, ‘symbolic’ Al programs, designed to
perform well on such activities, are of interestingly different kinds, they ail
deploy representations according to rules. The representations can be mathematical
or language-like. The rules can be either algorithms (procedures guaranteed to give
the right answer to the question posed) or heyristics (rule-of-thumb procedures
which can narrow down the search-space). What such programs importantly
share (for our purpose) is that they manipulate data-structures composed of
symbols according to instructions,

Alongside these first steps in classical, symbolic Al ran another research
programme, now known as commectionism. ¢ Connectionist research investigates
the properties of neyral neiworks, which consist of large numbers of artificial
neurons, small and very simple processing units, related to one another by
connections whose excitatory or inhibitory ‘weight’, and whose threshold for
firing, can be altered by the programmer. (The networks studied by McCulloch
and Pitts are an early example.) In some (‘local’) connectionist networks each
unit or ‘node’ is associated with a distinct symbol, but in the more interesting
recent ones, symbolic information is thought of as being encoded in a distrib-
uted way across collections of nodes. Theideas that form the background to this
research were developed during the 1940s and 1950s by psychologists such as

3 Foran introduction, sce Boden (1987).

* For introductions to the technical issues, see Wasserman (1989), Bishop (1997), and Haykin
(1999). For the phitosophical issues, see Bechtel and Abrahamsen (1999),

ubject called learning theory,
ﬁz‘st computer simulation of a neural network was undertaken at the

chusetts Institute of Technology in 1954. But the first important working
o:i:ké' were developed in the 1960s by Frank Rosenblatt, who shm?vec.i how
:ulfloch_Pitts nets could be ‘trained’ to classify certain patterns as smu%alr or
nct The sorts of tasks networks excel at, such as p-attern—recegmtlon,
efﬁ-completion, etc., contrastwith those to which claslsmal Al programs are
1ly. put. Neural networks have been widely a'dvertls‘ed as having so};ne
p(;r'tant similarities (of structure and operation) with brain components. But
hi§ 1snt to say that the former are accurate models of the latter.

Béden sums up theinfluence of McCulloch and Pitts’s 1943 paper thus:

h‘elf vision of implementing the ‘logical calculus’ influenced von Neumann in cl:llt.asigng
ngz the digital computer, and inspired Al pioneers to attempft the formal m?de 1ni o

; ought And their discussion of ‘nervous activity’ contrlbu.ted to Hel;bsfpsyc Z
'Hyéi'ological theory of cell-assemblies, and engen‘dered various models o neur
dtworks. . . . If ‘nets’ are thought of as approximations to real neural COI’lI‘lECtIV.'ltICS,
hen we have a broadly connectionist research-programme. Inte%‘preted a.s highly
Es:tract idealizations of neural activity, the prime focus being on blnary logic rat}ller
an real cell-connectivities and thresholds, we have the digital ir{fc.:rmatlon—pmceismgf
't)'f:})ical of traditional Al Both types of Al research were initiated as a result o
cCulloch and Picts’s paper. {Boden 1990: 2-3)

“Turing, as befits his heroic status, anticipated and laid foundations for both
hese research programmes. But his work on neural networks, although u.nder
akenin 1947, was not published until more than twenty years later, and his role
o the history of this kind of computation has only recently begun to be
mphasized.” The advice he issued at the very end of his 1950 paper, that o-ne
‘ought to try both approaches (“abstract activities’ such as ches.s, aswellas provid-
.i:ng a machine with sense-organs and educating it, like a child), although pre-
..écient, appears not to have been importantly influential on the founders of AL

Conceptions and Claims of Al

'.There have always been at least two major conceptions of AL The first, and more
radical, saw it as the attempt to design and build machines which display a range

7 Seee.g. Leiber (1991), Proudfoot and Copeland (1994), Copeland and Proudfoot (1996),
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of genuine psychological attributes; problem—solving, thinldng, understanding,

and reasoning, and perhaps ultimately even consciousness, feeling, and emo-
tion. This seems to have been the official self-image of the Al project. According

to the second, more modest conception, the aim was to enable machines to do

things which, when humans do them, are counted as examples of these same

psychological phenomena, but withour the implication that the machines should -

be credited with the psychological attributes in question. At the centre of the

mainstream cognitive science Searle discerns a theory of mind based on the first -

view of Al, according to which minds are really (certain kinds of) programs.

These two different conceptions are related to (but don't map exactly onto)

one of Searle’s best-known contributions to the debate, the distinction between
‘Strong” and ‘Weak® AL These are not primarily (as some suppose) approaches

to Al, nor ideas about how Al engineers should spend their time, but rather

conceptions of the activity, the field, and its aims, Weak Al says simply that
electronic digital computers are powerful instruments for helping us to model,

and thereby understand, the mind. This is contested neither by the Chinese .

Room Argument, nor by Searle’s later work.? In fact, he expresses enthusiasm
forit (e.g. Searle 1982b: 57).

Searle’s arguments are nat aimed at rubbishing Al research, or those who
carryitout. Theyare directed instead ata two-part claim about such research, the
Strong Al thesis, which Searle originally formulated as saying that

{a) an appropriately programmed computer really would have (orbe}amind
in the same sense that you or [ have,

and

(B its following the program(s) in question would explain its ability to do

the psychological things it does.?

Strong Al he also said, is ‘a precise, well-defined thesis: mental processes are
computational processes over formally defined elements’ (Searle 1980a: 422
(B81)."° It has been, in one form or another, an important part of the ‘prose’ of
Al engineers, the accounts they generate in order to explain and justify what
they do, both to those who provide its research funding, and to the wider

8 However, as some commentators have noted, it’s hard to see why “Weak AT’ deserves its name
atall, since itignores the possibility of genuine artificizl intefligence (ir electronic digital computers,
at least). ‘Weak AT is better thoy shtof as cognstive simulation.

* Later, Searle formulates {a) as “all there is to having a mind is having an appropriately-
programmed digital computer’ (1987h: 295).

'® Inarticles for the popular press{e.g. 19824 3, 19824 36), Searle sometimes characterizes Strong
Alasabaggier group of theges.
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jathe media. (The extent to which thisis true can partly be gauged from
p:'lé’s-reactions to Al projects.) | -

ng Al however, is something more than z% th_esm. It fornjas asortof picture
: mplications, if Searle is right, ramify within many different aspects of
& science. The Strong Al thesis, one might say, is by no means the only
tant matter to which Searle’sarguments are supposed to pertain .'Altlhough
3’gcne to some lengths to clarify exactly what he takes the negat%v‘e import
.'CRA to be, he states it in rather different ways in different wnt’mgs, and
¢1s still unclarity about its scope. The first sections of Larry HaL?ser s chapter
this volume address thisissue, taking Searle to task for the unclarity.

Examples of Strong Al

ersince Searle’s original paper, some have supposed that ‘Strqng Al'isa straw
mﬁ'ﬁ, a position hardly anyone in the cognitive science comn?umty subscribes
ot has ever subscribed to, This s certainly notso. Thatit has indeed been held
4y be seen in careful theoretical statements, as well asin certain exuberant and
. quialified predictions, made by the precursors and origina.l,tors of AL As far as
ring goes, his presentation of the imitation game implies that com}')uter-s
i0se performance comes to be indistinguishable from that of humans (in this
ije‘ct) should be counted as thinking things. Searle himself shows that the
inders of AT all subscribe to Strong Al (Searle 1984: 2930, 19874 210—11?.
erhaps the centrepiece of Newell and Simon’s theoretical work' in Al'is i.Zl'fell’
Physical Symbol System Hypothesis’, that ‘the necessary and sufﬁflent COndlt.I()n
Q;t a physical system to exhibit general intelligent action is thatitbe a thSllCEll
mbol systern’ (Newell 1980: 170), that is, a machine that produces a changing
olfection of symbol-structures, In early 1956, Simon claimed that the two c‘>f
them had justinvented a thinking machine, and by 1957, they expressed their

iew that

[T|hete are now in the world machines that think, thatlearn, and that‘c'reate. Moreover,
their ability to do these thingsis going to increase rapidly until—in a visible futurfa—the
-range of problems they can handle will be coextensive with the range 1o which the
“human mind has been applied. (Simon and Newell 1958: 8)

Simon, in his chapter with Stuart Eisenstadt for this volume, resolutely main-
tains that genuine computer comprehension of natural language is not just
empirically possible, but has been with us since 1972. Their chapter bears witness
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that some cognitive scientists still prefer their terms to have operational defini- .

tions, and think that the right such definitions are what's needed to definitively
resolve theissue of which things can really have psychological properties.

Only a little coneact with university departments of the core cognitive

sciences is necessary to testify to the ongoing prominence of Strong Al (among
both staff and students). Daniel Dennett, one of the most important contem-
porary philosophers of mind and cognitive science, explicitly identifies him-

self as one of its defenders. But anyone who seriously describes electronic digital

computers in psychological termms, or who proposes to replicate psychological
phenomena in such computers solely by programming them in appropriate
ways, is committed to Strong AL Plenty of cognitive science literature is so
committed. Some important contemporary cognitive scientists subscribe to it
even in their more scholarly and less marketable productions, although it is
most manifest in recent popular books by authors such as Hans Moravec and
Ray Kurzweil. If you think you don’t know of anyone who endorses Strong Al
you haven’t looked hard enough!

Searle, on the other hand, claims to have found an argument that undercuts

the idea that electronic digital computers (whether they run current Al pro-
grams, or any progratns) can be said to exhibit any of the contested psycholo-
gical capacities purely in virtue of their programs. Philosophers certainly have
no special insight into what technical tasks programmed machines might be
able to perform, or when. But they can have a say about how it makes sense to
characterize the abilities in question, especially when that characterization is
in non-technical terms, such as those we all use for mental phenomena. Like
anyone else they may, by using thought-experiments for example, establish or
refute theses about what is logically possible.

The Yale Pro grams

The Allab at Yale University, having secured funding for visiting speakers from
the Sloan Foundation, invited Searle to speak to them about cognitive science,
Notknowing much about Al at the timee, Searle bought a book recently written
by the head of the lah, Roger Schank, and his colleague from the Psychology
Department, Robert Abelson, in which they described what they called their
‘story—understanding’ programs."!

' From an interview with Searle conducted on 74 April 1949,
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“Ihank and Abelson postulated certain theoretical entities which, they said,
st form the basis of human memory organization’ (Schank and Abelson
7-17). Human memory, they argued, is organized around episedes, personal
périences, and therefore must include a procedure for recognizing repeated
ot similar sequences. As an economy measure for storing episodes, they ther-ek
e proposed that ‘when enough of them are alike they are rememb‘e]':ed in
rims of a standardized generalized episode which we will call a seripr” (ibid. 19,

Iﬁghasis added):

"séﬁpt is a structure that describes appropriate sequences of events in a pgrticular
f:ltext A script is made up of slots and requirements about what can fill those slots.

The structure is an interconnected whole, and whatis in one slot affects what can be in
another. Scripts handle stylized everyday situations. They are not subjec.t to much
éhaﬁge’ nor do they provide the apparatus for handling totally novel situations. Thus,
i'script is a predetermined, stereotyped sequence of actions that defines a well-known
situation. (Schank and Abelson 1977:41)

The part of their work Searle focused on aimed to simL‘llate and expla‘in the
human ability to understand stories. One of the notable facts about this is that
S ople can answer questions about stories even when the correct answers to
hose questions aren’t explicitly contained within the story itself. The Y.ale
programs aimed to reproduce this ability (among others) using scripts 'whlch
e:present the sorts of information humans have about typical scenanos-, to
z;ﬁswer questions about the story they are given by referring to the appropriate

_'¢p resentations.

- Searle’s Intervention: The Chinese Room

Before he got to Yale, Searle came up with a thought-experiment which he
* believed would show that no matter how good they were, programs like these
ould only ever simulate, but never duplicate, the psychological abilities in

‘question. . '
- Searle claims that nothing in his argument depends upon the details of the

. Yale programs, that it applies to any computer simulation of human mental
phenomena. Although Al research isn’t focused only on the simulation of fuman
abilities (jt isn’t just “Weak AI'—cognitive simulation), his idea is that the Yale
. programsare just the kind of things with which Alengineers hoped to construct
machine intelligences. How fair is this?
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an tell that I don’t speak a word of Chinese. Let us also suppose that my
to the English questions are, as they no doubt would be, indistinguishable from
f ':c';.[.zher native English speakers, for the simple reason that { am a native Inglish
i, from the external paing of view—from the point of view of someone reading
.'wers’)—the answers to the Chinese questions and the English questions are
édod. Butin the Chinese case, unlike the English case, I produce the answers by
' E.?:.i“t.ing uninterpreted formal symbols. As far as the Chinese is concerned, |
‘behave like a computer; T perform computational operations on formally
ed elements. For the purposes of the Chinese, I am simply an instantiation of
smiputer program. (Searle 1980a: 41718 (B68—9)).

understandjng is self—standing, and had started paying more attention to the
ways in which language is integrated with perception and action. Searle, ag we
shall see, has his own response to critics who insist that Al programs deal with,
the causal commerce between such domains. For the moment, he assumes thaﬁ
there is nothing untypical about the Yale programs. They may be relatively.
unsophisticated by today’s standards, but they are not bad examples of A]
programs. Much of the rest of Al is ‘more of the same’, and the Strong Al claim
would be that machines running such programs (when perfected by referenc
to cognitive psychology, of course), really would understand the stories they
manipulate, in the same sense in which you and I do. -

Searle believed his thought-experiment shows such claims to be utterly false,
Here itis, in his own words: :

'eﬁtral claims of Searle’s original paper are clear, Somethjngis adigital com-
rm virtue of performing computations, But computations alone cannot, in
E;"ph:, give rise to genuine cognition. Computation being nothm-g but the
'pulation of symbeols in accordance with purely formal or syntactical rules,
ething that is only computing cannot be said to have access to or know or
defétand the “content’, the semantic properties (meaning, interpretation) of the
bals it happens to be manipulating, For the computer, as it were, \Vh'at it
n_spuIates are ‘just formal counters’ (Searle 1982a: 4), not symbols. Butit’s a
n_.__géptua} or logical truth that syntaxis not sufficient for semantics. Computers
refore cannot be credited with understanding the rules they apparently follow,
he programs those rules compose, or the symbols they manipulate. In fact,
rstatesentirely lack what philosophers call intentionality, ‘the feature of certain
ntal states by which they are directed at or about objects and states of affairs
he world’ (Searle 1980a: 424 n. 3(B72), emphasis added), Computation, there-
. can neither be nor explain cognition. While something can simulate intelli-
nt perfbrmances purely in virtue of performing computations, it canmnot thus

Suppose that I'm locked in a room and given a large batch of Chipese writing, Suppose -
furthermore (as is indeed the case) that I know no Chinese, either written or spoken;
and that 'm not even confident that 1 could recognize Chinese writing as Chinese_
writing distinct from, say, Japanese writing or meaningless squiggles. To me, Chinese.
writing is just so many meaningless squiggles. Now suppase further that after this first
batch of Chinese writing I am given a second batch of Chinese script together with a
setof rules for correlating the second batch with the firstbatch. The rules arein English;
and funderstand these rules as well as any other native speaker of English. They enable
me to correlate one set of formal symbols with another set of formal symbols, and af]
that ‘formal’ means here is that I can identify the symbols entirely by their shapes.
Now suppose also thatf am given a third batch of Chinese symbols together with some-
instructions, again in English, that enable me to correlate elements of this third batch
with the first two batches, and these rules instruct me how to give back certain Chinese

symbols with certain sorts of shapes in response to certain sorts of shapes given me in

the third batch. Unknown to me, the people who are giving me all of thege symbols cafl’
the first batch a “script’, they call the second batch 4 ‘story’, and they call the third batch
‘questions’. Furthermore, they call the symbols I give them back in response to the

third batch ‘answers to the questions’, and the set of rules in English that they gave'

e, they call the ‘program’. Now just to complicate the story a little, imagine thei't_-'
these people also give me stories in En glish, which I understand, and they then ask me
questionsin English about these stories, and I give thern back answers in English. Supposé .
also that after a while I get so good at following the instructions for manipulating -
the Chinese symbols and the programmers get so good at writing the programs
that from the external point of view—that is, from the point of view of somebody -
outside the room in which I am locked—my answers to the questions are absolutely .

uplicaic them.

What the Argumentis Supposed to Target

he very least, the Chinese Room immediately implies that one’s own
nscious awareness of one’s linguistic ability is not captured merely by run-
ﬁg the right programs, since the Room runs those, but neither it nor its
nhabitant is conscious of being able to understand Chinese. But, arguably, you
an’t understand a language without knowing that you do so (a related joke:
Can you speak German? T don’t know, I've never tried’). Some think this
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would be enough to show that Al cannot duplicate all important psychologica] -

phenomena. Others, like Hauser and Jack Copeland, detect here a pernicious
Cartesian assumption about the incorrigibility of intros ection, extended in ap
P g Y P

even more problematic way beyond the normal situations in which it is most

plausible,

Regardless of this, Searle’s aim is to crack a much bigger nut. The CRA -
focuses on language~understanding partly because to show that computers -
cannot understand would be to attack Strong Al ‘on what itg proponents take to .

be their strongest ground’ (Searle 19804 453). Of all psychological concepts, the
understanding of symbols (the symbols they themselves manipulate)is the one
most plausibly attributed to electronic digital computers, the one partisans of
Strong Al think most obviously can be ascribed 1o such devices.

Among Alengineers, especially, one quite often encounters the idea that the
Chinese Room scenario is flawed because the Program in question has not legrn
to understand Chinese, and that this deficiency could be remedied by providing
it with, or by substituting for it, a machine Iearning program (of the sort that
Turing envisaged, or some more recent variant}. This move will not work,
Machine learning cannot rescue Strong Al from the C RA, since one could run
an argument entirely parallel to the CRA fﬂcusing on learm’ng, rather than
understanding. Its conclusion, of course, would be that however good they
may be at ‘passing’ Turing Tests relevant to learning, the machines in question
don’t learn anything. Any programs that can be run on Turing machines, ‘any
programs atany level at all’ (Searle 1989 702), however embodied, and however
they got there, are targeted by the Chinese Room Argument.

Whatis clear is that Searle never intended the argument to show anything as
general as that machines cannot think (or understand, or have any genuine
psychological capacities), that computers cannot think (etc.), or that there
cannot be artificial thinking machines (artificial intelligence proper?). Heisadamant
that some machines can think (since people are machines, for example), that
some computers can think (since we are computers), and allows that it may be
possible to produce an artificial (m&nﬁmade) thinking machine (Searle 1980q:
422 (B82}). Even if we understand the terms ‘machine’ and ‘computer’ in their
tontemporary and colloquial uses, in which people are contrasted with both

machines and computers, Searle’s argument doesn’tseek to rule out the logical
possibility that paradigm examples of computing machines (e.g. the PC on
which I'm writing) might have psychological properties. The real focus of the
CRA is programs (rather than whatever runs them), and it’s best thought of as
denying that anythin g could have any genuine psychological properties solely in

Introduction [/ 21

of its rurming a program. My PC could, as far .as this argunent is Con;riej;
d‘éfétand Chinese. But it couldn’t do so in virtue of any progran'] 'iv Il: A
ﬂé:ers could make it run. Artificial Intelligence I‘na.y be possible, but it
otresult solely from programming, however sophisticated. )
_.isi_however, already provides a large enough and important target. Al acs1
néed since the 1930s, coming to conceive itself less as parF of s.c1ence ar11.
‘s engineering. An increasing proportion of Al r('esearch is nel’Fher e};p i-
v.nor implicitly aimed at the goal which poorly 11'1fo‘rmed. phjﬂosog ?rs
metimes suppose it must have, of producing an ‘artificial -rmnd or l‘alnci
éed, concepts like that play a decreasingly importa.nt role in the proseban
raétice of AL Nevertheless, plenty of Al research is sttlll supposed to be a 1c;}ut
; iducing (rather than merely simulating) psychological phenomena on' G(;C;
oriic digital computers justby programming them (e‘fen thm‘lgh Al engmg;rt
on’tgenerally care whether their systems perform t%ilf:lr tz?sks in t}.lE same way tha
telligent creatures do). Al even now, isn’t just cognitive simulation, -
The view which Hauser, Stevan Harnad, and Georges Rey here call computation

glism or the computer model of the mind, which says that computation is both necelssary
.-al.'id sufficient for cognition, because mental states are (solely) computational
.st'étes also falls within the target area {(as does the related view Ned Block here

identifies by the same term, that the brain is a digital colrnputer). This. forms 'the
core of a wide research programme within cognitive scmnce,' t.h.e c,omemp.ordry
:'_ay of doing cognitive science, that Searle sometimes calls ‘cognitivisn’, according to
which:

Thinking is processing information, but information processing is just symb.ol r.nanipul'a—
tion. Computers do symbol manipulation. So the best wa.y to study thlnkli.lg §or. as
[cognitivists} prefer to callit, ‘cognition’) is to study c?mpusatlonal symbof;mampu ating
programs, whether they are in computers or in brains. {Searle 1984: 43)

'H.auser and Rey are particularly keen to show that Searle’s argume.nts are
ineffective against computationalism; Harnad agrees with Searle that his argu-
inents do refute some forms of that view. ‘ |

Versions of functionalism and the representational theory of mind according to which
the mind is to the brain as computer program is to computer hardware 'aiso fall
within the argument’s sights. Searle sometimes identifies this analogy with, and
éometimes treats it as a summary of, the thesis of Strong Al (Searle 1984: 28,
19874:210, 1987h:295, 1990a: 20). Elsewhere he identifiesit as ‘the basicidea of the

i in i igi uter
“* Unfortunately, at other times Searle calls the view that the brain is a digital comp

: ‘cognitivism’ (1990a: 122, 1992; 202).
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computer model of the mind’, implicit in Turing’s 1950 paper, as wel]
announced and defended in many important textbooks and articles since (Sear]
19905h: 21, 1992. 200}, He thinks of Turing machine functionalism (at least) ag
variant on a view which Putnam hirnself had already done his bit to discredis
behaviourism. (Behaviourism, of course, asifit needed any further refutation, j

And yet it doesn’t understand. Re

tionalism is in no way committed to the Turing Test, that it has
deeper than the behaviouris

i

Against the Turing Test

One of the peintsatissuein the debate js the adequacy of the Turing Test, which
Strong Al is widely supposed to use as its criterion of the mental.'* Searle
expresses what he takes to be the Strong Al view thus;

The conclusive proof of the presence of mental states
Systemn ta pass the Turing test . . . If 5 $ystein can convince a competent expert that it
has mental states then it really has those mental states, It, for example, a machine could
‘converse’ with a native Chinese speaker in such @ way a5 fo convince tlie speaker thatit
understood Chinese then itwould literally understand Chinese. (Searle 19824 3

and capacities is the ability of a

In this volume Roger Penrose, otherwise a fierce critic of Strong Al, argues in
favour of accepting some form of the Taring Test on the grounds that only if
we assume that the presence of menta] p

henomena is publicly detectable do
we meet the appropriate standards of scientific objectivity. Whether as 4 core
commitment of Strong Al, or j
other cognitive scientists, and s
still seem to take something li
mentality." By thisI mean that
psychological phenomena are

ke the Turing Test as a sufficient condition of
whether or not they would explicitly agree that
to be credited to anything which apparently

B Searle (1982:1,1;) explicitly

treats the Turing Test asa component ofStrong AL
" For its most vigorous phil

osophical defence, see Denpett (1985) and Leiber (1991).

y stringently denies this, arguing that func.

sm with such phenomena under just such conditions. ;
e _ .
thinks that thisis totally wrong-headed. His argument can be presente

Yaims. first, that if the Turing Test is supposed to be not justl a \.vay of
. ;iaﬂ;] avoiding philosophical discussion but a theoretically significant
mia

rion of mental phenomena (such as intelligent thought), then the CRA
erio

ites it (Searle 1982a: 5, 1987h: 295, 297, 1989a: 45, 19950: 208). T"ht‘i CE.lSQ he
:tés lt’ (f rces the common complaint that the Test is behaviouristic (in the
i.-{f-r's rellllzc:j sense), casting doubt on itsadequacy by insisting that ‘thelre could
1'050%‘) stemns”, both of which pass the Turing-test [for understanding]|, bt%t
;v c(})n esz% Whilch! understands’ (Searle 1980a: 419 (}574)) His gener'a‘[' dlagz:l;
fie Test’s failure is that it confuses epistemology with lontology. it mei f :
- d ental confusion between the way we would verlfy the presence o \

fu'n Ejiﬂ henomenon from the third person point of view [and] the actual first
e(:(:n ijstence of the phenomenon’ (Searle 1989a: 45. See also Searifa 1.993!3).

Tn this volume, Stevan Harnad agrees that the Room refutes lthe orligmal Test
nldlz computationalist assumptions, but then goes on to investigate how

uch room for manoeuvre computationalists have. They m_ight, h}f p?fi(;szs,
strengthen the Turing Test into something that wc.)uldisthlr;\li t z.isglabﬂi;
r'é.quiring functional, or perhaps structural ana.’ fum:tlona , 1.11 _1s II,II%: e
(instead of the mere linguistic indistinguishability oii the orlginah E O.m e
require structural conditions would be to give up their dectrine t ; t(]; mk}; -
tional states are implementation-independent. Although Hafnal ! oihe
GRA over-reaches itself in several ways, he also .suggests that be.arde s ;vo;:eamh
had a positiveinfluence on cognitive science, hclpl'ng Fo opezlllp lzn es (; D;?mem "
which (unlike classical symbolic Al or connectionism) take the em

inds seriousty. | |
mlrIli:rSr;er\;Voiioérad, however, takes issue with Sea.rle’s entire colnc.eptlc;neziiltzll;
~ guage, particularly of understanding. He complains that Seai ellls n(f; o
| to claim that there are ‘clear cases in which “understanding” litera z &Rp t
| and clear cases in which it does not apply’ (Searle 1980a: -419 (B7_1)),. an .tn;: (;
show that the questions Searle raises simply d.on't perm‘lt of (!Jb}{:ctlvtie (nngOC; q
wrong) answers. Winograd's central contentilon that Searle’s (?Ees_az?é . ha:s
the computer understand Chinese? is meaningless when an e-Lh et hes
been removed from an appropriate context bears cor.nparlson with Turing
claim that the question ‘Can a machine think? is meaningless.
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Searle’s accusation that Strong Al and computationalism conflate ontology.
and epistemology alsa has implications for other views of the relation between
the mind and behaviour. The Chinese Room scenario, after all, takes advantage
of the fact that mere symbol-manipulation can in theory be used to simulate ap -
enormeous range of (perhaps even ally behavioural phenomena. It thereby
suggests that our conception of the mental can be entirely divorced from cur

ways of telling what mental phenomena another being js undergoing, in

Searle’s words, that ‘where the ontology—as opposed to the epistemology—of

the mind is concerned behavior is, roughly speaking, irrelevant’ (Searle 1993b).
In this respect it parlays a traditional objection to behaviourism into an objec-
tion to anyone who thinks there is more than a purely contingent relationship
between mental phenomena and behaviour.

Jeft Coulter and Wes Sharrock, by contrast, atthough agreeing with Searle
over the bankruptcy of the Turing Test, diagnose the problem differently. For

them the CRA shows, contrary to the Test, that the nature of a performance’

cannot be identified independently of the conditions ofits production.

Second, Searle presents his argumentnot as a way of testing for any particular

mental phenomenon, butasa way of testing theories of mind (1980a: 417 (B63)).

Thought of thus, the experiment embodies the following general criterion of -
adequacy: given any theory of mind, ask yourself what it would be like if vou

yourself instantiated that theory, if your mind worked in the way the theory
suggests. If the resulting mental world departs markedly from what youwould
experience, the theory in question has to be false.

It’s difficult to see how such a criterion could be challenged at teast when
applied to conscious mental phenomena. If a theory fails to capture how things
seem to a conscious subject, it has failed to capture the ‘contents’ of conscious-
ness. n connection with this, Searte issues a general injunction always to ‘insist
on the first person point of view’ (Searle 19808: 451 - 1982¢: 346). Whether this is
still thought of as problematic within cognitive science and its philosophy
purely because of the residual behaviourism and operationalism Searle discerns
there, or whether this injunction is itself methodologicaﬁy inappropriate, or a
philosophical liability, are some of the largerissues involved,

Initial Reservations

Certain misunderstandings of the Chinese Room scenario should be squashed
from the outset.
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t Searle cites only caricatures of rules of the very simplest kindi( squiggle
igale is followed by “squoggle squoggle”* (1980a: 419 (B73)), ‘Reach e
.t 1 and take outa squiggle-squiggle sign, and go put that over next to the
é‘gle—squoggle sign that you take from basket 2’ (Se.arle 1987a; 213)), for
ple, is no objection. Even the most complex classical P.xl programs are
atenations of instructions of roughly this kind: they specllfy _sequcnces c'>f
ihols or relationships between symbols which hold purely in virtue of their

mal’ or syntactic properties alone.
"c.ir'ne have complained that ordinary-language mental con(?epts such as
{erstanding, in which the CRA is framed, are somehow :]flot s?ltabie T(.) pose
portant questions to Al But just as cognitive sirnulanon. aims to sxmulaAI;
: éfyday psychological phenomena such as story—u?aderstandmg, $0 Strong‘
nceives Al programs as means by which to duplicate (and -tl-lt?reby' expla_ln)
h phenomena. They comprise the level of psychological ab;l.ltxes wst.h wh_1ch
yonitive science ultimately has to make contact, if it's to explain whatit ] z.urns
Unless it can explain things like this, cognitive science hasn’t got a subject-
atter. - ‘
:':It has often been objected that Searle’s scenario is unrealistic 1n.other, impor-
nt ways, for example, in its supposition that a human could possibly handwork
e suite of programs that would undoubtedly be needed accurat_ely to repro-
duce the performance of anative Chinese speakerin real time. The sight respoz-me
this objection, [ believe, is not that speed is irrelevant to how we as<.:r1be
sychological abilities such as intelligence, Rather, it is that the .fact that the
erson in the room couldn’t handwork the programs fast or reliably enough
doesn’t matter. Neither would it matter to Searle’s response to the “Systems
Reply’ (see below) if memorizing the programs in question tflrned ouF to be
beyond hurman capacities. The Chinese Room is a thought-experiment, an invest-
igeltio11 into what would follow if something thorough‘iy coPnterfactual were (o
Be the case. But in this respect it doesn’t differ from Einstein's request for us to

imagi i i bi cre riding on the front of a
. imagine what we would observe if, per impossibile, we were riding o

beam of light. In such scenarios, one is allowed to imagine what would happen if

. some contingent and varjable limitations (such as the speed of human activity,
.. ; ; ; frad 15
. the capacity of memory, and the reliability of operation) were idealized.

What secures the relevance of Searle’s scenario is the idea that any digital

. éomputer program could, ‘in principle’, be handworked in the way that the
" CRA demands. This is guaranteed by the fact that the person in the Chinese

i i i - iments, however, see Wilkes
3 For serious philosophical reservations about thought-experiments,

©(1988),
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Room has almost exactly the same resources Turing granted the human

computer whose performance is modelled b

machine isn’t an appropriate model of a human computing, such machines
have nothing like the scientific importance currently attached to them, The
beauty, as well as the import, of the CRA, is its close proximity not just to the
Turing Test scenario, but also to the original explanation of a Turin ¢ machine,
And the Chinese Room is no stronger an idealization than such a machine,
since itabstracts from the human computer in much the same way (byignoring
limitations of speed, memory, and reliabiiity, for example).

Whatis the Chinese Room Argument?

So far we've looked in an informal way at the Chinese Room scenario—the
thought-experiment—and some of the conclusions Searle draws from it, As we
shall see, Searle sets out the underlying mgument against Strong Aland computa-
tionalism in different ways on different occasions. However, he never explicitly
presentsitasa piece of reasoning about the thoughbexperimental scenario. Ifit
were presented thus, its premises would presumably be:

1. Thepersonin the room has access only to the formal, syntactic features of
the symbols he or she is presented with.

2. To understand the Chinese input, the person in the room would need
access to the semantic features of those input symbols.

3. Noset of formal or syntactical principlesis sufficient for understanding.

But what exactly is this argument’s conclusion? If the conclusion pertains only
to the person in the room (if, for exarnple, it’s simply that the person in the
room doesn’t understand the Chinese mmput), then it’s relevant to Strong
Al only if that view makes a claim about the analogous part of a suitably
programmed computer. It's often argued that Strong AT makes no such claim,
Exactly how is the Room supposed to be analogous to a computer? Searle
says that when ensconced in the Chinese Room he ‘simply behave[s] like a

y what we now call “Turing
machines’ (some sheets of paper, some very simple rules and instructions, and
the wherewithal and means to follow them). To object, as some have, that the
idealized version of Searle in the Chinese Room doesn’t really constitute 5
computer,is to cut the ground from under Turing’s original analysis of computa-
tion, and to jeopardize the basic concept of computer science, Criticisms of the
CRA (along with new analyses of computation) must avoid implying that
a person performing a computation is not really computing, If a Turing .
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v’ is ‘simpiy an instantiation of the compute.r program’, that he lS' ti;z
ter and that he has ‘everything that artificial mﬁtelhgence ~ce];nlpa.lt in

3:y of a program’ (Searle 1980a: 418 (B69—70)).'® The English- angl;'{l)agle
:'nstitute the computer program, and the first two batches of symbols

iohas ich the program has access.
atabase to whic .
wever, some commentators, such as Ned Block and John Haugeland, urg
WEVET, S

he person in the room is analogous not to the corrlaputer, as Searle usuai)rr
- - but only toits central processing unit (CPU), theexecutive -part-of t.ll:!e cor:c[;lne
. “Fcontrols and coordinates everything else 'happemng }.n the m Oseci
ﬁgéland, for example, argues here that Searle fails to apply his ow'n propld “
erjon for adequate theories of mind, asking himself only what 1thwtznuStem
'to be part of the Chinese-understanding system, rathe:r thzjm t e :ybout

lf These commentators then remind us that St;:or?g Al’s claim is no &. '
EZC'PU but about the computer as a whole, the entire system. However if, as
'o"ijélan(,i pointsoutin what he calls the ‘logical reply’, the Chinese Room Arfl;::;i
.. upposed to pertain to the systerm as a whole, then althougl;) g}ermaxll ;ﬂaﬁon
:a;tertight. It would then be of the form: No amount of sfym ? ma;ngol etion
oﬁ the person’s part will enable him to understand the Cl.nnese input, erelore
ho_ amount of such manipulation will enable the wider system o
he isa part to understand thatinput’ (Copeland 19_93:, 125). ——
- Since the conclusion is about a system that isn’t even re e.rre —0 e
premises, this Chinese Room Argument (asit stallllds) must be logically invalid.

its, as Haugeland putsit, a part—whole fallacy. ‘ ‘

: OIII:: ;I;;?ui?mi, Searli never ];I)Jresents the Chinese Room Argu‘merixt 1:; this
way. In the abstract of his original 1980 article, he set it out as a derivation from

axioms, thus:

(1) Intentionality in human beings (and animals) is a product of causal

features of the brain. - . B
" (2) Instantiatinga computer program is never by itself a sufficient condition

of intenticonality,

therefore

i intentionali tbe that
(3} Theexplanation of how the brain produces intentionality canno

it does so by instantiating a computer program.

i 't have’ (Scarle 1987a:
1IN Je digital conpuier solefy in virtue of its heing a digital computer has anything that I don’t have (flmrle do:‘;
i : hi an does
213; emphasis in original); {Njo computer justby running the program has anything the m
not have’ {Searle 1989: 45).
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(1) issupposed to entail:

(1) Any mechanism capable of pr_oducjng intentionality must have caysq

Powers equal to those of the brain,

(In more recent work, Searle explicitly says ‘threshold cansal powers’, since the
brain may have more than is necessary to produce mentality. See e.g. Searle

1997:158-9, 191, 202-3.) And from (2)and (4)is supposed to follow:

(3 Any attempt literally to create intentionality artiﬁcially (strong AI)
could not succeed just by desjgning programs but would have to
duplicate the causal powers of the human brain, (Searle 19804 417, not

reproduced in Boden)

The central argument of the original article, Searde tells us, is directed towards .

establishing axiom (2).

Whenever he presents what he thinks of as the underlying CRA’s abstract -
logical structure (Searle 1984: 39, 1987b: 296-7, 19904 21, 1989%: 703, 1997. -
11-12, 109, 1999a: 39), however, or the poinof the Chinese Room scenario (1991

526), Searle always does 5o as follows:

1. Programsare purely formal (syntactical),

2. Minds (human ones, at least) have semantics, mental (L.e. sernantic)

contents.
3. Syntax byitselfis neither the sameas, nor sufficent for, semantic content,
Therefore,

4. Programs by themselves are not constitutive of nor sufficient for minds,

It’s noteworthy that in such presentations of what we might cal] (following

feltable to say, in 1987;

M all of the vast amount of literature that has grown up around the Chinese room
argoment, I cannot see that any of my critics have ever faced up to the sheer logjcal
structure of the argument. Which of itsaxiomsdo they wish to deny? Which stepsin the
derivation do they wish to challenge? (1987 3013

Whether treated ag the argument underlying the Chinese Room scenario,
as a streamlined reformulation of that argument, or as a separate though
related piece of reasoning, the Brutally Simple argument does attract its oWt
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‘ntators. Dennett, perhaps the most determined C.ﬂﬁc of the Chir;e;se
' has explicitly denied all three of its premises (Dennett 19 )
' Argumen(t“ , eland, Haugeland, and Hauser concern themselves expli-
is.vomme"i’: )Osl;llll Silnple argument. Haugeland, for example, seeks to
lmth l;l:clfiml? Al 3\;hile not committed to denying Searle’s logical trtltla
S;l;izx is not sufficient for semantics), caxll ?sp:l):zl :0 ;lclz Eiﬁi:sytc}lznzgi%
> cal. To do so,

"Compmel’ ProgmfmAsl ?:apgzbl Is:ilzllzl(:li;i account of the causal powers of

ep_tual foundations o y

ygrams and data.

The ‘Systems Reply’

eland’s “logical reply’ challenges only the logical validity oflthfa Ch};nis.i
- ’ [ to take astand on its conclusion. Buti
som Argument, and doesn’t purport to tsco
:;'l)'on-la sl%ort step to what Searle calls the ‘Systems Reply’, that althougll 'Fhe
. in the Room doesn’t unitderstand Chinese, the entire system comp}ilsmg
oo isi ies to his Chinese Room
: andi doesso. Thisis one of the replies to !
he Room and itscontents oftt e lioom
3 i i e publishing it, and then spent m
' io that Searle identified before pu » and the
Cll:;ral article responding to (thereby recapitulating, ironically?, the structure
T
fTuring’s 1930 paper). - o -
: Slalarlf finds the Systems Reply deeply implausible, ‘totally ur;rri;);ga.t;g
xcept by behaviourism and the question-begging Turing Test (Searle aé o
B'Hl)) 19808: 453, 1982c: 346),-and thinksita ‘desperate move’ on the.parto. .
efen’der of Strong AI(1999a: 39). Whether thisis so depends on tl;e ;lntggnty .
i d the computer: if the person is
alogy between the person in the Room an . |
tha;lgouf}(’)nly to the CPU (as Searle himself allows at one point (Searle 1987h:
n

; 2973), the Systems Reply, far from being a reply to the Chinese Room [;rgulnie;tl;,
i3 actl.lally what the defender of Strong Al was saying all along, anc}l1 the §r1ge o
:. isdi 3 f Searle’s argument then depend:

argument was misdirected. The cogency o en . )
: engtirely on the success of the Systems Reply, or some suf:h similar cclialum abou
- the kind of thing which his opponents think is capable of understanding.

Thismeans that Strong Aland Searle only really lock horns within his crltli[lue

of the Systems Reply, which consists of several points. First, that ;he Systemb z;s
! i i S ols

i ing to, or interpreting, the Chinese sym
no more means of attaching meaning to, ‘ o e
i d. It ‘has a syntax but no semantic
than the person in the Room ha e (Sea
19:2 5) %} escape the feeling that the other elements of the System (lcdgclrs,
a: . : } ‘
pieces of paper, walls, etc.} might matter in this respect, Searle urges that the
} 2 3
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erson in the Room ‘internalizes’ these other elements (memorize the rulesi
p

the ledger, do all the calculations in his or her head, etc ) and works outdoor .'
Even so, Searle insists, he or she would still not understand Chinese, Secondly,
Searle claims that it’s wildly implausible to think that “while & person doesn't
understand Chinese, somehow the conjunction of that person and bits of paper.
might understand Chinese’ (Searle 1980a: 419 {(B73)), simply because the mete:
addition of the Room, and the pieces of paper with Chinese symbolsand English
instructions, can’t possibly make the difference between understanding and not:
understanding. If the person alone doesn’t understand Chinese, no amoun .
of adding these kinds of things will turn the resulting conglomeration ingg -
something which does so. Thirdly, Searle urges that the Systems Reply has'.
independently absurd consequences. By implying that ‘all sorts of noncognitive
subsystems [such as stomachs, livers, etc.are going to turn out to be cognitive’
(ibid. 420 (B74)) it stands convicted of being hopelessly over-liberal, (This is the |
familiar problem of non-standard realizations, often directed towards functionalisrn.)
Searle treats the first consideration as the decisive objection to the systerns
reply (e.g. Searle 1993h), but 1 find the second more persuasive. A person plus
some pieces of paper and walls Just isn’t the right kind of thing to be a properly basic
subject of mental phenomena. When we ascribe such phenomena to Systems
which include people as parts, which we sometimes do, either our ascriptions
are not what Searle would call ‘literal ascriptions of intrinsic intentiona]ity’-_.
(1982¢: 346), or the talk can always be ‘cashed out’ in terms of the mental.
phenomena exhibited by the people in question. Of course, systems can have
important properties which none of their creature components have. Byt:

whether thisis true of specifically psychological propertiesisanother matter. Here,

1think, defenders of the Systems Reply have been over-hasty. We could make

the underlying principle explicit thus:

If a system (not just a creature, but an arrangement in which ene or more

creatyresis ernbedded) really exhibits some genuine psychologicai phenom- -

enon ¢, it does so only in virtue of one or more of ity component creatures

exhibiting ¢b.!7

This secures the logical validity of the argument based directiy on the Chinese
Room scenario by adding a premise to the effect that if the person in the Room
doesn’tunderstand Chinese, the Room itself cannotdosoeither. The suggested

7 A qualification must be added to allow for collective psychological phenomena, such as
decisions, which resylt from compromises between the individual
component creatures, but it isn’t germane here,

decisions attributable to the
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rs, etc. (Searle 1982¢: 346). I believe it also impr.ov.es upon his W'.SIH(I?OWD
o that we're justified in making literal ascriptions of mtent:ona ‘ty to
nol? ause they are (at least) ‘made of similar stuff to ourselves’ (Searle
051';:“4285 (B80)), i.e. because they have the same biochem:istry. Th; r;:if}s]\jfani
] ity is not so much in the stuff things are made of, butin the kind of thing,

are. ‘ ‘ .
FHowever, none of this will impress or help Searle, since he agrees with
a )

onents of the Systems Reply in rejecting such principles. He expiicliti.y
ies, in an eatly reply to Dennett, that his objection to the Syste]:ns ‘R‘ei y is
a system can have no psychological properties not possnssncf b)'f its su ‘ s.ys—
< (Searle 19824: 57). And he (rashly, I think) flouts the principle in qatlxestlon
en he insists that brains (as well as their owners) have psychological states

980b: 451); brains, after all, aren’t creatures.

The ‘Robot Reply’

fe natural than the Systems Reply, perhaps, as a reaction to the Chinese
.'ozom scenario, is the idea that there’s no understanding tnere because ther;
: n't the right kind of causal relations between the symbolsin thn program 8:11
@ things they refer to. Within a computationalist framewark this bel:)cornes § }(13
‘Robot Reply’, according to which an appropriately nrogramnled 'ro ot, 1n r.I
atisal contact with its environment (capable of reacting to snmuh, negoﬂa;ng
terrain, and operating upon things) would indeed have genuine understan ing
mental phenomena).
:_r;i:jllzee;esponds,pﬁrst, that t})ns move concedes the falsity of Strong Al (a;;j
computationalism) because to insist that syntax plus‘extemal causanon \grouE
produce semantics is to admit that syntax is insufficient for semantics { :;ar ’e
1087p: 297). Causal theories of ‘content’ that might be taken to relate the robot’s
states and activities to the meanings of the terms it uses have recently becon;e
ﬁnpular in the philosophy of mind (Rey mentions these). But they run strong y
cnunter to the sort of ‘internalist’ semantic theory that Seatle ad.vocates, since
{hey all atternpt to reduce semantic relations to 110n—n1tennonal natural
f)henomena. Such attempts, he urges, will fall prey to a combination of common-
sense and technical objections. Among the former are that they-leave .out tne
essence of mental content, which is subjectivity, that they leave out intentionality
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itself, and (most crucially, I suspect) that they leave out the mormative dimension:
of Intentional concepts (Searle 1992: 50-1). Intentionality, inshort, is irreducible;

Secondly, Searle again presses the Chinese Room into service, appropriately.
modified, to show that adding robotic ¢ perceptual’ and ‘motor’ capacitiesadds

-parle initially found itironic that Al should start appealing to the work?ng‘s

'é'brain in order to evade the Chinese Room Argument. As he put 1t,. 1

:ght the wholeideaof strong Alis that we don’t need to know how the brain

ks to know how the mind works’ (Searle 1980a: 421 (B77)). But nfﬂural

7 ork research doesn’t represent an alternative to ‘Strong AL’ Ra.ther,.lt has

wn version of the Strong Al claim (connectionist Strong Al) according to

ch an appropriately configured and trained connectionist network Wou?d

. (the relevant) genuine psychological properties, and would doso purelyin

ﬁ.tu.é'(')f its having the configuration and training in question.’® . |

“ é}irle isn’t alone in thinking that even weak Al of the ‘classical’, symbolic

.. éan now, at the beginning of the twenty-first century, be judged '.co ha.ve
ed:'('Searle 1995k, 205£). Some of his most determined c-:l)mputatlonahst
péﬁents would agree. However, although more sympathetic to weak Al of
he tonnectionist kind, Searle consistently deems the above sort of appeal to
iiral networks irrelevant, on the grounds that the computational power of
:ﬂd networks is no stronger than that of Turing machines. We know from
;'-hurch~—Turing thesis, he asserts, that “any computation you can do on a
a’faﬂel machine, you can also do on a classical machine’ (Searle 19994 39, iSee
1990a: 22, 19935, and 1999b: 37), and therefore the original CRA applies,
ent developments in neural network research, following the import.ant
ivaﬂ of connectionism in the mid-1980s, aren’t supposed to affect this claim.
é._.éontemporary connectionist style of computation (mass.ively. parallel,
turing distributed ‘representations’), he also urges, cuts noice in this resp(?ct.
“opeland’s chapter in this volume vigorously disputes this understanc.i{ng
he Church—Turing thesis, even though Searle shares it with most cognitive
ntists. Copeland also convicts Searle’s attempt to extend the CRA to
nectionism of what he calls the simulation fallacy, the fallacy of supposing that
isasimulation of y and y has property @, x has property .

However, in response to connectionist Strong Al Searle also, just in case,
rmulates the ‘Chinese Gym’ thought-experiment:

understanding whatsoever to the original program. A person inside a compute
inside a robot, after all, is stll presented only with symbols to manipulate, apyg
still has no way of coming to knowwhat theymean. That the resultingarran ge
ment would be far more impressive, in its behaviour, than a ‘bed-ridder
computer, merely testifies to its being able to pass a more sophisticated kind df :
Turing Test. But Searle’s point is that Turing Testing is always inadequate, sinc
such tests always fall short of establishing the existence of genuine psychologica
phenomena. The Robot Reply, he concludes, ‘had the wrong level of causatior
The presence of input-output causation that would enable a robot to functor
in the world implies nothing whatever about the presenceofbottom-up causatio
that would produce mental states’ (Searle 1987%: 300). .
In this volume, Selmer Bringsjord and Ron Noel pursue this issue in depth
They begin by responding, on Searle’s behalf, to the modified Robot Repljr

‘missing thought-experiment’, a scenario which would combine Searle’s
responses to both. They approach this thought-experiment, which involves
surgically blurring the distinction between people and robots, via computa:

of having sensory experience), Bringsjord and Noel argue, it’s possible to imag-!
ine a scenario in which a person, implememing the parts and processes of a
robot, behaves normally and yet hasno experience atall,

The Brain Simulator Reply

agine that instead of a Chinese room, T have a Chinese gym: a halt containing mﬁny
hélingual, English-speaking men. These men would carry out the same operations
e nodes and synapses in 4 connectionist architecture . . . and the outcome Wou.ld
he same as having one man manipulate symbols according to a rule bock. No onein
gym speaks a word of Chinese, and there is no way for the system asa whole to learn

Searle sprung his thought-experiment on the world of Al at a time when th
‘classical’ symbolic approach dominated the field. In the late 1970s and earh
1980s, the other main kind of AT research, concerned with neural networks, wi
at a low ebb, at least partly because people had been convinced (by Minsky an
Papert 1968) that the kinds of neural nets studied up until that time simpl
could not compute important functions. Nevertheless, Searle’s orfginal articl
discusses an objection this sort of research suggests.

' The last clause here is needed to rule out appeals to non-cemputational (e.g. electrn.—
mical) properties of networks, which Searle allows might make the difference between dupli-
ting and merely simulating mental phenomena (Searle 19935).
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the meanings of any

could give the correct answers to Chinese questions. (Searle 1990q; 22}

Copeland suggests not only that the logical reply is once again sufficient (5

refute this version of the argument, but thatit also either commits the si
tion fallacy or begs the question,

The broader underlying issues are also addressed here by neuroscientists,
Igor Aleksander and John Taylor, although sympathetic to the original thrust
of the CRA, both agree that recent neural modelling shows how to escape its’
clutches. According to them, a certain kind of inner experiential perspective.
which is a necessary precondition for genuine computer understanding is now
withinreach. Aleksander examines the way in which neural modelling bears ori
whether there could be a computational form of intentionality. He argues
that special, emergent representations (‘neural depictions’), developed in the
context of a recent research programme on artificial consciousness, not only
capture ego-centred experience of the world, but may also have an emergent
intentionality. Taylor, meanwhile, seeks to expound the kind of semantics
which might be used by the brain. Invoking evidence from functional brain
imaging and deficit disorders, he suggests aneural model of language—processing
within the frontal lobes in which semantic relations figure as ‘virtual actions’,-

residues of previously taken bodily movements, A virtual action-based semantics,
in Taylor's view, leads to the possibility of meaning heing attached to the
computer’s symbolic representations of external objects, and thus shows, he
argues, that the CRA’s challenge can now be answered.

Syntax and Semantics

Alarge partof the power of the Chinese Room Argumentderives from its being
premised on a distinction from linguistics which lies near the heart of contem-
porary cognitive science, between symtax and semantics, syntactic and semantic
features or properties. Thinkers from outside computational cognitive science,
such assome followers of Wittgenstein, have occasionally tried to challenge the
integrity of this distinction. But that move isn’t available to computationalists,
I’simpossible to overestimate how much Searle wants to wield, and rely on,
thisdistinction, Many of his replies to critics of the CRA involve him repeating

¥* Tn the original article, though, the terms ‘syntax’ and ‘semantics’ appear in{requendy,

onlyin the final sections, since thepointisPut there largelyin terms of the distinction between form
and content.

and

Chinese words. Yet with appropriate adjustments, the systen;

mula~s

otiic digital computer, nor the system com pr.isin g the entire Cl?inese Room

- sement, not a robot incorporating the Chinese understanding program
- .g'e racting causally with appropriate things in its environment have any way
'Etl-:c;ing meanings fo the symbols they are ma.nipu.lating, or ani v&lrjay‘gi 11:1;(:;
(;father than just hallucinating) the meaning those sym c]; s o
mb'éls-by themselves can never he enough for.mental cox-ltents, *::crzll‘1 a.nﬁcs)
Béls., by definition, have no meaning (or m.terpretatl::)n, 0]; 5;3989 o
. ep-'tinsofar as someone outside the system givesit to them (Scar e \ c::.herr;
se only meanings that the symbols in the program have is gw.en.d 0. 1
-_'O'mething (namely, someone) outside the systlern. Som,eone iniside s%mfhjez
: only to the syntax, and no way of ‘getting from’ the syntax to

20

access
e istincti ’ is e the Chinese
What Searle does with the distinction, as we’ve seen, 1% to us © Chine
R"odm scenario to remind us of what he calls a *very simple loglcz;r]t.rl;&l,
- ;flely, syntax is not sufficient for semantics’ (Searle 1984: 34, 39, lg a 231,
.8:717: 296, 1989a: 45, 19895: 701, 1990b: 21, 1992: 200, 1993a: 15, 1997 12). )
‘Nothing in Searle’s arguments is supposed to depend on the p.resent ;ta;i(.)‘
ﬁ]puter technology. This derives from the fact th.at they pertfcun hto L\;F -a i ::1
to'-.lzje adigital computer, its original defmition. And this, of course, 1s. the - I;we:e "
_ .1rjng machine, Turing machines are precisely \Tv}.mt Searlfz hasin rmric W ;
hie.writes: ‘Digital computer programs by dt‘ﬁnlthI}- consist of sets 2 purei
formal operations on formally specifiedsymbols. The ideal computer does ;uzk
jings as printa 0 on the tape, move one square to the left, ferase al, move . ab
the right, etc.” (Searle 1982a: 4). Digital computers, o‘n this conccptlin, alf1 tz
efinition symbol-manipulating devices (1990a: 20).—Computers can be sai ©
"a.nipuiate symbols, but the symbols *have no meaning; they have no s;man !
c;ntent; they are notabout anything’ (1984:31). They have to l?e specifie pur'e y
in terms of their formal or syntactical structure. The operation of computtegs
..an, by definition, be specified purely formally, in t'erms of abstract syi o z
984: 30). A digital computeris‘a device which manipulates symbols, withou

B Gupetimes Searle writes asif the symbols do have meanings, F)ut they can’t behacctifsei b‘_?ft :;:
person in the room. At other times he says that they haveno meanmgs atall (e.g. w e.n’ ebe:;l); fhae
‘white in the Room he doesn’t understand Chinese because ‘the entire sy.sten,a, rrfe,]s) 1.:;89 -,43))
books, room, etc., contain only Chinese symbolic devices but ne meanings’ (Sear e. bit o.nl ’
ftake it that this isn’t a vaciilation: the underlying view is that the symbols. have mee.lnmg, o thi
in so far as someone outside the systemn gives them meaning, and that w\th’out gcn.ng lc:; e 1he
system, i's impossible to work out their meanings. (What on earth would a meaningless sy

be, anyway?}
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any reference to their meaning or mterpretation’ (1989 45). Likewise, compiter *
programs, by definition, are ‘purely formal and abstract sets of rules for manip-
ulating symbols’ (1989a: 45), entirely defined by their formal or syntactical struc-

ture. The distinction between formal symbols and semantics, manipulation

of syntactical elements and neanings ‘applies at every
mentation’ (19896: 703).

Hauser, however, challenges Searle on the grounds that atthough programs
are purely syntactic, the processes in which they run are not, Could Searle have
failed to take into account the fact that program runs have (causal and
dynamic) properties that inert programs don’t? This raises a problem about the
transition from the Chinese Room scenario to the Chinese Room argument that's

supposed to represent it. The scenario, of course, involves riming a program (by

hand). But does the first premise of the ‘Brutally Simple’ argument survive if we
focuson running programs, rather than inert ones?

Intentionality and the Brain: Searle’s
‘Biological Naturalism’

According to computationalists, Turing solved the problem of rationality (or

intelligence) by showing how, given states which have both syntactic and
semantic features, minds could process them in virtue of the formerin a way
that doesn’t mangle the latter, Turing did not, however, ask (letalone answer)
the question “What is it for a state (physical or mental) of an organism or device
to have semantic features?. Turing’s idea doesn’t address this, the problem of
infentionality, butit isn’t supposed to,

The problem of mtentionality, however, is precisely where Searle’s main
interest lies. In contrast to digital computers as Scarle presents them, you and [
do have ways of attaching meanings to, of discovering the meaning in, and of
understanding, the symbols we use (in thought or language). We have access to
both syntax and semantics. [Wle know from our own experience that the mind
has something more going on in it than the ranipulation of formal symbaols;
minds have contents’ (Searle 1997: 10). ‘By virtue of their content’, says Searle,
our thoughts, perceptions, understandings, etc. ‘can be about objects and
states of affairs in the world’ (1990a: 21). We know that the symbols we use are
symbols, that their purpose is to represent, and we know their meanings. The

mental, semantic ‘contents’ the mind has are ‘binlogically produced by the
brain’ (1990a: 24).

level of program imple-
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s brings us to a large topic, Searle’s own positi\fe theory of mental
mena, which he calls ‘bislogical naturalisn’, and which ha.s been no less
'. 'tfb_versial than his negative arguments. Its major theme 15. that- mental
omena are hiological phenomena (1987a: 217). Searle a‘pphes blnlogxcal
a .falism principally to consciousness, which has been the tocns of hlS.r[‘:lOl‘e
.' st work. In this volume Penrose, and Coulter and Sharrock dispute hisidea

é{.consciousness is a biological phenomenon., '

: .Bioiogical naturalism is founded on the idea that the relannn between men-
phenomena and brains is best understood on analogy with that betwee11
crostructural features and the macrostructures they are features of. Water,

'éxalnple’ consists of micro-particles, molecules of HZO: These havea certa.ir;
fited range of properties, like weight, dimension, chem1c.al valence, etc.,_ an

o stand to one another in a limited range of relationships. }.Sut the onjectsi
ese micro-particles compose, physical ‘systems’ such as pz.uncnlar.bndles of
ter, also have ‘surface’ or ‘global’ properties such as liquidity, solidity, anc:
ransparency (sometimes called ‘emergent propernes.’). Such surface or. glo‘baf
P Gperties, according to Searle, can be causally expiaunfad by the behaviour o

. ments at the micro-level. So the liquidity of a particular glass of water is
t.[p'pf}sed to be explained by the structure of and lnteractlons between thn H,O
qolecules of which it is composed. In short: micro-properties can (son'lletlmes)
ause macro-properties, and when they do, they also causally explain those

ndcro-properties. |
Searle’s idea is that the relationship between micro-properties and rn.acro—
roperties serves as a good model fnr the mind-brain relat;o_n, and thus dlspe‘ls
ome of the mystery in the mind—body problem. (Not all of it, because hn alsje
.h'inks purely natural physical phenomena are themselves pretty mysterious.)
lis doctrine on the mind—body problem is thus that mental phenomena are
oth caused bybrain processes and “realized in’ the physical system VV‘E call t?he brain.
hisis what allows mental phenomena to enter into causal relations with nther
hysical phenomena. Properties like consciousness are (emer.gent) propennes of
rains {macro-level objects), not of their micro-level constituents (partlculiztr
‘Hleurons, or anything smaller, like molecules). (This is one reason why .1t s
iiraa}\:)ortam’s to Searle to be able to attribute psychological phenomena to br.alns,
‘rather than just to people.) Individual neurons aren’t themselves conscious.
‘Nevertheless, consciousnessis caused by the operations of neurons, the compon-
‘ent parts which brains are (partly ) made of,

Searle’s conception of intentionality as a bislogical property concerns‘ several
contributors to this volume. Alison Adam’s paper directly addresses his use of




‘Proudfoot, meanwhile, investigates resemblances between the CRA
ttgenstein’s own remarks on cognition (some of which were spurred by

;;13 ;?g;;lmf;;jle s?ks, Instead, to guide ug beyond the antagonism betywe.
ol b};;ond th\: e;?tigliii?ts suc}; as the CRA seem to have gener:}tzz
spectrum of optj . g :
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‘cyi?{rgf?minism’), which bi??t?mitixiﬁi?qiilf: ¢ (Domne Flarevays
am’s cons ivi . ' :
common wigh

sudfootargues that Wittgenstein’s perspective provides persuasive objections
he CRA, and to the model of mind underlying it. Like Hauser, she finds
fe making an illicit appeal to *first-person authority’ to decide whether he
rstands Chinese. But Proudfoot also argues that Wittgenstein’s later work
é'oi‘nﬂthing more positive to offer: a perspective which has more in common
:_ontemporary philosophy of mind, and with new developmentsin cognitive
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earle suggests that cognitive science should begin not from the morass of
;ﬁputationalism, even devotees of which can’tagree about their foundational
oncepts, but from things we already know about how the world works. Among
Ihe:_se are things that few but the most determined philosophical sceptics deny,
uch that ‘we all really do have mental states and processes’, that they are intrinsic
o us, and not merely a matter of how others choose to treat us, and that many
f these states and processes are intentional (Searle 1993b). But as well as these

different kind ' i

ek Sﬂicso Zf::;?; have dzlffe.rent kinds of consciousness, and that neither
e of s iy ri(})lr artificial neural networks can be denjed conscious-
o deploﬁn.g.someiiseel?s to show that computers can indeed be :
it AR ;ng like an oper.ational definition of that term,
‘maChinejeammg). o Wa rjjwcir;mnlleji too, in thejr genes, and appeah'ng to
are specf e , eler € 5suggestions that creatures with brajng
cisting robogs s 1 o‘g.;y is I:IOT: to the point, sipce certain kinds of

. y nonﬁbmloglcal’hving things.

'_'nproblematic theses, Searle supposes that we also now know that brains
-ause minds, and that brain operations of the right kind are sufficient for mental
henomena (that is, for ‘pure’ mental phenomena, the ones picked out by

10n-factive verbs):
“To putitcrudely, and counting the rest of the nervous system as partofthebrain for the
purposes of this discussion, everything that matters for our mental life, all our thou ghts
and feelings are caused by processes inside the brain. As far as the causation of mental
states is concerned, the crucial step is the one that goes on inside the head, and not the
external stimulus. And the argument for this is sim ply that if the events outside
the brain occurred but caused nothing in the brain, there would be no mental events,
whereas if the events in the brain occurred the wertal events would occur even if there were not an eutside

stimulus. (Searle 1987a: 222, emphasis added)
Thisiswhat Searle calls the principle of neurophysiological sufficiency (ibid. 229).
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Although widely misrepresented as believing otherwise, Searle allows that

s which previously required intelligence without their using any intelli-
having a working organic brain may not be necessary for having a mind (1997

tall. If this is right, we have to take seriously the possibifity thet \-Vhat Al
ers are really doing, and the conclusions they are rea:llyl estabhsh}rig, zulr;
Y much like what they say they are d.mng and estabhshlng.aTbieyts t)lzat
i 11 as showing how it’s passible to design artefacts and get pu;p e 0 :’ N
. s really performing tasks which they merely eppear to be p}er ormmg:t. ' s
5uh;:.,“when we credit computers with certain achl.evements, the conceptsin
L n are not used in the same sense as that in which they aPP_lY to humaljs.
carle doesn’t consistently endorse this line of reasoning. For him, com‘putirs
iﬁdeed be literally credited with performing seme of the tasks vs‘fe na‘turaby
‘of them as performing, even when those tasks are psychological: Just -y
.lpulating meaningless symbols the computer can ];;rove theorc;xlesj lwm
. games, and form new hypotheses’ (Searle 1989a: 45). .In fact, he 1sm1:9ses
genstein’s later work as ‘part of a larger tradition of seeking behaweurahsﬂ;
.uasi-behaviouralistic analyses of mental concepts’, whose efferts a.re dc;c-)r.ne
ailure’ (Searle 19874:231). His own views do mal&e contact with t‘hls t;a 1%0:
ugh, in his claim that the kind of intenﬁonahty-that colmputers {(an ceir- Z.;
her. systems) apparently display is not the kind which }%urn.zms ex.nb it.
ulter and Sharrock’s claim that intentional terms are used in dlfferentb( ut
tmetaphorical) senses when applied to human? and to maeh}ings eaiz
'ﬁjparison both with the closely related view of Searle, and W}tf ‘ aEsell _
i ..Ique of it. Hauser appeals to linguistics to shew that su'ch uses‘o pslyc 01 -07
cal concepts aren’t ambiguous, but are being given 2 strict an.d‘.htera .ap}; ic
ion. Searle’s distinction between Intrinsicintentionality and as-if mten}‘ﬂon . 1t’y
:.hich isn’t intentionality at all), Hauser suggests, is inferior to H r. Gr}llee ;
rﬁportant distinction between natural and non-natural meaning, whic

things go on in a brain sufficient for having mental phenomena? | think the
answers to these questions may not be as obvious as Searle suggests. Plenty ¢ .'
contemporary philosophers are convinced that brain events are necessary
but not sufficient for important intentional mental phenomena. Most of them '.j
(the ‘externalists’) insist that what’s also needed is an appropriate relationship
between the brain and the world external to it. Searle’s determined ‘internal
ism’, epitomized by hisinsistence that a brain in a vat could have the VEry sam
pure mental phenomena as an embodied and socially situated person (Searle:

1983: 230, constitites, to nry mind, one of the most problematic aspects o
his views.2!

Computers Don’t Follow Rules At All?

The CRA grants the computationalist premise that computer programs can hé
characterized in terms of Syntactic properties (or, equivalently, that computers
follow syntactic rules). A more radical option is to deny that com puters follow
any rulesatall. This path, taken by certain thinkersinfluenced by thelater work
of Wittgenstein, elicits agreement or sympathy in this volume from Coulter
and Sharrock, Proudfoot, and Mark Bishop.
One of its basic points is that even the simplest rule-following operations
require agents capable of exhibiting the capacities characteristic of normativity:
they must understand the rules being followed, be capable of explaining, Justifying, .
and correcting what they (and others) do by reference to the rules in question. As -
aresult, Turing was wrong in thinking that the primitive operations of a Turing -
machine are truly mechanical in the sense that they presuppose no intelligent |
agent for their execution, Perhaps this is what Wittgenstein meant by insisting
that Taring machines are ‘humans who calculate’ (Wittgenstein 1980, § 1096).
One way of developing this viewpoint, pursued by Peter Hacker and Stuart
Shanker,” issues in the claim that Turin g {(and his followers) profoundly
mis-characterized his own achievement, Contrary to the computationalist
view, what Turing really did was to design a way of producing the output to

pports attributions of ambiguity in the right cases, but notin the cases Scarle

d the Wittgensteinians claim to detect.

Searle’s Trivialization and Observer—Dependence
‘Arguments

More recently, Searle has moved closer to this Wittgensteinian view. Since ﬂee

inception of the debate, his only major change of mind on the issues conswti1 in
y H T - 2pn sy at

his withdrawal, a decade after his original paper, of the assumption t

! Seee.g Glack and Preston {1995},

n In fact, in more recent writings (e.g. 19996: 36) Searle questions whether, for example, IBM’s
** Seee.g. Hacker (1990, ch. V) and Shanker (1998).

“‘Deep Blue' really plays chess.
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computers follow syntactic rules. In later work he presents other argumé
which, while still testing on the syntax/semantics distinction, concede Jegs
Strong Aland cotnputationalism than the Chinese Room.
He argues, first, that it's clear from the original definition of the kind
computation that machines are supposed to perform that :

can be treated as ‘running a program’ (no matter how simple) consisf—
nd 1’s. Computationalists can accept this. For them, what ma.tters is
aﬁything with the necessary structure can be treated as. running c;fy
If almost any process can count as almost any ‘COInquZLUOD, then t. e
taﬁonalist view of cognition, instead of being the mteres.tmg (and.emlﬁlrl—
P.(;thesis itsadvocates intend, is vacuous. Rath(-ar than bemg a SUbStTI:’lla ,
miative answer to the question How does the brain {or the mind) \Irvor gh,aﬁ

. '{Vhich would pick out some observer-independent faf:t abtl)ut brains w Lcld
i‘ﬁeg.'\.vhat processes take place within, the computationalist a.n‘t;\?!er woa..l
-I;l-e-;trivial. Likewise, to say of a complicated enough syster-n thatit's n;mln%
icular program would be empty, since such a system \\‘11]_1 ba treéta ej :Si
nﬁmg any program (compatible with its level of co.rnphcatlon)-. (,)%m ion
be computation simply because almost any process is comput.amox;lat. .
cording to Searle, all this is a consequence of‘the de??ei‘ pOITE that, e
[, syntax is not infrinsic to physics, In other words, synt‘ax is not ta.e n-amle .
-al feature or property: ‘the ascription of syntactical properties is a \ivdys
;io an agentor observer who treats certain physical phe_nor.nena as lSyllltaclt
(Searle 19906: 26, 1992: 208; emphasis added); ‘[s]ometh_mg.ls.a symbo 0.n y
..e to some observer, user, or agent who assigns a symbolic 1r-1terpretat;0n
(Searle 1993a: 16, see also 1995b: 209-10). We mightbﬁi able to l‘ight@l;l up t;l-e
lgl_nfal definition of computation, probably by rmplomr.lg‘ ‘some Casa (:Scin l1
.s,".in order to block the inference to universal realizability. ﬂoxvever, earle
. these further restrictions on the definition of computation are ‘no help
‘ ;h' present discussion because the really deep problem is that sy.ntax is essen
an observer-relative notion’ (Searle 19908: 27, 1992: 209, emp}laams added).
erhaps this is best treated as a second new argument. The idea is that cempt'l‘ta—
i‘s definedin terms of syntax, butsyntaxis observer-dependent, so com .puta.UOD
s observer-dependent too. It can therefore never suffice for semantics, since

(1) For any object there is some descrjption of that object such that uti
that description the objectisa digital computer,

and that
(2) For any program there is some sutficiently complex object such th

there is some description of the object under which it is implementj,
the program. (Searle 19904 26—7, 1992, 208) '

The phenomenon of ‘multiple realizabih’ty’ beloved of computationalists ang
functionalists, turnsinto a universal rea]izability which trivializes theijr doctring
Ironically, Putnam, the founder of Turing machine functionalism, hzg

trivialization argument has been addressed most vigorously by Copeland ai
by David Chalmers (Copeland 1996, Chalmers 19964, 19965). In this volume
the issue is pursued by Block, Haugeland, and Rey, who criticize Searle’s argu
ment, and by Bishop, who seeks to reinstate Putnam’s triviality proofin the fag

of Chalmers’s critique, arguing that Strong Alim plies a fanciful and unaccepf:
able panpsychism. :

Searle proposes to return to this because he finds very little agreement among
contemporary cognitive scientists on fundamental questions about computa:
tion. That specification talks about the machine’s eiementary operations, which:
include the ability to printa 0’ or 2“1’ in each square of its indefinitely long tap
(That any Turing machine program can be stated in terms of this set of symbols
s perhaps what tempts some to think that computers uge binary arithmetic.)';:
But, as Searle points out, these (s and 1’s are not to be thought of as physic'a.l':
inhabitants of the computer: one wouldn’t find them if one opened th
machine up: “To find outifan objectis really a digital computer, it turns out that.
we do not actually have to Took for 0°s and I’s, etc.; rather we just have to loo
for something that we could treas as or count as or could be used to function as 0°s and.
I's.” (Searle 19904: 25, 19972, 206).

ether or not a state has a given semantic ‘content’ is one of its observer-
"épendent or ‘intrinsic’ features. Therefore, there’s no I-)rospcct‘(.Jf our Eier
overing’ that something (be it a brain, a mind, or a-myth.mg el'se) 1; a m;.c Tx;i
tying out computations independently of someone’s having asszgr:ted it s-.uc . a.'m. e, o
w argument concedes less to computationalism than the CRA, smc,c.a 1‘t 1m€1 ’

| computationalism doesn’t even succeed in being false, but rather isinco c;—
t; having no clear sense (Searle 1993a: 15, 19956: 205, 1997: I4).. \.X/he1jeas the
R'A, ifsuccesstul, shows that computation isn 't sufficient for cognition, the new
fgument is supposed to show that it cannot be necessary, either.
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ceed the computational power of human beings, in virtue of using
ons that no human being, unaided by machinery, can perform. If there
d be:such devices, whose programs could not possibly be handwaorked
.n_ fhe Chinese Room, the CRA, even if sound, would he powerless to refute
aim that the human brain is such a device.

op_e'fand’s viewsmake a vivid contrast with those of Roger Penrose, Although
hintks the original Chinese Room Argument has considerable force against
njpdtationalism, Penrose finds Searle tao ready to accept the reigning ortho-
hat brains are digital computers (on the grounds that ‘everything is a digital
pﬁter'). He famously prefers, as more rigorous than the CRA, an argument
“Godel’s theorem, according to which in any formal system there are
ents which mathematicians can see are true and yet which cannot be
é’d true by any computational reasoning within that system. He regards the
j:nent as establishing that there must be non-computable neural processes,
y 'Ee::';ses thatcannoteven be simulated byaTuringmachine, underlyin ghuman
thematical understanding. Thismeans he opposes Searle over Weak AL Penrose
ilates that such processes may take place at the problematic and badly
éistood borderline between classical and quantum physics and, in particular,
aéznon—computabie processes underlying consciousness may take place at the
-cellular level. The final section of his chapter continues a debate about
iousness that he and Searle have been engaged in for several years.

hother important way of dissenting from the orthodoxy in Al and cognit-
science, the dynamical systems approach to cognition, is the subject of Michael
Wheeler’s chapter. The questions which exercise him concern the relaton
between this approach and Searle’s argument, and whether the former provides
winsightsinto the latter, Wheeler’s paperincludes a vivid introduction to the
'_"approach, characterizing dynamical systems, setting out basic concepts of
amical systems analysis, and suggesting how dynamical systems research
i:g'ht be conducted. It then tackles the question of the relationship between
ﬁamica] and computational systems (defined in terms of the Turing machine
4 ".adigm), showing that the latter set is contained within, but by no means
: austs, the former. However, since the difference between these two sorts of
ystems pertains to the role of fime, the Chinese Room Argument still applies to
tynamical systems, because they are specified in purely formal (nonﬁsemantic)
erms, and the CRA’s conclusion is that no such processissufficient for mentality.
"Sg'arle could, as Wheeler points out, construct a new version of the CRA in
hich he manipulates formal elements in accordance with the equations which
govern dynamical systems. Invocation of dynamical neural networks would

Seatle thinks, Rey, who urges that the ArgUment is a nion sequityr,
Penrose, and Coulter and Sharrock. Haugeland and Penrose argu

Looking Forward: Hypercomputation,
Non-compuy tability, and Dynamical Systems

(Hogarth 1994).

I}n.recent wo.rk (e.g. Copeland 1996), Jack Copeland has suggested and:
exphained ways in which the Church—Turjng thesis has been mis-stated or:

to questions of how electronic digital computers do so, and whether and how
;t:hey might constitute or give rise to mindg (Searle 19904 22, 24; 1992, 205)
opeland’s work, however, suggests that there may be kinds of computers
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among computationalists has become, if anyth.ing, even mote solid.
'.'r'ninent philosophers of mind declined to contribute on_tbe grou{nds
project would give further exposure to a woefully ﬂawefi piece of philo-
sing. Bven some who have contributed to the Volu‘me th.mk of the CRA
gt'as fawed, but as pernicious and wholly undeservmg of 1t.s far.ne.
. & this consensus it is notable, hawever, that there is (stll) little agree-
ab'.c.':.ﬁt exactly how the argument goes wrong, or ai?out whatshould be the
.S-I:)onse on behalf of computational cognitive‘sc.lence and .S‘trong glk.lWe
d ﬁrobably find it extraordinary how much opimoins can differ, an : OIV
he variety of topics which can be raised by, a scenario as apparféntly simple
Chinese Room. But Searle’s thought-experiment 1s‘ a microcosm of
h: contemporary philosophy and cognitive science. }ts importance, botz
ilosophically and practically (in its impact on the self-image of cggentb an
sed cognitive science research programmes) has ensured tha.t it has eer;
'iy-'z.;,ttackcd (and defended), with almost religious fervour. It raisesa l?ost 0
< about mind and mentality, language, meaning and understanding, inten-
ality, computers, cyborgs, and our selﬁconception.. -It can. also be us;:;:l };c)o
.a.irge methodological questions about how cognm?re science should be
(:.éornputationalism versus ‘cognitive neuroscience ) VErsus some more
on-centred alternative?), as well as about what philosophy should b.e
tific’t or ‘analytic’? or perhaps ‘phenomenological’?). At the very least, it
those involved in contemporary cognitive science into clarifying exactly
éeneral theoretical theses they want to defend.

natblack this version of the CRA.However, Searle’s own account of the speéj
non-formal causal powers of the brain which suffice for mentality, Whee]
concludes, is deeply problematic, and the dynamic systems approach, if ang
when attacked by Searle, bites back. The canfrontation, in my opinion, cors
tutes one of the mostimportant new features of this volume’s debate,

As we saw, it’s no coincidence that the Chinese Room scenario gives EXpress
to the fundamental concept in traditional computation theory, the Tuyiy
machine, viaits explicitinvocation of what can beachieved byahuman cornpute:'
idealized in certain respects, but unaided by machinery. Among the challey
ging questions that Searle’s argument poses to these new approaches are: wh
should we suppose that what the machines in question are doing s really cormpu

tation? Could their operations be repeatable, reliable, and normatve enough

countassuch? Even if thepe are logically possible machines which can compu
some functions that Tuaring machines cannot, why should we suppose th:a
their computations could not be simulated by the Chinese Room arrang

ment? Could there be primitive computational operations that could. }
performed by a device (whether brain or machine) but not by an unaided
human being?

Conclusion

This volume was conceived as a forum in which to provide opportunities to:
restate the original argument and envisaged responses, to develop thos

cach other’s contributions. Searle was notasked, or given the opportunity heré rences
to respond to the chapters in this volume. But although it’s not supposed tg
contain the last word on the debate, the volume does not simply take stock
Rather, it attempts to latch onto a new phase of the debate, in which detailed
analysis and unpicking of the arguments pro and con predominates over thi
original ‘replies’ which Searle himself enumerated.
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