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Abstract

The goal of this thesis proposal is injecting knowledge/constraints into neural models, primarily for natural language processing (NLP) tasks. While neural models have set new state of the art performance in many tasks from vision to NLP, they often fail to learn simple rules necessary for well-formed structures unless there are immense amount of training data. The thesis proposes that not all the aspects of the model have to be learned from the data itself and injecting simple knowledge/constraints into the neural models can help low-resource tasks as well as improving state-of-the-art models.

The proposal focuses on the structural knowledge of the output space and injects knowledge of correct or preferred structures as an objective to the model without modification to the model structure in a model-agnostic way. The first benefit in focusing on the knowledge of output space is that it is intuitive as we can directly enforce outputs to satisfy logical/linguistic constraints. Another advantage of structural knowledge is that it often does not require labeled dataset.

Focusing on deterministic constraints on the output values, this thesis proposal first applies output constraints on inference time via proposed gradient-based inference (GBI) method. In the spirit of gradient-based training, GBI enforces constraints for each input at test-time by optimizing continuous model weights until the network’s inference procedure generates an output that satisfies the constraints.

The proposal shows that constraint injection on inference-time can be extended to the training time: from instance-based optimization on test time to generalization to multiple instances in training time. In training with structural constraints, the thesis proposal presents (1) structural constraint loss, (2) joint objective of structural loss and supervised loss on training set and lastly (3) joint objective on semi-supervised setting. All the loss functions show improvements and the (3) semi-supervised approach shows the largest improvement, particularly effective on low-resource setting, among them. The analysis shows that the efforts on training time and on inference time are complementary rather than exclusive: the performance is best when efforts on train-time and inference-time methods are combined.

Lastly, the thesis proposes to extend the completed work to generalized span-based models and to domain adaptation where target domain is unlabeled. Moreover, the thesis proposal promises to explore additional methodology that might bring bigger gains through constraint injection compared to currently proposed approaches.

In the next sections, I provide brief description on the applications I worked with the constraints I injected per problem.
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Chapter 1

Introduction

With the recent advances of artificial neural network models and computing power, the neural models have set new state-of-the-art performances in many tasks across different applications such as vision and Natural Language Processing (NLP) problems. However, even the best-performing models fail to satisfy simple constraint necessary for well-formed structures unless there is an immense amount of training data.

To this end, this thesis proposal raises a question whether ancillary knowledge or constraint injection into the neural models can benefit the learning process. Machine Learning, especially neural network, is a great tool for modeling a black box function for modeling relation between an input \( x \) and output \( y \). The common approach is maximizing the conditional likelihood of \( y \) given \( x \) on training data. While this black box modeling approach can be beneficial in learning complex functions that we do not know how to model, the thesis proposes that not all the aspects of the model have to be learned solely from the training data itself when there is prior knowledge for the task. This proposal studies whether the injection of ancillary knowledge or constraints to the neural models lead to not only better satisfaction of constraints but also to better performance especially on, but not limited to, low-resource settings.

The goal of this proposed thesis is to provide systematic way of injecting knowledge/constraints into neural models and to show its efficacy, primarily for NLP tasks. The proposal focuses on NLP problems as the constraint satisfaction is an important aspect of the application. NLP often requires reasoning between multiple tasks and the multi-task setting can be expressed as a primary task and ancillary tasks or simple constraints to satisfy. Furthermore, in automated NLP system, model’s output is often used as an input to the downstream tasks such as question answering and recommendation system and simple constraint violation can lead to unrecoverable errors for the downstream tasks.

To solve the constrained problem, cascaded system was often employed in the pre-neural era. For example, in semantic role labeling (SRL), the model has to identify the relationship between a verb predicate and word span. This problem could be decomposed into two tasks: chunking a sentence into spans and labeling each of the spans given the verb predicate. In the pre-neural era, a typical SRL system would first output a set of possible spans using a syntactic parser and then sequentially find most likely labels on provided spans. Nonetheless, thanks to representation power of neural network, end-to-end learning showed the best efficacy: system outputting the spans and labels simultaneously in case of SRL.
Most current state-of-the-art models in NLP are learned in end-to-end fashion. However, as irony as it may sound, the state-of-the-art models often violate simple constraints as opposed to the old cascaded models which have zero violation. Returning to the SRL example, note that there is a constraint on SRL spans (set $A$) that they have to be within the the parsing constituents (set $B$), i.e. $A \subset B$. While the unconstrained end-to-end model gives better overall performance, the limited, weaker performing, cascaded system did not have any constraint violation on the output as the system only considered valid spans from the syntactic parser.

Enforcing constraints may be executed by simple post processing such as filtering or re-ranking outputs using a constraint-aware cost function. Even so, can we actually learn more from the fact that the neural representation is not even satisfying simple constraint? The thesis proposal further asks whether the simple measure of constraint violation can be an indicator of how bad a model is and whether this signal can be leveraged to learn a better model.

To address the question, the thesis proposal focuses on the structural knowledge of the output space as a constraint and use the degree of constraint violation as a learning signal for the model in a model-agnostic way, i.e. without modification to the model structure, in the proposed work [20, 24]. The first benefit in focusing on the knowledge of output space is that it is intuitive as we can directly enforce logical/linguistic constraints. Another advantage of structural knowledge on output space is that it often does not require labeled dataset to evaluate. Leveraging this advantage, I enforce the structural constraints to improve inference procedure using the proposed gradient-based inference (GBI) method, to improve low-resource models via semi-supervised learning and also to improve on domain adaptation where the target domain is unlabeled.

1.1 Organization of the proposal

The organization of the thesis proposal is provided as follows. First, chapter 2 illustrates applications and constraints used to address the proposed constraint injection methods. Part I (chapter 3, 4) introduces the completed work. Chapter 3 presents an inference algorithm, Gradient-Based Inference (GBI), that can utilize the provided constraint function. In chapter 4, going beyond structured inference, the thesis proposal shows that the constraint injection can be used on training time as well. This chapter further proposes semi-supervised learning framework and shows significant improvement on low-resource settings. Part II (chapter 5, 6) provides potential new directions for completion of the thesis. Part II proposes to explore new applications (chapter 5) and new methods (chapter 6) with provided time schedule at the beginning.
Chapter 2

Applications

There are multiple applications that involve hard-constraints and we provide two illustrative examples that we later employ as case-studies in our experiments: SRL and syntactic parsing. The former exemplifies a case in which external knowledge encoded as hard constraints conveys beneficial side information to the original task of interest while the latter studies a case in which hard constraints are inherent to the task of interest. Finally, we briefly mention sequence transduction as framework in which constraints may arise. Of course, constraints may in general arise for a variety of different reasons, depending on the situation.

2.1 Semantic Role Labeling

As a first illustrative example, consider SRL. SRL focuses on identifying shallow semantic information about phrases. For example, in the sentence “it is really like this, just look at the bus sign” the goal is to tag the two-argument verb “is” as the predicate, “it” as its first argument and the prepositional phrase “like this” as its second argument. It is traditional to address SRL as a sequence labeling problem, in which the input is the sequence of tokens and the output are BIO-encoded class labels representing both the regimentation of tokens into contiguous segments and the semantic role of the those segments.

<table>
<thead>
<tr>
<th>inference method</th>
<th>output</th>
</tr>
</thead>
<tbody>
<tr>
<td>unconstraineddecoder</td>
<td>ssr!sr!ssssrr!rr!srrrrrrrr!</td>
</tr>
<tr>
<td>constraineddecoder</td>
<td>ssr!sr!ssssrr!rr!srrrrrrr!srr!</td>
</tr>
<tr>
<td>our method</td>
<td>ssr!ssssrr!srr!rr!srrrrrrrr!</td>
</tr>
<tr>
<td>true parse</td>
<td>ssr!ssssrr!srr!rr!srrrrrrrr!</td>
</tr>
</tbody>
</table>

Table 2.1: A shift-reduce example for which the method successfully enforces constraints. The initial unconstrained decoder prematurely reduces “So it” into a phrase, missing the contracted verb “is.” Errors then propagate through the sequence culminating in the final token missing from the tree (a constraint violation). The constrained decoder is only able to deal with this at the end of the sequence, while our method is able to harness the constraint to correct the early errors.
Note that the parse tree for the sentence might provide constraints that could assist with the SRL task. In particular, each node of the parse tree represents a contiguous segment of tokens that could be a candidate for a semantic role. Therefore, we can include as side-information constraints that force the BIO-encoded class labeling to produce segments of text that each agree with some segment of text expressed by a node in the parse tree. To continue with our example, the original SRL sequence-labeling might incorrectly label “really like this” as the second argument rather than “like this.” Since according to the parse tree “really” is part of the verb phrase, thus while the tree contains the spans “is really like this” and “like this” it does not contain the span “really like this.” The hope is that enforcing the BIO labeling to agree with the actual parse spans would benefit SRL. Indeed, we notice that this is indeed the case, and that our hypothetical example is actually a real data-case from our experiments, which we describe later.

2.2 Syntactic parsing

As a second illustrative example, consider a structured prediction problem of syntactic parsing in which the goal is to input a sentence comprising a sequence of tokens and output a tree describing the grammatical parse of the sentence. Syntactic parsing is a separate but complementary task to SRL. While SRL focuses on semantic information, syntactic parsing focuses on identifying relatively deep syntax tree structures. One way to model the problem with neural networks is to linearize the representation of the parse tree and then employ the familiar seq2seq model \[38\]. Let us suppose we linearize the tree using a sequence of shift (s) and reduce (r, r!) commands that control an implicit shift reduce parser. Intuitively, these commands describe the exact instructions for converting the input sentence into a complete parse tree: the interpretation of the symbol s is that we shift an input token onto the stack and the interpretation of the symbol r is that we start (or continue) reducing (popping) the top elements of the stack, the interpretation of a third symbol ! is that we stop reducing and push the reduced result back onto the stack. Thus, given an input sentence and an output sequence of shift-reduce commands, we can deterministically recover the tree by simulating a shift reduce parser. For example, the sequence ssrr!ssr!rr!rr! encodes a type-free version of the parse tree \( (S \ (NP \ \text{the ball}) \ (VP \ is \ (NP \ red))) \) for the input sentence “the ball is red”. It is easy to recover the tree structure from the input sentence and the output commands by simulating the shift reduce parser. Of course in practice, reduce commands include the standard parts of speech as types (NP, VP, etc).

Note that for output sequences to form a valid tree over the input, the sequence must satisfy a number of constraints. First, the number of shifts must equal the number of input tokens \( m_x \), otherwise either the tree would not cover the entire input sentence or the tree would contain spurious terminal symbols. Second, the parser cannot issue a reduce command if there are no items left on the stack. Third, the number of reduces must be sufficient to leave just a single item, the root node, on the stack. The constraint loss \( g(y, L^x) \) for this task simply counts the errors of each of the three types.

As a minor remark, note that other encodings of trees, such as bracketing (of which the Penn Tree Bank’s S-expressions are an example), are more commonly used as output representations for

\[1\] Note that even when using ground-truth parse-trees for side-information that the ground-truth SRL spans might not agree with the ground-truth parse-spans.
seq2seq parsing (ibid.). However, the shift-reduce representation described in the foregoing paragraphs is isomorphic to the bracketing representations and as we get similar model performance to single seq2seq model [38] on the same data, we chose the former representation to facilitate constraint analysis. Although output representations sometimes matter, for example, BIO vs BILOU encoding of sequence labelings, the difference is usually minor [32] and breakthroughs in sequence labeling have been perennially advanced under both representations. Thus, for now, we embrace the shift reduce representation as a legitimate alternative to bracketing, pari passu.

2.3 Synthetic sequence transduction

Finally, although not a specific application per se, we also consider sequence transduction as it provides a framework conducive to studying simple artificial languages with appropriately designed properties. A sequence transducer $T : \mathcal{L}_S \rightarrow \mathcal{L}_T$ is a function from a source sequence to a target sequence. As done in previous work, we consider a known $T$ to generate input/output training examples and train a seq2seq network to learn $T$ on that data [12]. In our case, we can choose $T, \mathcal{L}_S$ and $\mathcal{L}_T$ to ensure that there are hard constraints on the output, viz. the output must belong to $\mathcal{L}_T$ and also respect problem-specific constraints that may arise from the application of $T$ on the input sentence. For example, if the source language $\mathcal{L}_S$ lacks the symbol $a$ and the transducer transforms certain patterns in the source language to $aaa$, then it must be the case that the number of $a$’s in the target sequence is a multiple of three. If the network is unable to learn such constraints from the training data, then our method is applicable and we can evaluate its performance for such simple cases.
Part I

Completed work
Chapter 3

Inference with Output Constraints: Gradient-Based Inference (GBI)

Practitioners apply neural networks to increasingly complex problems in natural language processing, such as syntactic parsing and semantic role labeling that have rich output structures. Many such structured-prediction problems require deterministic constraints on the output values; for example, in sequence-to-sequence syntactic parsing, we require that the sequential outputs encode valid trees. While hidden units might capture such properties, the network is not always able to learn such constraints from the training data alone, and practitioners must then resort to post-processing. In this chapter, we present an inference method for neural networks that enforces deterministic constraints on outputs without performing rule-based post-processing or expensive discrete search. Instead, in the spirit of gradient-based training, we enforce constraints with gradient-based inference (GBI): for each input at test-time, we nudge continuous model weights until the network’s unconstrained inference procedure generates an output that satisfies the constraints. We study the efficacy of GBI on three tasks with hard constraints: sequence transduction, syntactic parsing, and semantic role labeling. In each case, the algorithm not only satisfies constraints, but improves accuracy, even when the underlying network is state-of-the-art.

3.1 Problem definition

Suppose we have trained a sequence-to-sequence (seq2seq) network \[6, 19, 36\] to perform a structured prediction task such as syntactic constituency parsing [38]. We would like to apply this trained network to novel, unseen examples, but still require that the network’s outputs obey an appropriate set of problem specific hard-constraints; for example, that the output sequence encodes a valid parse tree. Enforcing these constraints is important because down-stream tasks, such as relation extraction or coreference resolution typically assume that the constraints hold. Moreover, the constraints impart informative hypothesis-limiting restrictions about joint assignments to multiple output units, and thus enforcing them holistically might cause a correct prediction for one subset of the outputs to beneficially influence another.

Unfortunately, there is no guarantee that the neural network will learn these constraints from the training data alone, especially if the training data volume is limited. Although in some cases,
the outputs of state-of-the-art (SOTA) systems mostly obey the constraints for the test-set of the
data on which they are tuned, in other cases they do not. In practice, the quality of neural networks
are much lower when run on data in the wild (e.g., because small shifts in domain or genre change
the underlying data distribution). In such cases, the problem of constraint violations becomes
more significant.

This raises the question: how should we enforce hard constraints on the outputs of a neural
network? We could perform expensive combinatorial discrete search over a large output space, or
manually construct a list of post-processing rules for the particular problem domain of interest.
Though, we might do even better if we continue to “train” the neural network at test-time to learn
how to satisfy the constraints on each input. Such a learning procedure is applicable at test-time
because learning constraints requires no labeled data: rather, we only require a function that
measures the extent to which a predicted output violates a constraint.

In this chapter, we present gradient-based inference (GBI), an inference method for neural
networks that strongly favors respecting output constraints by adjusting the network’s weights at
test-time, for each input. Given an appropriate function that measures the extent of a constraint
violation, we can express the hard constraints as an optimization problem over the continuous
weights and apply back-propagation to tune them. That is, by iteratively adjusting the weights so
that the neural network becomes increasingly likely to produce an output configuration that obeys
the desired constraints. Much like scoped-learning, the algorithm customizes the weights for each
example at test-time [5], but does so in a way to satisfy the constraints.

The paper study GBI on three tasks: semantic role labeling (SRL), syntactic constituency
parsing and a synthetic sequence transduction problem and find that the algorithm performs
favorably on all three tasks. In outline, this chapter presents the following points for the thesis
proposal:

1. Propose a novel Gradient-Based Inference framework.
2. Verify that GBI performs well on various applications, thus providing strong evidence for
   the generality of the method.
3. Examine GBI across wide range of reference model performances and report its consistency.
4. Show that GBI also perform well on out-of-domain data.

For all the tasks, we find that GBI satisfies a large percentage of the constraints (up to 98%)
and that in almost every case (out-of-domain data, state-of-the art networks, and even for the
lower-quality networks), enforcing the constraints improves the accuracy. On SRL, for example,
the method successfully injects truth-conveying side-information via constraints, improving
a SOTA network by 1.03 F1 [26]. This improvement happens to surpass a $A^*$ algorithm for
incorporating constraints while also being robust, in a way that $A^*$ is not, to cases for which the
side constraints are inconsistent with the labeled ground-truth.

3.2 Constraint-aware inference in neural networks

Our goal is to design an approximate optimization algorithm that is similar in spirit to Lagrangian
relaxation in that we replace a complex constrained decoding objective with a simpler uncon-
strained objective that we can optimize with gradient descent [17 33 34], but is better suited for
non-linear non-convex optimization with global constraints that do not factorize over the outputs. Although the exposition in this section revolves around Lagrangian relaxation, we emphasize that the purpose is merely to provide intuition and motivate design choices.

### 3.2.1 Problem definition and motivation

Typically, a neural network parameterized by weights $W$ is a function from an input $x$ to an output $y$. The network has an associated compatibility function $\Psi(y; x, W) \to \mathbb{R}_+$ that measures how likely an output $y$ is given an input $x$ under weights $W$. The goal of inference is to find an output that maximizes the compatibility function and this is usually accomplished efficiently with feed-forward greedy-decoding. In this work, we want to additionally enforce that the output values belong to a feasible set or grammar $L_x$ that in general depends on the input. We are thus interested in the following optimization problem:

$$
\max_y \Psi(x, y, W) \\
\text{s.t. } y \in L_x
$$

(3.1)

Simple greedy inference are no longer sufficient since the outputs might violate the global constraints (i.e., $y \notin L_x$). Instead, suppose we had a function $g(y, L) \to \mathbb{R}_+$ that measures a loss between output $y$ and a grammar $L$ such that $g(y, L) = 0$ if and only if there are no grammatical errors in $y$. That is, $g(y, L) = 0$ for the feasible region and is strictly positive everywhere else. For example, if the feasible region is a CFL, $g$ could be the least errors count function [22]. We could then express the constraints as an equality constraint and minimize the Lagrangian:

$$
\min_\lambda \max_y \Psi(x, y, W) + \lambda g(y, L)
$$

(3.2)

However, this leads to optimization difficulties because there is just a single dual variable for our global constraint, resulting intractable problem and thus leading to brute-force trial and error search.

Instead, we might circumvent these issues if we optimize over a model parameters rather than a single dual variable. Intuitively, the purpose of the dual variables is to simply penalize the score of infeasible outputs that otherwise have a high score in the network, but happen to violate constraints. Similarly, observe that the network’s weights control the compatibility of the output configurations with the input. By properly adjusting the weights, we can affect the outcome of inference by removing mass from invalid outputs—in much the same way a dual variable affects the outcome of inference. Unlike a single dual variable however, the network expresses a different penalty weight for each output. And, because the weights are typically tied across space (e.g., CNNs) or time (e.g., RNNs) the weights are likely to generalize across related outputs. As a result, lowering the compatibility function for a single invalid output has the potential effect of lowering the compatibility for an entire family of related, invalid outputs; enabling faster search. In the next subsection, we propose a novel approach that utilizes the amount of constraint violation as part of the objective function so that we can adjust the model parameters to search for a constraint-satisfying output efficiently.
3.2.2 Algorithm

Instead of solving the aforementioned impractical optimization problem, we propose to optimize a “dual” set of model parameters \( W_\lambda \) over the constraint function while regularizing \( W_\lambda \) to stay close to the originally learned weights \( W \). The objective function is as follows:

\[
\min_{W_\lambda} \Psi(x, \hat{y}, W_\lambda) g(\hat{y}, L) + \alpha \| W - W_\lambda \|_2
\]

where \( \hat{y} = \arg\max_y \Psi(x, y, W_\lambda) \) (3.3)

Although this objective deviates from the original optimization problem, it is reasonable because by definition of the constraint loss \( g(\cdot) \), the global minima must correspond to outputs that satisfy all constraints. Further, we expect to find high-probability optima if we initialize \( W_\lambda = W \). Moreover, the objective is intuitive: if there is a constraint violation in \( \hat{y} \) then \( g(\cdot) > 0 \) and the gradient will lower the compatibility of \( \hat{y} \) to make it less likely. Otherwise, \( g(\cdot) = 0 \) and the gradient of the energy is zero and we leave the compatibility of \( \hat{y} \) unchanged. Crucially, the optimization problem yields computationally efficient subroutines that we exploit in the optimization algorithm.

To optimize the objective, the algorithm alternates maximization to find \( \hat{y} \) and minimization w.r.t. \( W_\lambda \) (Algorithm 1). In particular, we first approximate the maximization step by employing the neural network’s inference procedure (e.g., greedy decoding, beam-search, or Viterbi decoding) to find the \( \hat{y} \) that approximately maximizes \( \Psi \), which ignores the constraint loss \( g \). Then, given a fixed \( \hat{y} \), we minimize the objective with respect to the \( W_\lambda \) by performing stochastic gradient descent (SGD). Since \( \hat{y} \) is fixed, the constraint loss term becomes a constant in the gradient; thus, making it easier to employ external black-box constraint losses (such as those based on compilers) that may not be differentiable. As a remark, note the similarity to REINFORCE [39]: the decoder outputs as actions and the constraint-loss as a negative reward. However, GBI does not try to reduce expected reward and terminates upon discovery of an output that satisfies all constraints. Furthermore, GBI also works on sequence-tagging problem, SRL (Section 3.3.1), where next output does not depend on the current output, which is far from REINFORCE setting.

Algorithm 1 Constrained inference for neural nets

Inputs: test instance \( x \), input specific CFL \( L^x \), pretrained weights \( W \)

\( W_\lambda \leftarrow W \) #reset instance-specific weights

while not converged do

\( y \leftarrow f(x; W_\lambda) \) #perform inference using weights \( W_\lambda \)

\( \nabla \leftarrow g(y, L^x) \frac{\partial}{\partial W_\lambda} \Psi(x, y, W_\lambda) + \alpha \frac{W - W_\lambda}{\| W - W_\lambda \|_2} \) #compute constraint loss

\( W_\lambda \leftarrow W_\lambda - \eta \nabla \) #update instance-specific weights with SGD or a variant thereof

end while

3.3 Experiments

In this section we study our algorithm on three different tasks: SRL, syntactic constituency parsing and a synthetic sequence transduction task. All three tasks require hard constraints, but they play
Table 3.1: Comparison of the GBI vs. A" inference procedure for SRL. We report avg. disagreement rate, F1-scores and exact match for failure set (columns 5-10) and F1-score for whole test set (last 2 columns). Also we report performances on wide range of reference models SRL-X, where X denotes % of dataset used for training. We employ Viterbi decoding as a base inference strategy (before) and apply GBI (after) in combination with Viterbi.

<table>
<thead>
<tr>
<th>Network</th>
<th>Failure rate(%)</th>
<th>Inference 1 Hyper-parameters</th>
<th>Conv rate(%)</th>
<th>Name of Hyper-parameters</th>
<th>Test set F1 (%)</th>
<th>Average Disagreement (%)</th>
<th>Exact Match (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRL-100</td>
<td>9.82</td>
<td>GBI A^*</td>
<td>42.75</td>
<td>BS-9 greedy</td>
<td>87.58</td>
<td>59.70 (+11.7)</td>
<td>19.90</td>
</tr>
<tr>
<td>SRL-70</td>
<td>10.54</td>
<td>GBI A^*</td>
<td>46.22</td>
<td>BS-9 greedy</td>
<td>86.63</td>
<td>59.37 (+11.56)</td>
<td>19.57</td>
</tr>
<tr>
<td>SRL-40</td>
<td>11.06</td>
<td>GBI A^*</td>
<td>47.94</td>
<td>BS-9 greedy</td>
<td>81.26</td>
<td>58.83 (+12.3)</td>
<td>19.45</td>
</tr>
<tr>
<td>SRL-10</td>
<td>14.15</td>
<td>GBI A^*</td>
<td>44.28</td>
<td>BS-9 greedy</td>
<td>78.14</td>
<td>54.78 (+10.59)</td>
<td>15.28</td>
</tr>
<tr>
<td>SRL-1</td>
<td>21.90</td>
<td>GBI A^*</td>
<td>52.85</td>
<td>BS-9 greedy</td>
<td>71.54</td>
<td>49.00 (+11.10)</td>
<td>12.83</td>
</tr>
</tbody>
</table>

Table 3.2: Parsing Networks with various performances (BS-9 means beam size 9). Net1, 2 are trained on GNMT seq2seq model whereas Net 3–5 are trained on lower-resource and simpler seq2seq model to test GBI on wide range of model performances.
<table>
<thead>
<tr>
<th>Net</th>
<th>Failure (n/2415)</th>
<th>Conv rate</th>
<th>F1 (Failure set) before</th>
<th>F1 (Failure set) after</th>
<th>F1 (whole test) before</th>
<th>F1 (whole test) after</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net1</td>
<td>187</td>
<td>93.58</td>
<td>71.49</td>
<td>77.04</td>
<td>87.31</td>
<td>87.93</td>
</tr>
<tr>
<td>Net2</td>
<td>287</td>
<td>89.20</td>
<td>73.54</td>
<td>79.68</td>
<td>86.54</td>
<td>87.57</td>
</tr>
</tbody>
</table>

Table 3.3: Evaluation of the GBI on syntactic parsing using GNMT seq2seq. Note that GBI without beam search performs higher than BS-9 on Table 3.2.

We are interested in answering the following questions (Q1) how well does the neural network learn the constraints from data (Q2) for cases in which the network is unable to learn the constraints perfect, can GBI actually enforce the constraints (Q3) does GBI enforce constraints without compromising the quality of the network’s output. To more thoroughly investigate Q2 and Q3, we also consider: (Q4) is the behavior of the method sensitive to the reference network performance, and (Q5) does GBI also work on out-of-domain dataset. Q3 is particularly important because we adjust the weights of the network at test-time and this may lead to unexpected behavior. Q5 deals with our original motivation of using structured prediction to enhance performance on the out-of-domain data.

To address various proposed questions, we define some terminologies to measure how well the model is doing in terms of constraints. To address (Q1) we measure the failure-rate (i.e., the ratio of test sentences for which the network infers an output that fails to fully satisfy the constraints). To address (Q2) we evaluate our method on the failure-set (i.e., the set of output sentences for which the original network produces constraint-violating outputs) and measure our method’s conversion rate; that is, the percentage of failures for which our method is able to completely satisfy the constraints (or “convert”). Finally, to address (Q3), we evaluate the quality (e.g., accuracy or F1) of the output predictions on the network’s failure-set both before and after applying our method.

3.3.1 Semantic Role Labeling

We employ the SOTA SRL network with ELMo embeddings, which is essentially a multi-layer highway bi-LSTM that produces BIO output predictions for each input token [26]. For data we use OntoNotes v5.0, which has ground-truth for both SRL and syntactic parsing [29]. We evaluate GBI on the test-set (25.6k examples), out of which consistent parse information is available for 81.25% examples (we only include side-information in terms of constraints for this subset).

We repeat our same experimental procedure as before, but for this task and also train multiple networks, SRL-X, with varying amounts (X%) of training dataset. We train our network at test time for max 10 iterations and use SGD with learning rate of 0.01. From Table 3.1, we see that
GBI is able to convert 42.25% of failure set, and this boosts the overall F1 measure by 1.23 point over the SOTA network (SRL-100) that does not incorporate the constraints (they report 84.6 F1, we obtain a similar 84.4 F1 with their network, and achieve 85.63 after enforcing constraints with our inference). Further, to address (Q1) we measure the sentence-level failure rate as well as span-level disagreement rate (i.e., the ratio of predicted spans in a sentence that disagree with the spans implied by the true syntactic parse of the sentence). To address (Q2) we evaluate our method on the failure set (i.e., the set of sentences for which disagreement rate is nonzero) and measure our method’s avg. disagreement rate. Finally, to address (Q3), we evaluate the quality (F1 and Exact Match) of the output predictions on the network’s failure-set both before and after applying our method. From Table 3.1, we can see that by applying GBI on SRL-100, the avg. disagreement rate on failure set goes down from 44.85% to 24.92% which results in an improvement of 11.7 F1 and 19.90% in terms of exact match on the same set. These improvements are similar to those we observe in the parsing task, and provide additional evidence for answering Q1-3 favorably.

To enforce constraints during inference, He et al. proposed to employ constrained-\(A^*\) decoding. For the sake of fair comparison with GBI, we consider \(A^*\) decoding, as used in [13] and report results for SRL-X networks. We see from Table 3.1 that GBI procedure consistently out-performs \(A^*\) decoding on all evaluation metrics, thus, proving superiority of our approach. Additionally, in Appendix 2, we introduce additional case study of noisy constraint where GBI shows its superiority compared \(A^*\) again.

### 3.3.2 Syntactic parsing

We now turn to a different task and network: syntactic constituency parsing. We investigate the behavior of the constraint inference algorithm on the shift-reduce parsing task described in Section 2. We transform the Wall Street Journal (WSJ) portion of the Penn Tree Bank (PTB) into shift-reduce commands in which each reduce command has a phrase-type (e.g., noun-phrase or verb-phrase) [10]. We employ the traditional split of the data with section 22 for dev, section 23 for test, and remaining sections 01-21 for training. We evaluate on the test set with evalb F1.

In each experiment, we learn a seq2seq network on a training set and then evaluate the network directly on the test set using a traditional inference algorithm to perform the decoding (either greedy decoding or beam-search).

In order to study our algorithm on a wide range of accuracy regimes (section 3.3.4), we train many networks with different hyper-parameters producing models of various quality, from high to low, using the standard split of the WSJ portion of the PTB. In total, we train five networks Net1-5 for this study, that we describe below.

We train our two best baseline models (Net1,2) using a highly competitive seq2seq architecture for machine translation, GNMT [41] with F1 scores, 86.78 and 87.33, respectively. And, to study wider range of accuracies, we train a simpler architecture with different hyper parameters and obtain nets (Net3-5). For all models, we employ Glorot initialization, and basic attention [1]. See Table 3.2 for a summary of the networks, hyper-parameters, and their performance.

We report the behavior of the constraint-satisfaction method on Table 3.3 for Net1-2, and on Table 3.4 for Net3-5. Across all the experimental conditions (Table 3.3, 3.4), the conversion
Table 3.4: Evaluation of the GBI on simpler, low-resource seq2seq networks. In here, we also evaluate whether GBI can be used in combination with different inference techniques: greedy and beam search of various width.

Rates are high, often above 80 and sometimes above 90 supporting Q2. Note that beam search can also increase constraint satisfaction with conversion rate going as high as 51.74% (164/317) in case of Net3 with beam size 9. However, as the quality of the model increases, the conversion rate became minuscule; in case of Net1,2 the conversion rate was less than 14% with beam 9; Net1 converted 26 out of 187 and Net2 converted 1 out of 287 instances from failure set.

In order to address question Q3—the ability of our approach to satisfy constraints without negatively affecting output quality—we measure the F1 scores on the failure-sets both before and after applying the constraint satisfaction algorithm. Since this F1 measure is only defined on valid trees, we employ heuristic post-processing, as described earlier, to ensure all outputs are valid.

Note that an improvement on the failure-set guarantees an improvement on the entire test-set since our method produces the exact same outputs as the baseline for examples that do not initially violate any constraints. Consequently, for example, the GNMT network improves (Net2) on the failure-set from 73.54 to 79.68 F1, resulting in an overall improvement from 86.54 to 87.57 F1 (entire test-set).

We also measure how many iterations of our algorithm it takes to convert the examples that have constraint-violations. Across all conditions, it takes 5–7 steps to convert 25% of the outputs, 6–20 steps to convert 50%, 15–57 steps to convert 80%, and 55–84 steps to convert 95%.

3.3.3 Simple Transduction Experiment

In our final experiment we focus on a simple sequence transduction task in which we find that despite learning the training data perfectly, the network fails to learn the constraint in a way that generalizes to the test set.

For our task, we choose a simple transducer, similar to those studied in recent work [12]. The source language $L_S$ is $(az|bz)^*$ and the target language $L_T$ is $(aaa|zb)^*$. The transducer is...
Table 3.5: Evaluation of GBI method on out-of-domain data on the applications of syntactic parser and SRL. F1 scores are reported on the failure set. SRL model was trained on NW and the syntactic parser was trained on WSJ section, which is subsection of NW, on OntoNote v5.0. Except PT, which is new and old Testament, all failure rate on out-domain data is higher than that of in-domain (11.9% for parsing and 18.1% for SRL) as suspected. The table shows that GBI can be successfully applied to resolve performance degradation on out-of-domain data.

<table>
<thead>
<tr>
<th>Genre \Task</th>
<th>Failure rate (%)</th>
<th>Conversion rate (%)</th>
<th>F1 on failure set before</th>
<th>after</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Syntactic Parsing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Broadcast Conversation (BC)</td>
<td>19.3</td>
<td>98.8</td>
<td>56.4</td>
<td>59.0 (+2.6)</td>
</tr>
<tr>
<td>Broadcast News (BN)</td>
<td>11.7</td>
<td>98.1</td>
<td>63.2</td>
<td>68.8 (+5.6)</td>
</tr>
<tr>
<td>Pivot Corpus (PT)</td>
<td>9.8</td>
<td>97.8</td>
<td>71.4</td>
<td>75.8 (+4.4)</td>
</tr>
<tr>
<td>Telephone Conversation (TC)</td>
<td>10.1</td>
<td>86.2</td>
<td>56.9</td>
<td>57.6 (+0.7)</td>
</tr>
<tr>
<td>Weblogs (WB)</td>
<td>17.6</td>
<td>95.3</td>
<td>62.0</td>
<td>63.2 (+1.2)</td>
</tr>
<tr>
<td><strong>SRL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Broadcast Conversation (BC)</td>
<td>26.86</td>
<td>53.88</td>
<td>39.72</td>
<td>52.4 (+12.68)</td>
</tr>
<tr>
<td>Broadcast News (BN)</td>
<td>18.51</td>
<td>55.19</td>
<td>39.28</td>
<td>50.58 (+11.3)</td>
</tr>
<tr>
<td>Pivot Corpus (PT)</td>
<td>10.01</td>
<td>62.34</td>
<td>47.19</td>
<td>63.69 (+16.5)</td>
</tr>
<tr>
<td>Telephone Conversation (TC)</td>
<td>19.09</td>
<td>54.62</td>
<td>47.7</td>
<td>58.04 (+10.34)</td>
</tr>
<tr>
<td>Weblogs (WB)</td>
<td>20.32</td>
<td>44.13</td>
<td>47.6</td>
<td>57.39 (+9.39)</td>
</tr>
</tbody>
</table>

defined to map occurrences of $az$ in the source string to $aaa$ in the target string, and occurrences of $bz$ in the source string to $zb$ in the target string. For example, $T(bazbz) \rightarrow zbaabzb$. The training set comprises 1934 sequences of length 2–20 and the test set contain sentences of lengths 21–24. We employ shorter sentences for training to require generalization to longer sentences at test time.

We employ a thirty-two hidden unit single-layered, attention-less, seq2seq LSTM in which the decoder LSTM inputs the final encoder state at each decoder time-step. We train the network for 1000 epochs using RMSProp to maximize the likelihood of the output (decoder) sequences in the training set. The network achieves perfect train accuracy while learning the rules of the target grammar $L_T$ perfectly, even on the test-set. However, the network fails to learn the input-specific constraint that the number of $a$’s in the output should be three times the number of $a$’s in the input. This illustrates how a network might rote-memorize constraints rather than learn the rule in a way that generalizes. Thus, enforcing constraints at test-time is important. To satisfy constraints, we employ GBI with a constraint loss $g$, a length-normalized quadratic $(3x_a - y_a)^2 / (m + n)$ that is zero when the number of $a$’s in the output ($y_a$) is exactly three times the number in the input ($x_a$). GBI achieves a conversion rate of 65.2% after 100 iterations, while also improving the accuracy on the failure-set from 75.2% to 82.4%. This synthetic experiment provides additional evidence in support of Q2 and Q3, on a simpler small-capacity network.
3.3.4 GBI on wide range of reference models

The foregoing experimental results provide evidence that GBI is a viable method for enforcing constraints. However, we hitherto study GBI on high quality reference networks such as SRL-100. To further bolster our conclusions, we now direct our investigation towards lower quality networks to understand GBI’s viability under a broader quality spectrum. We ask, how sensitive is GBI to the reference network’s performance (Q4)? To this end, we train poorer quality networks by restricting the amount of available training data or employing simpler architectures.

For SRL, we simulate low-resource models by limiting the training data portion to 1%, 10%, 40%, and 70% resulting in F1 score range of 67.28-83.55. Similarly, for syntactic parsing, we train additional low-quality models Net3-5 with a simpler uni-directional encoders/decoders, and on different training data portion of 25%, 75%, and 100%. (Table 3.2). We evaluate GBI on each of them in Table 3.1, 3.4 and find further evidence in support of favorable answers to Q2 (satisfying constraints) and Q3 (improving F1 accuracy) by favorably answering Q4. Moreover, while not reported fully due to page limits, we examined both tasks over 20 experiments with different baseline networks in combination to different inference strategies, and we found GBI favorable in all but one case (but by just 0.04 compared to employing post-processing).

We also study whether GBI is compatible with better underlying discrete search algorithms, in particular beam search for seq2seq. As we seen in column 2 of Table 3.4, that although beam-search improves the F1 score and reduces the percentage of violating constraints, GBI further improves over beam-search when using the latter in the inner-loop as the decoding procedure. In conclusion, improving the underlying inference procedure has the effect of decreasing the number of violating outputs, but GBI is still very much effective on this increasingly small set, despite it intuitively representing more difficult cases that even eludes constraint satisfaction on beam search inference.

3.3.5 Experiments on out-of-domain data

In the previous subsection we saw how GBI performs well even when the underlying network is of lower quality. We now investigate GBI on actual out-of-domain data where model quality can suffer. For SRL, we train SOTA network with ELMo embedding on NewsWire (NW) section of OntoNotes v5.0 English PropBank corpus and then test on the additional genres provided in the PropBank corpus: BC, BN, PT, TC, WB. The failure rate on the within genre data (test set of NW) is 18.10%. We can see from Table 3.5 the failure rate for NW trained SRL network in general is higher for out-of-genre data with highest being 26.86% for BC (vs. 18.10% NW). Further, by enforcing constraints, we see significant gains on failure set in terms of F1 score across all genres (ranging from 9.39-16.5 F1), thus, providing additional evidences for answering Q5.

Similar to SRL, we train a GMNT seq2seq model on the Wall Street Journal of NW section in OntoNotes v5.0 Treebank which shares the same genre classification with PropBank. The F1 on the within-genre data (test set of WSJ) is 85.03, but the F1 on these genres is much lower, ranging from the mid-forties on BC (46.2–78.5 depending on the subcategory) to the low-eighties on BN (68.3–81.3. depending on the subcategory). Indeed, we find that overall the F1 is lower

2The WSJ section of OntoNotes Tree bank is slightly different from that of PennTree bank WSJ section. While PennTree bank has 40k instances on WSJ section, OntoNote WSJ section has 30k instances.
and in some cases, like WB, the failure rate is much higher (17.6% for WB vs. 11.9% for WSJ). Following the same experimental protocol as on the PTB data, we report the results in Table 3.5 (aggregating over all subcategories in each genre). We see that across all genres, the algorithm has high conversion rates (sometimes close to 100%), and that in each case, enforcing the constraints improves the F1. Again, we find support for Q2, Q3 and Q5.

### 3.4 Related work

Recent work has considered applying neural networks to structured prediction; for example, structured prediction energy networks (SPENs) [3]. SPENs incorporate soft-constraints via back-propagating an energy function into “relaxed” output variables. In contrast, we focus on hard-constraints and back-propagate into the weights that subsequently control the original non-relaxed output variables via inference. Separately, there has been interest in employing hard constraints to harness unlabeled data in training-time for simple classifications [15]. Our work instead focuses enforcing constraints at inference-time. More specifically, for SRL, previous work for enforcing syntactic and SRL specific constraints have focused on constrained A* decoding [13] or integer linear programming [30]. For parsing, previous work in enforcing hard constraints has focused on post-processing [38] or building them into the decoder via sampling [9] or search constraints [40].

Finally, as previously mentioned, our method highly resembles dual decomposition and more generally Lagrangian relaxation for structured prediction [17, 33, 34]. In such techniques, it is assumed that a computationally efficient inference algorithm can maximize over a superset of the feasible region (this assumption parallels our case because unconstrained inference in the neural network is efficient, but might violate constraints). Then, the method employs gradient descent to concentrate this superset onto the feasible region. However, these techniques are not directly applicable to our non-linear problem with global constraints. We presented an algorithm for satisfying constraints in neural networks that avoids combinatorial search, but employs the network’s efficient unconstrained procedure as a black box to coax weights towards well-formed outputs. We evaluated the algorithm on three tasks including SOTA SRL, seq2seq parsing and found that GBI can successfully convert failure sets while also boosting the task performance. Accuracy in each of the three tasks was improved by respecting constraints.
Chapter 4

Learning with Output Constraints

Neural models have shown several state-of-the-art performances on Semantic Role Labeling (SRL). However, the neural models require an immense amount of semantic-role corpora and are thus not well suited for low-resource languages or domains. The paper proposes a semi-supervised semantic role labeling method that outperforms the state-of-the-art in limited SRL training corpora. The method is based on explicitly enforcing syntactic constraints by augmenting the training objective with a syntactic-inconsistency loss component and uses SRL-unlabeled instances to train a joint-objective LSTM. On CoNLL-2012 English section, the proposed semi-supervised training with 1%, 10% SRL-labeled data and varying amounts of SRL-unlabeled data achieves +1.58, +0.78 F1, respectively, over the pre-trained models that were trained on SOTA architecture with ELMo on the same SRL-labeled data. Additionally, by using the syntactic-inconsistency loss on inference time, the proposed model achieves +3.67, +2.1 F1 over pre-trained model on 1%, 10% SRL-labeled data, respectively.

4.1 Problem definition

Semantic role labeling (SRL), a.k.a shallow semantic parsing, identifies the arguments corresponding to each clause or proposition, i.e. its semantic roles, based on lexical and positional information. SRL labels non-overlapping text spans corresponding to typical semantic roles such as Agent, Patient, Instrument, Beneficiary, etc. This task finds its use in many downstream applications such as question-answering [35], information extraction [2], machine translation, etc.

Several SRL systems relying on large annotated corpora have been proposed [13, 27], and perform relatively well. A more challenging task is to design an SRL method for low resource scenarios (e.g. rare languages or domains) where we have limited annotated data but where we may leverage annotated data from related tasks. Therefore, in this chapter, we focus on building effective systems for low resource scenarios and illustrate our system’s performance by simulating low resource scenarios for English.

SRL systems for English are built using large annotated corpora of verb predicates and their arguments provided as part of the PropBank and OntoNotes v5.0 projects [16, 29]. These corpora are built by adding semantic role annotations to the constituents of previously-annotated syntactic parse trees in the Penn Treebank [23]. Traditionally, SRL relies heavily on using syntactic parse
trees either from shallow syntactic parsers (chunkers) or full syntactic parsers and Punyakanok et al. shows significant improvements by using syntactic parse trees.

Recent breakthroughs motivated by end-to-end deep learning techniques [13, 42] achieve state-of-the-art performance without leveraging any syntactic signals, relying instead on ample role-label annotations. We hypothesize that by leveraging syntactic structure while training neural SRL models, we may achieve robust performance, especially for low resource scenarios. Specifically, we propose to leverage syntactic parse trees as hard constraints for the SRL task i.e., we explicitly enforce that the predicted argument spans of the SRL network must agree with the spans implied by the syntactic parse of the sentence via scoring function in the training objective. Moreover, we present a semi-supervised learning (SSL) based formulation, wherein we leverage syntactic parse trees for SRL-unlabeled data to build effective SRL for low resource scenarios.

We build upon the state-of-the-art SRL system by [13, 27], where we formulate SRL as a BIO tagging problem and use multi-layer highway bi-directional LSTMs. However, we differ in terms of our training objective. In addition to the log-likelihood objective, we also include syntactic inconsistency loss (defined in Section 4.2.3) which quantifies the hard constraint (spans implied by syntactic parse) violations in our training objective. In other words, while training our model, we enforce the outputs of our system to agree with the spans implied by the syntactic parse of the sentence as much as possible. In summary, our contributions to low-resource SRL are:

1. A novel formulation which leverages syntactic parse trees for SRL by introducing them as hard constraints while training the model.
2. Experiments with varying amounts of SRL-unlabeled data that point towards semi-supervised learning for low-resource SRL by leveraging the fact that syntactic inconsistency loss does not require labels.

4.2 Proposed Approach

We build upon an existing deep-learning approach to SRL [13]. First we revisit definitions introduced by [13] and then discuss about our formulation.

4.2.1 Task definition

Given a sentence-predicate pair \((x, v)\), SRL task is defined as predicting a sequence of tags \(y\), where each \(y_i\) belongs to a set of BIO tags (\(\Omega\)). So, for an argument span with semantic role \(\text{ARG}_i\), \(\text{B-ARG}_i\) tag indicates that the corresponding token marks the beginning of the argument span and \(\text{I-ARG}_i\) tag indicates that the corresponding token is inside of the argument span and \(\text{O}\) tag indicates that token is outside of all argument spans. Let \(n = |x| = |y|\) be the length of the sentence. Further, let \(\text{srl-spans}(y)\) denote the set of all argument spans in the SRL tagging \(y\). Similarly, \(\text{parse-spans}(x)\) denotes the set of all unlabeled parse constituents for the given sentence \(x\). Lastly, SRL-labeled/unlabeled data refers to sentence-predicate pairs with/without gold SRL tags.
4.2.2 State-of-the-Art (SOTA) Model

He et al. proposed a deep bi-directional LSTM to learn a locally decomposed scoring function conditioned on the entire input sentence: \[ \sum_{i=1}^{n} \log p(y_i | x) \]. To learn the parameters of a network, the conditional negative log-likelihood \( L(w) \) of a sample of training data \( T = \{x^{(t)}, y^{(t)}\}_{t=1} \) is minimized, where \( L(w) \) is

\[
L(w) = - \sum_{(x,y) \in T} \sum_{i=1}^{|y|} \log p(y_i | x; w). \tag{4.1}
\]

Since Eq.(4.1) does not model any dependencies between the output tags, the predicted output tags tend to be structurally inconsistent. To alleviate this problem, [13] searches for the best \( \hat{y} \) over the space of all possibilities (\( \Omega^n \)) using the scoring function \( f(x, y) \), which incorporates log probability and structural penalty terms. The details of scoring function is on Appendix Eq.(7).

4.2.3 Structural Constraints

There are different types of structural constraints: BIO, SRL and syntactic constraints. BIO constraints define valid BIO transitions for sequence tagging. For example, B-ARG0 cannot be followed by I-ARG1. SRL constraints define rules on the role level and has three particular constraints: unique core roles (U), continuation roles (C) and reference roles (R) [30]. Lastly, syntactic constraints state that srl-spans(y) have to be subset of parse-spans(x).

[13] use BIO and syntactic constraints at decoding time by solving Eq.(4.2) where \( f(x, y) \) incorporates those constraints and report that SRL constraints do not show significant improvements over the ensemble model. In particular, by using syntactic constraints, [13] achieves up to +2 F1 score on CoNLL-2005 dataset via A* decoding.

Improvements of SRL system via use of syntactic constraints is consistent with other observations [30]. However, all previous works enforce syntactic consistency only during decoding step. We propose that enforcing syntactic consistency during training time would also be beneficial and show the efficacy experimentally on Section 4.3.3.

Enforcing Syntactic Consistency To quantify syntactic inconsistency, we define disagreeing-spans(x, y) = \{ span \_i \in srl-spans(y) | span \_i \notin parse-spans(x) \}. Further, we define disagreement rate, \( g(x, y) \in [0, 1] \), and syntactic inconsistency score, \( s(x, y) \in [-1, 1] \), as follows:

\[
g(x, y) = \frac{|\text{disagreeing-spans}(x, y)|}{|\text{srl-spans}(y)|} \tag{4.3}
\]

\[
s(x, y) = 2 \times g(x, y) - 1 \tag{4.4}
\]

Syntactic Inconsistency Loss (SI-Loss) For a given \( (x, v) \), let us consider \( \hat{y}^{(t)} \) to be the best possible tag sequence (according to Eq.(4.2) during epoch \( t \) of model training. Ideally, if our model
is syntax-aware, we would have \( g(x, \hat{y}(t)) = 0 \) or \( s(x, \hat{y}(t)) = 1 \). We define a loss component due to syntactic inconsistency (SI-Loss) as follows:

\[
\text{SI-Loss} = s(x, \hat{y}(t)) \sum_{i=1}^{\vert \hat{y}(t) \vert} \log p(\hat{y}_i(t) \mid x; w(t))
\]  

(4.5)

During training, we want to minimize SI-Loss.

### 4.2.4 Training with Joint Objective

Based on Eq.(4.1), a supervised loss, and Eq.(4.5), the SI-Loss, we propose a joint training objective. For a given sentence-predicate pair \((x, v)\) and SRL tags \(y\), our joint training objective (at epoch \(t\)) is defined as:

\[
\text{Joint loss} = -\alpha_1 \sum_{i=1}^{\vert y \vert} \log p(y_i \mid x; w) + \alpha_2 s(x, \hat{y}(t)) \sum_{i=1}^{\vert \hat{y}(t) \vert} \log p(\hat{y}_i(t) \mid x; w(t))
\]  

(4.6)

Here, \(\alpha_1\) and \(\alpha_2\) are weights (hyper-parameters) for different loss components and are tuned using a development set. During training, we minimize joint loss - i.e., negative log-likelihood (or cross-entropy loss) and syntactic inconsistency loss.

### 4.2.5 Semi-supervised learning formulation

In low resource scenarios, we have limited labeled data and larger amounts of unlabeled data. The obvious question is how to leverage large amounts of unlabeled data for training accurate models. In context of SRL, we propose to leverage SRL-unlabeled data in terms of parse trees.

Observing Eq.(4.5), one can notice that our formulation of SI-Loss is only dependent upon model’s predicted tag sequence \(\hat{y}(t)\) at a particular time point \(t\) during training and the given sentence and it does not depend upon gold SRL tags. We leverage this fact in our SSL formulation to compute SI-loss from SRL-unlabeled sentences.

Let \(sup-s\) be a batch of SRL-labeled sentences and \(usup-s\) be a batch SRL-unlabeled sentences only with parse information. In SSL setup, we propose to train our model with joint objective where \(sup-s\) only contributes to supervised loss Eq.(4.1) and \(usup-s\) contributes in terms of syntactic inconsistency objective Eq.(4.5) and combine them according to Eq.(4.6) to train them with joint loss.

### 4.3 Experiments

#### 4.3.1 Dataset

We evaluate our model’s performance on span-based SRL dataset from CoNLL-2012 shared task [29]. This dataset contains gold predicates as part of the input sentence and also gold
Table 4.1: Comparison of baseline models (B) with the models trained with joint objective (J).

<table>
<thead>
<tr>
<th>Model/ Legend</th>
<th>Test F1</th>
<th>Average disagreement rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B100</td>
<td>84.40</td>
<td>14.69</td>
</tr>
<tr>
<td><strong>B10</strong></td>
<td><strong>78.56</strong></td>
<td><strong>17.01</strong></td>
</tr>
<tr>
<td><strong>B1</strong></td>
<td><strong>67.28</strong></td>
<td><strong>21.17</strong></td>
</tr>
<tr>
<td>J100</td>
<td>84.75 (+0.35)</td>
<td>14.48 (-1.43%)</td>
</tr>
<tr>
<td>J10</td>
<td>79.09 (+0.53)</td>
<td>16.25 (-4.47%)</td>
</tr>
<tr>
<td>J1</td>
<td>68.02 (+0.74)</td>
<td>20.49 (-3.21%)</td>
</tr>
</tbody>
</table>

Table 4.2: Training with **SI-loss** for varying sizes of SRL-unlabeled data on top of the pre-trained baseline models (B1, B10 on Table 4.1).

<table>
<thead>
<tr>
<th>Base Model/ Legend</th>
<th>Test F1</th>
<th>Average disagreement rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B10</td>
<td>78.56</td>
<td>17.01</td>
</tr>
<tr>
<td>B10-SI1x</td>
<td>78.84 (+0.28)</td>
<td>16.17 (-4.94%)</td>
</tr>
<tr>
<td>B10-SI5x</td>
<td>78.67 (+0.11)</td>
<td>16.47 (-3.17%)</td>
</tr>
<tr>
<td>B10-SI10x</td>
<td>78.76 (+0.20)</td>
<td>16.09 (-5.4%)</td>
</tr>
<tr>
<td>B1</td>
<td>67.28</td>
<td>21.17</td>
</tr>
<tr>
<td>B1-SI1x</td>
<td>67.67 (+0.39)</td>
<td>20.14 (-4.87%)</td>
</tr>
<tr>
<td>B1-SI5x</td>
<td>67.74 (+0.46)</td>
<td>19.93 (-5.86%)</td>
</tr>
<tr>
<td>B1-SI10x</td>
<td>67.71 (+0.43)</td>
<td>20.16 (-4.77%)</td>
</tr>
</tbody>
</table>

parse information corresponding to each sentence which we use for defining hard constraints for SRL task. We use standard train/development/test split containing 278K/38.3K/25.6K sentences. Further, there is approx. 10% disagreement between gold SRL-spans and gold parse-spans (we term these as noisy syntactic constraints). During training, we do not preprocess data to handle these noisy constraints but for the analysis related to enforcing syntactic constraints during inference, we study both cases: with and without noisy constraints.1

4.3.2 Model configurations

For the SOTA system proposed in [27], we use code from Allen AI2 to implement our approach. We follow their initialization and training configurations. Let \( B_X, J_X \) denote model trained with \( X \% \) of the SRL-labeled data with cross-entropy and joint training objective, respectively. \( B_X-SI_Ux \) and \( B_X-JUx \) denote model trained with SI-loss and Joint loss, respectively, on the pre-trained \( B_X \) model where \( X \times U \) amount of SRL-unlabeled data were used for further training. To satisfy BIO constraints, we run Viterbi decoding by default for inference.

---

1 We preprocessed data for inference by simply deleting syntactic parse trees for the sentences where we have disagreement and perform standard Viterbi decoding for those sentences and note that this preprocessing scheme was never used during training.

2 https://github.com/allenai/allennlp
Table 4.3: Training with joint objective (J) on top of the baseline models (B1, B10 from Table 4.1), with the same SRL-labeled data used to train the baseline models and with varying sizes of SRL-unlabeled data.

<table>
<thead>
<tr>
<th>Base Model/ Legend</th>
<th>Test F1</th>
<th>Average disagreement rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B10</td>
<td>78.56</td>
<td>17.01</td>
</tr>
<tr>
<td>B10-further</td>
<td>78.86 (+0.3)</td>
<td>16.25 (−2.06%)</td>
</tr>
<tr>
<td>B10-J1x</td>
<td>79.23 (+0.67)</td>
<td>16.03 (−5.76%)</td>
</tr>
<tr>
<td>B10-J5x</td>
<td>79.25 (+0.69)</td>
<td>16.01 (−5.88%)</td>
</tr>
<tr>
<td>B10-J10x</td>
<td>79.34 (+0.78)</td>
<td>15.88 (−6.64%)</td>
</tr>
<tr>
<td>B1</td>
<td>67.28</td>
<td>21.17</td>
</tr>
<tr>
<td>B1-further</td>
<td>67.76 (+0.48)</td>
<td>20.75 (−1.98%)</td>
</tr>
<tr>
<td>B1-J1x</td>
<td>68.45 (+1.17)</td>
<td>19.57 (−7.56%)</td>
</tr>
<tr>
<td>B1-J5x</td>
<td>68.86 (+1.58)</td>
<td>19.38 (−8.46%)</td>
</tr>
<tr>
<td>B1-J10x</td>
<td>68.61 (+1.33)</td>
<td>19.29 (−8.88%)</td>
</tr>
</tbody>
</table>

4.3.3 Results

We are interested in answering following questions. (Q1) how well does the baseline model produce syntactically consistent outputs, (Q2) does our approach actually enforce syntactic constraints, (Q3) does our approach enforce syntactic constraints without compromising the quality of the system, (Q4) how well does our SSL formulation perform, especially in low-resource scenarios, and lastly (Q5) what is the difference in using the syntactic constraints in training time compared to using it at decoding time. To answer (Q1-2) favorably we report average disagreement rate computed over test split. To answer (Q3-5), we report overall F1-scores on CoNLL-2012 test set (using standard evaluation script). For experiments using SRL-unlabeled data, we report average results after running multiple experiments with different random samples of it.

Does training with joint objective help? We trained 3 models with random 1%, 10% and whole 100% of the training set with joint objective ($\alpha_1 = \alpha_2 = 0.5$). For comparison, we trained 3 SOTA models with the same training sets. All models were trained for max 150 epochs and with a patience of 20 epochs. Table 4.1 reports the results of this experiment. We see that models trained with joint objective (J$X$) improve over baseline models (B$X$), both in terms of F1 and average disagreement rate. These improvements provide evidence for answering (Q1-3) favorably. Further, gains are more in low resource scenarios because by training models jointly to satisfy syntactic constraints helps in better generalization when trained with limited SRL corpora.

Does SSL based training work for low-resource scenarios? To enforce syntactic constraints via SI-loss on SRL-unlabeled data, we further train pre-trained model with two objectives in SSL set up: (a) SI-loss (Table 4.2) and (b) joint objective (Table 4.3).

For experiment (a), we use square loss, $\beta||W - W_{pre-train}||^2$ regularizer to keep the model $W$ close to the pre-trained model $W_{pre-train}$ to avoid catastrophic forgetting ($\beta$ set to 0.005). We
optimize with SGD with learning rate of 0.01, $\alpha_2 = 1.0$, patience of 10 epochs. We see that with SI-loss improvements are significant in terms of average disagreement rate as compared to F1.

For experiment (b), we train B1 and B10 with joint objective in SSL set-up (as discussed in Section 4.2.5). We use SGD with learning rate of 0.05, $\alpha_1 = \alpha_2 = 1.0$ and patience of 10 epochs. We report +1.58 F1 and +0.78 F1 improvement over B1 and B10, trained with 5% and 100% SRL-unlabeled data, respectively. Note that we cannot achieve these improvements with simply fine-tuning $B_X$ with supervised loss, as seen with $B_X$-further on Table 4.3. This provides evidence to answer (Q4) favorably. In general, the performance gains increase as the size of the SRL-unlabeled data increases.

### Is it better to enforce syntactic consistency on decoding or on training time?

To answer (Q5), we conducted three experiments: using syntactic constraints on (a) inference only, i.e. structured prediction, (b) training only, and (c) both training and inference steps. For the structured prediction, we consider A* decoding, as used in [13] and gradient-based inference [20], which optimizes loss function similar to SI-loss on Eq. (4.5) per example basis. If neither A* decoding nor gradient-based inference is used, we use Viterbi algorithm to enforce BIO constraints. The performance is the best (bold on Table 4.4) when syntactic consistency is enforced both on training and inference steps, +3.67, +2.1 F1 score improvement over B1 and B10 respectively, and we conclude that the effort of enforcing syntactic consistency on inference time is complementary to the same effort on training time. However, note that the overall performance increases as the benefit from enforcing syntactic consistency with SSL is far greater compared to marginal decrement on structured prediction.

While syntactic constraints help both train and inference, injecting constraints on train time is far more robust compared to enforcing them on decoding time. The performance of the structured prediction drops rapidly when the noise in the parse information is introduced ($x$ column of Table 4.4). On the other hand, SSL was trained on CoNLL2012 data where about 10% of the gold SRL-spans do not match with gold parse-spans and even when we increase noise level to 20% the

<table>
<thead>
<tr>
<th>Decoding</th>
<th>B10</th>
<th>B10-J10x</th>
<th>B1</th>
<th>B1-J5x</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viterbi</td>
<td>78.56</td>
<td>79.34</td>
<td>67.28</td>
<td>68.86</td>
</tr>
<tr>
<td>A*</td>
<td>72.95</td>
<td>73.57</td>
<td>63.77</td>
<td>64.73</td>
</tr>
<tr>
<td>Gradient-based</td>
<td>-5.61</td>
<td>-5.77</td>
<td>-3.51</td>
<td>-4.13</td>
</tr>
<tr>
<td></td>
<td>79.7</td>
<td>80.21</td>
<td>69.85</td>
<td><strong>70.95</strong></td>
</tr>
<tr>
<td></td>
<td>+1.41</td>
<td>+0.87</td>
<td>+2.57</td>
<td>+2.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decoding</th>
<th>B10</th>
<th>B10-J10x</th>
<th>B1</th>
<th>B1-J5x</th>
</tr>
</thead>
<tbody>
<tr>
<td>A*</td>
<td>78.87</td>
<td>79.51</td>
<td>67.97</td>
<td>68.97</td>
</tr>
<tr>
<td>Gradient-based</td>
<td>+0.31</td>
<td>+0.17</td>
<td>+0.69</td>
<td>+0.11</td>
</tr>
<tr>
<td></td>
<td>80.18</td>
<td><strong>80.66</strong></td>
<td>69.97</td>
<td>70.94</td>
</tr>
<tr>
<td></td>
<td>+1.62</td>
<td>+1.32</td>
<td>+2.69</td>
<td>+2.08</td>
</tr>
</tbody>
</table>

Table 4.4: Comparison of different decoding techniques: Viterbi, A* [13] and gradient based inference [20] with noisy and noise-free syntactic constraints. Note that the (+/-) F1 are reported w.r.t Viterbi decoding on the same column.
performance drop was only around 0.1 F1 score.

4.4 Related Work

The traditional approaches for SRL [18, 28] constituted of cascaded system with four subtasks: pruning, argument identification, argument labeling, and inference. Recent approaches [13, 42] proposed end-to-end system for SRL using deep recurrent or bi-LSTM-based architecture with no syntactic inputs and have achieved SOTA results on English SRL. Lastly, [27] proposed ELMo, a deep contextualized word representations, and improved the SOTA English SRL by 3.2 F1-points.

Even on the end-to-end learning, inference still remains as a separate subtask and would be formalized as a constrained optimization problem. To solve this problem ILP [30], A* algorithm [13] and gradient-based inference [20] were employed. Further, all of these works leveraged syntactic parse during inference and was never used during training unless used as a cascaded system.

To the best of our knowledge, this work is the first attempt towards SSL span-based SRL model. Nonetheless, there were few efforts in SSL in dependency-based SRL systems [7, 8, 11]. [11] proposed to augment the dataset by finding similar unlabeled sentences to already labeled set and annotate accordingly. While interesting, the similar augmentation technique is harder to apply to span-based SRL as one requires to annotate the whole span. [7, 8] proposed to leverage the relation between words by learning latent word distribution over the context, i.e. language model. Our paper also incorporates this idea by using ELMo as it is trained via language model objective.

4.5 Conclusion and Future Work

We presented a SI-loss to enforce SRL systems to produce syntactically consistent outputs. Further, leveraging the fact that SI-loss does not require labeled data, we proposed a SSL formulation with joint objective constituting of SI-loss and supervised loss together. We show the efficacy of the proposed approach on low resource settings, +1.58, +0.78 F1 on 1%, 10% SRL-labeled data respectively, via further training on top of pre-trained SOTA model. We further show the structured prediction can be used as a complimentary tool and show performance gain of +3.67, +2.1 F1 over pre-trained model on 1%, 10% SRL-labeled data, respectively. Semi-supervised training from the scratch and examination of semi-supervised setting on large dataset remains as part of the future work.
Part II

Proposed additional work
The following chapters illustrates the set of proposed work which are in exploration for the completion of the thesis. While the details of the proposed applications (chapter 5) and proposed methods (chapter 6) are described in the following chapters, the schedule for proposed additional work is as follows:

![Time table for the proposed additional work.](image-link)
Chapter 5

Additional applications

5.1 Domain adaptation using output constraints

Machine Learning models do not perform as well on out-of-domain dataset compared to the domain it was trained on due to the difference on underlying distribution. We have observed such behaviors on neural models as well on earlier chapter. As [3,5] shows, most of out-of-domain dataset performs worse on major metric and have higher failure rate. To remedy this problem, the proposed work asks a question 'Can we use the universal constraint independent of domain as a guidance to the domain adaptation'? We already have observed that using constraint information can improve performance on out-of-domain using structured prediction (GBI). In the proposed work, we explore whether the proposed SSL approach [4] can remedy the difference of data distribution and we expect a synergy between the structured prediction and SSL approach as we have seen on [4,4] i.e. we expect the combined benefit to be larger than individual benefits.

5.1.1 Preliminary Experiments

For the proposed work, I have conducted preliminary experiment on the CoNLL2012 dataset. The experiment setting is similar to [3.5] We define source domain as NewsWire (NW) section of OntoNotes v5.0 English PropBank corpus, and additional genres provided in the PropBank corpus (BC, BN, PT, TC, WB) as the target domain.

First, we examine how training with structural loss [4.5] can help domain adaptation in case of syntactic parsing. We pre-trained GNMT model for syntactic parsing with on NW section and then trained further with structural loss [4.5] on the target domains. As table [5.1] shows, the structural loss training on target domain both reduces the failure rate and improves the performance.

Secone, we examine how SSL training with joint objective eq. [4.6] can aid domain adaptation in case of SRL. We pre-trained SRL network with ELMo embedding on NW corpus and then perform SSL approach using the source domain as a supervised set and target domain as an unsupervised set on our joint loss formulation eq. [4.6] As table [5.2] shows, the SSL training with joint objective both reduces the failure rate and improves the performance except the Telephone Conversation.

The remaining works to be done on this proposed additional work is a comparison with
Table 5.1: Evaluation of domain adaptation models further trained with structural loss on syntactic parsing application. F1 scores are reported on the whole test set per domain. The initial reference model was trained on WSJ section under NW on OntoNote v5.0. The structural loss training improves reference models on all cases and more than +1 F1 score except BN & TC. The table shows that learning with structural loss can be successfully applied to resolve performance degradation on out-of-domain data.

<table>
<thead>
<tr>
<th>Genre \Task</th>
<th>Failure rate (%)</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>before</td>
<td>after</td>
</tr>
<tr>
<td><strong>Syntactic Parsing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Broadcast Conversation (BC)</td>
<td>19.3</td>
<td>11.2</td>
</tr>
<tr>
<td>Broadcast News (BN)</td>
<td>11.7</td>
<td>10.6</td>
</tr>
<tr>
<td>Pivot Corpus (PT)</td>
<td>9.8</td>
<td>6.6</td>
</tr>
<tr>
<td>Telephone Conversation (TC)</td>
<td>10.0</td>
<td>9.5</td>
</tr>
<tr>
<td>Weblogs (WB)</td>
<td>17.4</td>
<td>15.3</td>
</tr>
</tbody>
</table>

Table 5.2: Evaluation of domain adaptation on SRL using semi-supervised learning approach. F1 scores are reported on the whole test set per domain. The initial reference model trained on NW section on OntoNote v5.0. Except TC, a telephone conversation section, semi-supervised approach helps domain adaptation by giving more than +1 F1 score improvement. The table shows that semi-supervised learning can be successfully applied to resolve performance degradation on out-of-domain data.

<table>
<thead>
<tr>
<th>Genre \Task</th>
<th>Failure rate (%)</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>before</td>
<td>after</td>
</tr>
<tr>
<td><strong>SRL</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Broadcast Conversation (BC)</td>
<td>26.86</td>
<td>19.70</td>
</tr>
<tr>
<td>Broadcast News (BN)</td>
<td>18.51</td>
<td>55.19</td>
</tr>
<tr>
<td>Pivot Corpus (PT)</td>
<td>10.01</td>
<td>9.01</td>
</tr>
<tr>
<td>Telephone Conversation (TC)</td>
<td>19.09</td>
<td>20.15</td>
</tr>
<tr>
<td>Weblogs (WB)</td>
<td>20.32</td>
<td>17.57</td>
</tr>
</tbody>
</table>
possible alternatives such as self-training and thorough analysis. While not included in this proposal as the comparison was not rigorously done, initial comparison with self-training on syntactic parsing indicates that while self-training shows mediocre improvement across genres, the constraint injection shows significant improvements on specific genres (BC, WB) and par with self-training on other genres. As the improvement is not uniform across different genres, interesting question left is analyzing when the constraint injection works best as a tool of domain adaptation and when we should not use it.

5.2 Extending Semi-Supervised approach to general span-based models.

There are multiple span-based tasks: SRL, co-reference resolution, and Shallow Discourse Relation (SDR) problems. Traditional approaches have resorted to cascaded systems where the syntactic parsers produce candidate spans, however, with the advent of the deep models, SOTA models are trained without particular information of syntactic parse tree. For one case of span-based model (SRL), we have showed that injecting the knowledge of syntactic parse tree can still enhance the span level accuracy as well as the overall accuracy in chapter 4. As we are not assuming any task-specific features in injecting the information of syntactic parse tree in the application of SRL, we believe this approach can be naturally extended to other span-based models such as co-reference resolution, FrameNet SRL, and SDR.

The challenge remaining in this proposed work is that there has been newer architectures introduced in SOTA model in SRL [14] and co-reference resolution [21] which shares the same core span-based neural representation. These work improve previous approach [13], which our completed work also used as a reference model, by considering all possible spans as compared to previous BIO sequence representation. As the new model have higher capacity compared to the reference model this thesis previously studied, it is a non-trivial task to incorporate the syntactic parse tree information into the new span-based models.

While the new SOTA model considers much richer span information, the model still only train on the cross entropy function of gold labels. With this fact and based on our initial analysis on the SOTA model’s span-level accuracy, we believe the new span-based model can also benefit from the proposed parse tree injection. We will examine whether the proposed approach can bring improvement on both low-resource and full-resource models as completed work did on SRL. Although challenging, successful incorporation of the structural constraint to a different span-based neural architecture will further generalize the proposed parse tree injection method on chapter 4.
Chapter 6

Exploratory: New methods

The completed work performed knowledge injection to the model through the constraint violation signals acquired from the unlabeled dataset, previously unseen on the initial training period. While the completed work on semi-supervised learning showed efficacy on low-resource, full-resource and preliminary results on domain adaptation, the model did not learn about constraints from the primary training set itself. To be more precise, the completed work depended on a pre-trained reference model. Given a pre-trained model as a starting point, I further trained the model to satisfy particular knowledge that I inject with help of unlabeled dataset. As I pointed out earlier, one limitation with this approach is that it cannot learn much of constraint from the training set as the pre-trained model overfits to the training set and the training set will lack signals that will help constraint injection.

In the proposed work, I am interested in exploring the best way to inject constraint from the scratch without any pre-trained model from the primary training set itself. In this effort, as well as direct application of joint objective similar to eq. (4.6), I will consider the two approaches: 6.1 Multi-task learning with agreement score and 6.2 Sampling negative examples.

6.1 Multi-task system with agreement score

Many NLP tasks require reasoning between multiple sub tasks. Leveraging this fact, it would be interesting to examine whether we can utilize the agreement score of the multi-task output as a regularizer on the training process. While completed work used the explicit constraint and an agreement score that is easy to access and cheap to evaluate, if we consider NLP tasks in general, an explicit constraint might not exist, might be hard to compute, or might require labeled data to evaluate. However, even before resorting to the linguistic knowledge, for the NLP problems that can be formulated as a multi task problem, we already know that multiple tasks have to agree upon. Utilizing this simple knowledge, I propose to use the agreement score from shared task as a guiding signal for training procedure.

Generally, what I have done in my completed work can be expressed as equation 6.1 at a high level rewriting the equation 4.6:

$$
\sum_{(x^{(i)}, y_{1}^{(i)}) \in D_1} X L(x^{(i)}, y_{1}^{(i)}; \theta_1) + \sum_{(x^{(j)}, y_{2}^{(j)}) \in D_2} f_{\text{agree}}(\hat{y}_{1}^{(j)}, y_{2}^{(j)} | x^{(j)}; \theta_1), \quad (6.1)
$$
where the $XL$ denotes cross entropy loss, $f_{agree}(y_1, y_2)$ denotes agreement score function between the output $y_1, y_2$, $D_1$ denotes primary training set, $D_2$ is additional dataset which could be unlabeled set, and lastly $\hat{y}_k^{(j)}$ denotes output from model $\theta_k$ and input $x^{(j)}$. It is worth noting for agreement score $f_{agree}(y_1, y_2)$, I express $y_1, y_2$ with different subscript as the output format of the two variables do not have to be identical while it is necessary for them to be comparable. For example, returning to the example of SRL application, we can think of $\hat{y}_1^{(j)}$ to be an SRL output format and $y_2^{(j)}$ to be parse tree information given a sentence $x^{(j)}$. While SRL output $c$ and parse tree information $y_2^{(j)}$ will not be in the same format, the spans of $y_2^{(j)}$ and $y_2^{(j)}$ are comparable to measure agreement score. In our previous experiment $f_{agree}$ measures whether spans of $\hat{y}_1$ is subset of $y_2^{(j)}$.

Expanding the formulation to the multi-task setting we can simply extend the same equation onto two data distribution: $D_1$ from task 1 and $D_2$ from task 2 as equation 6.2.

$$\sum_{(x^{(i)}, y_1^{(i)}) \in D_1} \left[ XL(x^{(i)}, y_1^{(i)}; \theta_{com}, \theta_1) + f_{agree}(y_1^{(i)}, \hat{y}_1^{(i)}) \right]$$

$$+ \sum_{(x^{(j)}, y_2^{(j)}) \in D_2} \left[ XL(x^{(j)}, y_2^{(j)}; \theta_{com}, \theta_2) + f_{agree}(y_2^{(j)}, \hat{y}_2^{(j)}) \right]$$ (6.2)

We decompose the model parameter $\theta$ as common model part $\theta_{com}$ between task 1 and task 2 and differentiating part $\theta_i$ for each task $i$, i.e. $\theta = \theta_{com}, \theta_1, \theta_2$. Also extending the approach recursively, we can try to leverage unlabeled dataset and perform semi-supervised learning as equation 6.3. While the last agreement component taken from two system output might not be unstable signal by itself, I believe the supervised signals and agreement scores from $D_1, D_2$ will anchor the learning signals.

$$\sum_{(x^{(i)}, y_1^{(i)}) \in D_1} \left[ XL(x^{(i)}, y_1^{(i)}; \theta_{com}, \theta_1) + f_{agree}(y_1^{(i)}, \hat{y}_1^{(i)}) \right]$$

$$+ \sum_{(x^{(j)}, y_2^{(j)}) \in D_2} \left[ XL(x^{(j)}, y_2^{(j)}; \theta_{com}, \theta_2) + f_{agree}(y_2^{(j)}, \hat{y}_2^{(j)}) \right] + \sum_{x^{(k)} \in D_{unlabeled}} f_{agree}(\hat{y}_1^{(k)}, \hat{y}_2^{(k)})$$ (6.3)

### 6.1.1 Related Work

Recently, there was a work in SRL which tries to learn the simplified syntactic parser in multi-task fashion and shows improvement in the SRL performance [37]. This recent work only incorporated supervised loss, i.e. $\sum_{(x^{(i)}, y_1^{(i)}) \in D_1} XL(x^{(i)}, y_1^{(i)}; \theta_{com}, \theta_1) + \sum_{(x^{(j)}, y_2^{(j)}) \in D_2} XL(x^{(j)}, y_2^{(j)}; \theta_{com}, \theta_2)$ and do not incorporate the agreement score, which is major novelty in the proposed work. Thus it would be interesting to compare the proposed model to [37] and analyze the direct effect of agreement score.
6.2 Sampling negative examples

In this proposed work, I want to investigate why even the SOTA networks fail in satisfying simple constraints as we observed earlier on chapters 3, 4. I hypothesize that the failure is due to the lack of introduction of negative samples, which refer to constraint-violating samples, in the training process. For the classification problem, it is well established that training set should have balanced positive and negative examples in order to learn a good classifier from it. Therefore, I wish to introduce negative samples in terms of constraint to the framework of NLP learning.

The completed work is already introducing a negative examples in the learning through evaluation of model-generated output. I believe this exploration step is a crucial factor in the success of completed work as much as the augmentation of objective function with of constraint loss. In fact, this is closely related to the recent success of Reinforcement Learning (RL) [4, 31] approaches for sequences in NLP problems. While the supervised approach has been successful, they often do not get exposed to a wrong example or in other words the supervised method does not expose a model to an ill state in Markov chain. This is often called exposure bias [31] and RL approaches remedied this problem partially. I believe behind success of RL approach, exposure to the negative samples and ill states on Markov chain remedied the exposure bias besides the notion of reward.

With the aforementioned motivation, the thesis proposes to systematically introduce the negative samples in the training set. To systematically learn from negative samples, the proposed work considers the following two aspect: which negative samples are useful and how to learn from negative samples.

To address the first aspect, the thesis proposes to sample "slightly" wrong examples motivated from the ideas in active learning. In uncertainty sampling principle of active learning, it is well known that the instances near the classification boundary are more helpful in learning the classifier compared to the instances far from the boundary. Nonetheless, in the proposed setting, the constraints are provided and we do not need separate classifier for constraint violation. We can simply draw negative samples according to the distribution of constraint violation score $g(y, L)$, where $g(y, L) \rightarrow \mathbb{R}^+$ on section 3.2.1 quantifies constraint violation score proportional to degree of violation. Lastly, note that the proposed approach is completely different from approaches in RL nor from my complete work. On both cases, the sampling process solely depend on the model state whereas the proposed approach draws samples from the constraint function similar to RAML [25].

To address the second aspect, the proposal reminds the reader the fact that "constraint" is often not a primal objective for the task. It is left as a question whether simply augmenting the training set with negative samples would improve the model as RAML did. The RAML draws the samples proportional to the reward of the primal task whereas the proposed work draws samples from subsidiary reward, i.e. constraint violation, and it is uncertain how this will affect the learning process. The point in consideration is that even if good negative samples are given, we have to find a proper way to learn primal task leveraging the negative samples from constraint violation. The proposed work promises to explore two approaches as provided in the following subsection 6.2.2. The following subsections describe details of proposed method for learning with negative samples.
6.2.1 Drawing with negative samples

It is not easy to sample a sequence by some arbitrary score as its sample space is often exponentially large. Consider the most simple example of generating sentence with length $n$ and vocabulary size $V$. Even in this simple case, $V^n$ score evaluations are required to compute the normalizer for the score distribution and most NLP applications have to consider much larger support space. For example, in generation problems such as machine translation and summarization, its sample spaces have to consider arbitrary length outputs rather than fixed length $n$. The variable-length output space leads to infinitely large space and even with the pruning of the candidates, the sample space is much larger than the simple case of $V^n$.

The form of the score function also determines the level of difficulty on sampling. If we were to give the same score on all the samples, again considering the most simple case, the sampling procedure becomes much easier as we can simply draw each token uniformly. It is especially hard to sample when the score function is computed in intractable ways such as grammar scoring function with hundreds of hand-crafted rules. Therefore, I propose to use Metropolis-Hastings (MH) sampling in order to sample sequences with arbitrary score. With the distribution of interest $q$ that we want to draw from, we can draw a sample from $q$ using MH sampling in the following way. We can simply draw a new sample $y'$ from proposal distribution $p$, and then accept with $A(y', y)$ given the previous sample $y$ as following:

$$A(y', y) = \min \left(1, \frac{f(y'|y*)}{f(y_{prev}|y*)} \cdot \frac{p(y_{prev})}{p(y')} \right)$$

where $y' \sim p(y|y_{prev})$, $f(y|y*; \tau) \propto q(y|y*; \tau)$.

Note that in order to use MH sampling, we need to sample from proposal distribution $p$ and need to access the proposal probability of the drawn sample. I propose to explore following two proposal distributions:

- **Using pre-trained model**: The SOTA pre-trained model as a proposed sampler will produce output $y$ not always perfect but also not too far away from the true output $y^*$ given an input. The better pre-trained model is the sampler will be more efficient as the proposal distribution will closer to the true distribution.

- **Using edit-distance**: If we use edit-distance as a score for proposed sampler, we can create this sampler for any sequence and a way to efficiently sample from edit-distance was shown in [25].

6.2.2 Learning strategy with negative samples

Given we have good negative samples respect to constraint violation, there still need to be a proper ways to learn primal task from it. The following are two directions I propose to explore:

- **Max-margin training**: The maximization of the margin between true output and negative sample as equation 6.4 is one way to learn from negative samples.

$$\max_\theta \sum_{(x,y^*) \in D} \log P (y^* | x; \theta) - \log P (y_{neg} | x; \theta)$$ (6.4)

where $y_{neg} \sim q(y^*, \tau | g(y, \mathcal{L}))$.
where \( y^*, y_{\text{neg}} \) denotes true output and negative sample, respectively, and the definitions of rules \( \mathcal{L} \) and constraint violation evaluation function \( g(y, \mathcal{L}) \rightarrow \mathbb{R}_+ \) carries from the section 3.2.1. The learning process will draw outputs similar to the true output with constraint violation, the model will naturally learn to avoid negative samples.

- **Using reward of a primal task:** As RL approaches promotes or penalizes the explored instances with a reward, we propose to assign the reward of the primal task to the negative samples as in equation 6.5.

\[
\max_{\theta} \sum_{(x,y^*) \in D} r_{\text{primal}}(y_{\text{neg}}, y^*) \log P(y_{\text{neg}}|x; \theta) \tag{6.5}
\]

where \( y_{\text{neg}} \sim q(y^*, \tau | g(y, \mathcal{L})) \)

where \( r_{\text{primal}}(y_{\text{neg}}, y^*) \) is a reward from the primal task. We can also extend this to the joint loss of cross cross entropy loss \( XL \) similar to joint loss in 4.6.

\[
\max_{\theta} \sum_{(x,y^*) \in D} XL(x, y^*; \theta) + r_{\text{primal}}(y_{\text{neg}}, y^*) \log P(y_{\text{neg}}|x; \theta) \tag{6.6}
\]

where \( y_{\text{neg}} \sim q(y^*, \tau | g(y, \mathcal{L})) \).

By using the reward of the primary score, we can effectively explore the negative samples and also learn the primary task from the negative samples. How this approach will work in comparison to our previous joint learning will be an interesting analysis.
Appendix

.1 Example-based case study for GBI.

⟨“it is really like this, just look at the bus signs.”⟩ → B-ARG1 B-V B-ARGM-ADV B-ARG2 I-ARG2 O O · · · O

<table>
<thead>
<tr>
<th>iteration</th>
<th>output</th>
<th>loss</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>B-ARG1 B-V B-ARG2 I-ARG2 I-ARG2 O O O O O O O</td>
<td>0.012</td>
<td>50.0%</td>
</tr>
<tr>
<td>6</td>
<td>B-ARG1 B-V B-ARG2 I-ARG2 I-ARG2 O O O O O O O</td>
<td>0.049</td>
<td>50.0%</td>
</tr>
<tr>
<td>7</td>
<td>B-ARG1 B-V B-ARGM-ADV B-ARG2 I-ARG2 I-ARG2 O O O O O O O O</td>
<td>0.00</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 1: A semantic role labeling example for which the method successfully enforces syntactic constraints. The initial output has inconsistent span for token "really like this". Enforcing the constraint not only corrects the number of agreeing spans, but also changes the semantic role "B-ARG2" to "B-ARGM-ADV" and "I-ARG2" to "B-ARG2".

⟨“So it’s a very mixed bag.”⟩ → ssr!ssssrr!srrr!rr!ssrrrrrr!

<table>
<thead>
<tr>
<th>iteration</th>
<th>output</th>
<th>loss</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>ssr!sr!ssssrr!rr!ssrrrrrr!</td>
<td>0.0857</td>
<td>33.3%</td>
</tr>
<tr>
<td>11</td>
<td>ssr!sr!ssssrr!rr!ssrrrrrr!</td>
<td>0.0855</td>
<td>33.3%</td>
</tr>
<tr>
<td>12</td>
<td>ssr!ssssrr!srrrr!rr!ssrrrrrr!</td>
<td>0.0000</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 2: A shift-reduce example for which the method successfully enforces constraints. The initial output has only nine shifts, but there are ten tokens in the input. Enforcing the constraint not only corrects the number of shifts to ten, but changes the implied tree structure to the correct tree.
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.2 Analyzing the behavior of different inference procedures in presence of noisy constraints

<table>
<thead>
<tr>
<th>Decoding</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Exact Match (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viterbi</td>
<td>84.03</td>
<td>84.78</td>
<td>84.40</td>
<td>69.37</td>
</tr>
<tr>
<td>A*</td>
<td>78.13 (-5.90)</td>
<td>76.85 (-7.93)</td>
<td>77.48 (-6.92)</td>
<td>58.30 (-11.70)</td>
</tr>
<tr>
<td>GBI</td>
<td>85.51 (+1.48)</td>
<td>84.25 (-0.53)</td>
<td>84.87 (+0.47)</td>
<td>68.45 (-0.92)</td>
</tr>
<tr>
<td>A*</td>
<td>84.19 (+0.16)</td>
<td>84.83 (+0.05)</td>
<td>84.51 (+0.11)</td>
<td>70.52 (+1.15)</td>
</tr>
<tr>
<td>GBI</td>
<td>85.39 (+1.36)</td>
<td>85.88 (+1.10)</td>
<td>85.63 (+1.23)</td>
<td>71.04 (+1.67)</td>
</tr>
</tbody>
</table>

Table 4: Comparison of different inference procedures: Viterbi, A* [13] and GBI with noisy and noise-free constraints. Note that the (+/-) F1 are reported w.r.t Viterbi decoding on the same column.

.3 Structured prediction formulation

He et al. [23] proposed to incorporate such structural dependencies at decoding time by augmenting the loglikelihood function with penalization terms for constraint violations

\[
f(x, y) = \sum_{i=1}^{n} \log p(y_i|x) - \sum_{c \in C} c(x, y_{1:i})
\]

where, each constraint function \( c \) applies a non-negative penalty given the input \( x \) and a length-\( t \) prefix \( y_{1:t} \).
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