
95-865 Unstructured Data Analytics

Slides by George H. Chen

Lecture 10: Wrap up topic modeling, 
intro to predictive data analytics



Whoa, how do you even 
read the questions so fast?

The vast majority of students are finishing within 15 hours 
(which is our target of the maximum time that should be spent)

HW1 Questionnaire (1/5)

Spending over 15 hours on each homework is not normal! 
Please do swing by OH to chat if you’re still spending a lot of time on HW2



28.6% of students said they have no 
prior ML/deep learning experience

For spring 2024 and earlier, 20% or less students said 
they have no prior ML/deep learning experience

For the ~71% of students with prior ML/deep learning 
experience, hopefully my class isn’t too boring 😅

HW1 Questionnaire Results (2/5)

For fall 2024 (last semester), ~37% of students said 
they have no prior ML/deep learning experience



HW1 Questionnaire (3/5)

Very importantly, I think it’s okay to feel that the material takes time to 
digest & that it doesn’t somehow just immediately all makes sense

Most students are following along fine

It’s like how when you watch some movies, the first time you see it, it 
doesn’t fully make sense yet but watching a second time helps to clarify

(This is why we have lecture recordings!)

Overall, I’ll try to keep the pacing about the same or slightly slower



HW1 Questionnaire (4/5)
Free response parts:

• Some students wrote in the free response part that lectures are too fast

• Some students wrote in the free response part that lectures could be 
faster and to cover less coding in lecture

• Many students asked for more coding (e.g., more code examples)

Some commentary:

• We already usually have 1 code demo per lecture

• Hard to squeeze more code demos in lecture!

• Some demos are already only covered partially or briefly in lecture

• Please actually play with demos yourself after class

• Understand every line of code & whether it can be coded differently

• A major theme in the course is that of infinite design choices: identify 
where design choices appear & change them to see what happens

• Try deleting all code cells except part that loads in data & see if you 
can redo the exploratory data analysis on your own

It’s really hard to satisfy everyone’s requests!



HW1 Questionnaire (5/5)
• Some students asked why we aren’t covering more up-to-date content

I think it’s helpful to see how ideas have evolved over time 
& what limitations are of older models that newer models try to address

• For what it’s worth: from working in the machine learning field for over a 
decade now, I can say that what technology is hot keeps changing

• Be careful with getting too caught up in trends that might go out of 
fashion soon!

• I want my course to teach you fundamental concepts underlying 
unstructured data analysis, starting from simple ideas people tried 
years ago that are easier to understand before progressing to more 
modern methods that can be more difficult to understand & interpret

• As I mentioned in week 1 already, we are going to be covering a 
basic version of generative pretrained transformers (“GPTs”) in the 
last week of the course

• GPTs might be hot now but in 5-10 years, we’ll probably be using 
something different!



Administrivia

• Reminder: HW1 & Quiz 1 regrade requests due tonight April 7, 11:59pm

• See Canvas announcement I sent out last Wednesday April 2 for 
details

• Reminder: if you have a hard conflict with Quiz 2 (Friday May 2, 
1pm-2:20pm), please let me know by tonight April 7, 11:59pm

• See Canvas announcement I sent out last Tuesday April 1 for details

• After tonight, we will not be taking requests for taking Quiz 2 at a 
different time than the regular time 
(except for a medical emergency on the day of Quiz 2)



(Flashback) LDA Generative Model
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LDA models each word in document i to be generated as:

1. Randomly choose a topic Z (use topic distribution for doc i)
2. Randomly choose a word (use word distribution for topic Z)
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Goal: Learn these 
distributions

In sklearn, these will be in 
“.components_”

In sklearn, these will be the output 
of the “.transform” function



How to choose the number of 
topics k?



How “Coherent” is a Topic?
Let’s look at top-20 word lists (the ones from the demo)

Focus on a single topic at a time

P(see word “years” | see word “good”)

If this probability is high for every pair of 
words in the top-20 list, then in some 
sense the topic is more “coherent”

If we see the word “good”, how likely 
are we to see the word “years”?

<latexit sha1_base64="rf43CTMSW3L6y5f4pHeZWMFDyr8=">AAACa3icbVFNbxoxEPVuvyhJUxIOjdIcrCCkVKrQbpWvQw9IveRIpEIisQh5zQAWXntlz0LQdi/5ibn1H/TS/1DDcmihI9l6fjNjv3mOUyksBsFPz3/x8tXrN5W31b39dwfva4dHPaszw6HLtdTmIWYWpFDQRYESHlIDLIkl3Mezb6v8/RyMFVp9x2UKg4RNlBgLztBRw9pTZLNkmLs9tsj4LI8QHjFHndKFNiNLi/nnRclRnDIsoqg8MQNUaXQkUMsSKIqiGkk9oVHCcBrHeac4LystwPoudxX9Qbe5xadhrRG0gnXQXRBuQINsojOsPUcjzbMEFHLJrO2HQYoDpwgFl+BkZBZSNwubQN9B5dTZQb72qqBNx4zoWBu3FNI1+3dHzhJrl0nsKleD2O3civxfrp/h+GaQC5VmCIqXD40zSVHTlfF0JAxwlEsHGDfCaaV8ygzj6L6n6kwIt0feBb0vrfCqdXl30Wh/3dhRIR/JGTknIbkmbXJLOqRLOPnlHXgfvGPvt1/3T/zTstT3Nj118k/4zT+Su719</latexit> X

top words v,w that
are not the same

logP(see word v|see word w)

Coherence of topic:

<latexit sha1_base64="vg8AnbtQFi9B4f9iV2aaST2OaZs=">AAACSHichZBLSwMxFIUz9VXrq+rSTbAIrsqM+OjCRcGNywr2AZ1SMmmmDc1khuROtQzz89y4dOdvcONCEXdm+gCtghcCH+eee5McLxJcg20/W7ml5ZXVtfx6YWNza3unuLvX0GGsKKvTUISq5RHNBJesDhwEa0WKkcATrOkNr7J+c8SU5qG8hXHEOgHpS+5zSsBI3WLX9RWhiQvsHhK3hHshjQMmQWMYEMAZGh/2QhjgdDS1YSJ7OL1L/50ynm6xZJcrdlbYLp/OwZ6CM4MSmlWtW3xy59uoIFq3HTuCTkIUcCpYWnBjzSJCh6TP2gYlCZjuJJMgUnxklB72Q2WOBDxRv08kJNB6HHjGGRAY6MVeJv7Va8fgVzoJl1EMTNLpRX4sMIQ4SxX3uGIUxNgAoYqbt2I6ICZZMNkXTAjO4pd/Q+Ok7JyXz25OS9XLWRx5dIAO0TFy0AWqomtUQ3VE0QN6QW/o3Xq0Xq0P63NqzVmzmX30o3K5L/7stEE=</latexit># documents that mention both v and w

# documents that mention w

<latexit sha1_base64="YfETh2+5OEnUFpXenH7qkKkew4E=">AAAB63icbZDLSgMxFIbP1Futt6pLN8EiCMKQkapduCi4cVnBXqAdSibNtKGZzJBkhFL6Cm5cKOLWF3Ln25hpR9DqD4GP/5xDzvmDRHBtMP50Ciura+sbxc3S1vbO7l55/6Cl41RR1qSxiFUnIJoJLlnTcCNYJ1GMRIFg7WB8k9XbD0xpHst7M0mYH5Gh5CGnxGTWGXa9frmC3RrOhLBb/Qa8AC+HCuRq9MsfvUFM04hJQwXRuuvhxPhTogyngs1KvVSzhNAxGbKuRUkipv3pfNcZOrHOAIWxsk8aNHd/TkxJpPUkCmxnRMxIL9cy879aNzVhzZ9ymaSGSbr4KEwFMjHKDkcDrhg1YmKBUMXtroiOiCLU2HhKNgRv+eS/0Dp3vUv34q5aqV/ncRThCI7hFDy4gjrcQgOaQGEEj/AML07kPDmvztuiteDkM4fwS877F81HjWw=</latexit>
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How Different is a Topic from the Others?

If “good” only shows up in the top-20 word list for topic 0, 
then it is considered a unique top word for topic 0

Each topic has a # of unique top words

Let’s look at top-20 word lists (the ones from the demo)



How to Choose Number of Topics k?

Can plot average coherence vs k, and average # unique top words vs k 
(for values of k you are willing to try)

Unlike for CH index, no clear way to trade off between avg. coherence 
and avg. # unique top words (they aren’t even in the same units!!!)

Topic 0’s coherence score Topic 0’s # unique top words

Topic 1’s coherence score Topic 1’s # unique top words

Compute:

Topic (k-1)’s coherence score Topic (k-1)’s # unique top words

<latexit sha1_base64="8fCRXKepGA1B4oEjdtk5nnoGl/g=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdfAQ8OIxgnlAsoTZ2dlkzOzOMtMbCCH/4MWDIl79H2/+jZNkD5pY0FBUddPdFaRSGHTdb2dldW19Y7OwVdze2d3bLx0cNozKNON1pqTSrYAaLkXC6yhQ8laqOY0DyZvB4G7qN4dcG6GSRxyl3I9pLxGRYBSt1OgMQ4WmWyq7FXcGsky8nJQhR61b+uqEimUxT5BJakzbc1P0x1SjYJJPip3M8JSyAe3xtqUJjbnxx7NrJ+TUKiGJlLaVIJmpvyfGNDZmFAe2M6bYN4veVPzPa2cY3fhjkaQZ8oTNF0WZJKjI9HUSCs0ZypEllGlhbyWsTzVlaAMq2hC8xZeXSeO84l1VLh8uytXbPI4CHMMJnIEH11CFe6hBHRg8wTO8wpujnBfn3fmYt644+cwR/IHz+QPM4Y9G</latexit>...
<latexit sha1_base64="8fCRXKepGA1B4oEjdtk5nnoGl/g=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdfAQ8OIxgnlAsoTZ2dlkzOzOMtMbCCH/4MWDIl79H2/+jZNkD5pY0FBUddPdFaRSGHTdb2dldW19Y7OwVdze2d3bLx0cNozKNON1pqTSrYAaLkXC6yhQ8laqOY0DyZvB4G7qN4dcG6GSRxyl3I9pLxGRYBSt1OgMQ4WmWyq7FXcGsky8nJQhR61b+uqEimUxT5BJakzbc1P0x1SjYJJPip3M8JSyAe3xtqUJjbnxx7NrJ+TUKiGJlLaVIJmpvyfGNDZmFAe2M6bYN4veVPzPa2cY3fhjkaQZ8oTNF0WZJKjI9HUSCs0ZypEllGlhbyWsTzVlaAMq2hC8xZeXSeO84l1VLh8uytXbPI4CHMMJnIEH11CFe6hBHRg8wTO8wpujnBfn3fmYt644+cwR/IHz+QPM4Y9G</latexit>...

Compute average 
coherence

Compute average 
# unique top words



How to Choose Number of Topics k?

Demo



Topic Modeling: Last Remarks

• There are many topic models, not just LDA 
(e.g., Hierarchical Dirichlet Process, correlated topic models, SAGE, 
anchor word topic models, Scholar, embedded topic model,  …)

• Dynamic topic models can track how topics change over time

• Warning: learning topic models is very sensitive to random initialization

• There are score functions aside from coherence & # unique top words 
(e.g., normalized-mutual-information coherence, (log) lift score, …)

• Requires time stamp for every text document we fit the model to

• Can try fitting data multiple times using different random seeds & 
seeing which topics consistently show up across random seeds

• There are variants of topic models where users provide supervision 
(e.g., user specifies what some topics should be about in terms of top 
words, or where a topic should predict some outcome)

• On the course webpage, I posted a link to Maria Antoniak’s practical 
guide for using LDA (very helpful if you want to use LDA in the future!)



95-865

Part II: Predictive data analysis

Part I: Exploratory data analysis

• Frequency and co-occurrence analysis

• Visualizing high-dimensional data/dimensionality reduction

• Clustering

• Basic concepts and how to assess quality of prediction models

• Neural nets and deep learning for analyzing images and text

Identify structure present in “unstructured” data

Make predictions using known structure in data

• Topic modeling



What if we have labels?



Example: MNIST handwritten digits have known labels



If the labels are known…



And we assume data generated by GMM…

If the labels are known…

What are the model parameters?



(Flashback) Learning a GMM

Step 2: Compute probability of each point being in each of the k clusters

Step 3: Update cluster probabilities, means, and covariances accounting 
for probabilities of each point belonging to each of the clusters

Repeat until convergence: 

Step 0: Guess k

Step 1: Guess cluster probabilities, means, and covariances
(often done using k-means)

Don’t need this top part if we know the labels!

We don’t even need to repeat until convergence



And we assume data generated by GMM…

If the labels are known…

What are the model parameters?

k = # of colors

We can directly estimate cluster 
means, covariance matrices



What should the label of 
this new “test” point be?

Whichever cluster has 
higher probability!



(a procedure that given a test data point 
tells us what “class” it belongs to)

What should the label of 
this new “test” point be?

Decision boundary

We just created a classifier

Whichever cluster has 
higher probability!

This classifier we’ve created assumes a 
generative model



Goal: Given new test feature vector , predict label<latexit sha1_base64="QlDqad8SIGsGZ8hoeAIWBrNWP4k=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr4OHgBePCZgHJEuYnXSSMbOzy8ysGJZ8gRcPinj1k7z5N06SPWhiQUNR1U13VxALro3rfju5ldW19Y38ZmFre2d3r7h/0NBRohjWWSQi1QqoRsEl1g03AluxQhoGApvB6HbqNx9RaR7JezOO0Q/pQPI+Z9RYqfbULZbcsjsDWSZeRkqQodotfnV6EUtClIYJqnXbc2Pjp1QZzgROCp1EY0zZiA6wbamkIWo/nR06ISdW6ZF+pGxJQ2bq74mUhlqPw8B2htQM9aI3Ff/z2onpX/spl3FiULL5on4iiInI9GvS4wqZEWNLKFPc3krYkCrKjM2mYEPwFl9eJo2zsndZvqidlyo3WRx5OIJjOAUPrqACd1CFOjBAeIZXeHMenBfn3fmYt+acbOYQ/sD5/AHnq40A</latexit>x <latexit sha1_base64="Uo261G39r5vAHSm+FOEOrCjDpZo=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdfAQ8OIxAfOAZAmzk95kzOzsMjMrhCVf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6387K6tr6xmZhq7i9s7u3Xzo4bOo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDf1W0+oNI/lgxkn6Ed0IHnIGTVWqo97pbJbcWcgy8TLSRly1Hqlr24/ZmmE0jBBte54bmL8jCrDmcBJsZtqTCgb0QF2LJU0Qu1ns0Mn5NQqfRLGypY0ZKb+nshopPU4CmxnRM1QL3pT8T+vk5rwxs+4TFKDks0XhakgJibTr0mfK2RGjC2hTHF7K2FDqigzNpuiDcFbfHmZNM8r3lXlsn5Rrt7mcRTgGE7gDDy4hircQw0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD+kvjQE=</latexit>y

Predictive Data Analysis
Training data

A giant zoo of methods

• Generative models (like what we just described)

• Discriminative models (just care about learning prediction rule; 
after training model, we don’t have a way to generate data)

We could have many such test 
feature vectors, which we 

collectively refer to as test data

<latexit sha1_base64="OwCBUpz6W8EZ2YHMamgAQo8141g=">AAACDHicbZDLSsNAFIZP6q3WW9Wlm2ARWiglKd4WLgpuXFawF2hDmEyn7dDJJMxMxBD6AG58FTcuFHHrA7jzbZy0WWjrgYHv/OecmTm/FzIqlWV9G7mV1bX1jfxmYWt7Z3evuH/QlkEkMGnhgAWi6yFJGOWkpahipBsKgnyPkY43uU7rnXsiJA34nYpD4vhoxOmQYqS05BZL5QfXrsauXalqqmuqV6r9QaBkmnOd84rusmrWLMxlsDMoQRZNt/ilb8CRT7jCDEnZs61QOQkSimJGpoV+JEmI8ASNSE8jRz6RTjJbZmqeaGVgDgOhD1fmTP09kSBfytj3dKeP1Fgu1lLxv1ovUsNLJ6E8jBTheP7QMGKmCszUGXNABcGKxRoQFlT/1cRjJBBW2r+CNsFeXHkZ2vWafV47uz0tNa4yO/JwBMdQBhsuoAE30IQWYHiEZ3iFN+PJeDHejY95a87IZg7hTxifP5E5mM0=</latexit>

(x1, y1), (x2, y2), . . . , (xn, yn)

• is discrete (such as colors red and blue) 
➔ prediction is referred to as classification

<latexit sha1_base64="Uo261G39r5vAHSm+FOEOrCjDpZo=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdfAQ8OIxAfOAZAmzk95kzOzsMjMrhCVf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6387K6tr6xmZhq7i9s7u3Xzo4bOo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDf1W0+oNI/lgxkn6Ed0IHnIGTVWqo97pbJbcWcgy8TLSRly1Hqlr24/ZmmE0jBBte54bmL8jCrDmcBJsZtqTCgb0QF2LJU0Qu1ns0Mn5NQqfRLGypY0ZKb+nshopPU4CmxnRM1QL3pT8T+vk5rwxs+4TFKDks0XhakgJibTr0mfK2RGjC2hTHF7K2FDqigzNpuiDcFbfHmZNM8r3lXlsn5Rrt7mcRTgGE7gDDy4hircQw0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD+kvjQE=</latexit>y

• is continuous (such as a real number) 
➔ prediction is referred to as regression

<latexit sha1_base64="Uo261G39r5vAHSm+FOEOrCjDpZo=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdfAQ8OIxAfOAZAmzk95kzOzsMjMrhCVf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6387K6tr6xmZhq7i9s7u3Xzo4bOo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDf1W0+oNI/lgxkn6Ed0IHnIGTVWqo97pbJbcWcgy8TLSRly1Hqlr24/ZmmE0jBBte54bmL8jCrDmcBJsZtqTCgb0QF2LJU0Qu1ns0Mn5NQqfRLGypY0ZKb+nshopPU4CmxnRM1QL3pT8T+vk5rwxs+4TFKDks0XhakgJibTr0mfK2RGjC2hTHF7K2FDqigzNpuiDcFbfHmZNM8r3lXlsn5Rrt7mcRTgGE7gDDy4hircQw0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD+kvjQE=</latexit>y



Example of a Discriminative 
Method: k-NN Classification



Example: k-NN Classification

What should the label of 
this new point be?



Example: k-NN Classification

What should the label of 
this new point be?

1-NN classifier prediction



Example: k-NN Classification

What should the label of 
this new point be?

2-NN classifier prediction

Randomly 
break tie



Example: k-NN Classification

What should the label of 
this new point be?

3-NN classifier prediction

We just saw: k = 1, k = 2, k = 3

What happens if k = n?



How do we choose k?

What I’ll describe next can be used to select 
hyperparameter(s) for any prediction method

Fundamental question: 
How do we assess how good a prediction method is?



Hyperparameters vs. Parameters

• We fit a model’s parameters to training data 
(terminology: we “learn” the parameters)

• We pick values of hyperparameters and they do not automatically 
get fit to training data

• Example: Gaussian mixture model 
• Hyperparameter: number of clusters k 
• Parameters: cluster probabilities, means, covariance matrices

• Example: k-NN classification 
• Hyperparameter: number of nearest neighbors k 
• Parameters: N/A

Actually, there’s another hyperparameter: distance function to use 
(for simplicity, we assume Euclidean distance for now)


