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Grand challenges are important as they act as compasses 
for researchers and practitioners alike — especially 
young professionals — who are pondering worth-

while problems to work on, testing the boundaries of what 
is possible! Challenge tasks also unleash the competitive 
spirit in participants as evidenced by the plethora of active 
participants in Kaggle competitions (and forum discussions 
therein). Prize money and research bragging rights also 
accrue to the winners. The Defense Advanced Research Pro-
jects Agency Grand Challenges1 and X prizes2 are some of 
the best-known successful programs that have helped make 
significant progress across many domains applying artifi-
cial intelligence (AI). As grand challenges are accomplished, 
other than the long-term benefits the solutions engender, 
the positive press they garner helps rally society behind 
the field. Trickle-down benefits include renewed respect for 
and trust in science and technology by citizens, as well as 
a desirable focus on science, technology, engineering, and 
mathematics education.

 Innovative, bold initiatives that cap-
ture the imagination of researchers and 
system builders are often required to 
spur a field of science or technology for-
ward. A vision for the future of artifi-
cial intelligence was laid out by Turing 
Award winner Raj Reddy in his 1988 
Presidential address to the Associa-
tion for the Advancement of Artificial 
Intelligence. It is time to provide an 
accounting of the progress that has 
been made in the field, over the last 
three decades, toward the challenge 
goals. While some tasks such as the 
world-champion chess machine were 
accomplished in short order, many 
others, such as self-replicating sys-
tems, require more focus and break-
throughs for completion. A new set 
of challenges for the current decade is 
also proposed, spanning the health, 
wealth, and wisdom spheres.

Artificial Intelligence’s Grand  
Challenges: Past, Present, and Future

Ganesh Mani
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The challenge tasks laid out by Turing Award 
winner and Carnegie Mellon University professor 
Raj Reddy in his 1988 Association for the Advance-
ment of Artificial Intelligence (AAAI) Presidential 
address and published in AI Magazine (Reddy 1988) 
touched upon everyday elements — spanning com-
munication, transportation, and games — plus infra-
structure requirements (on earth as well as for space 
explorations).

The Grand Challenges  
from 1988: A Retrospective

The challenges, as originally laid out, were for the 
subsequent thirty years and we now are just over 
that time period. A summary of the original tasks 
and their current status is presented in table 1.

World Champion Chess Machine
The achievement of winning the world champion 
chess machine challenge turned out to be a relatively 
easy one to accomplish. Within a decade of 1988, 
the Computer Chess Fredkin Prize, honoring the 
first program to beat a reigning human world cham-
pion, was awarded to the Deep Blue chess machine’s 
designers for successfully defeating Garry Kasparov.3 
Campbell et al. (2002) provide a good description 
of the key success factors: a single-chip chess search 
engine; massive parallelism for tree traversal; fast 
and slow evaluation functions; search extensions; 
and a Grandmaster game database.

Of related note is recent progress with two other 
games: Go and Poker. Go is a perfect-information game; 
however, the complexity is high, with 10170 possi-
ble board configurations. AlphaGo (Silver et al. 2016, 
2017) was the start of a sequence of superhuman Go 
programs. It used dual deep neural nets: a value net-
work to evaluate board positions, and a policy network 
to select moves. Citing the rise of AI,4 the human Go 
champion, Lee Sedol (who lost four games, but won 
one to AlphaGo in 2016) recently announced his 
retirement! Poker — an imperfect information game, 
as other players’ cards are hidden — has also seen tre-
mendous advances of late, with machines trumping 
over humans (Brown and Sandholm 2019).

Mathematical Discovery
There have been two kinds of advances in the area 
of mathematical discovery:5 numerical explorations 
that hint at new facts and then are proven rigor-
ously by human mathematicians; and an automated 
theorem prover (such as the HOList environment 
described in Bansal et al. 2019).

The sphere-packing problem embodied in the 
Kepler Conjecture was proven by Hales (2006) with 
the help of computer-aided techniques. Hales also 
pointed out that there is an open challenge to build 
an AI system that can win a gold medal in the Inter-
national Mathematical Olympiad.6

Prizes for ongoing research have been awarded.7 
While minor discoveries have been made so far in 

the process of computer-aided experimental math-
ematics and theorem proving, discovery of a major 
result heretofore unknown to human mathemati-
cians will be a significant step.

Translating Telephone
The translating telephone challenge can arguably  
be deemed complete. The speak-to-translate fea-
ture in the Google Translate8 app comes close to the 
intended goal. Using a smartphone’s microphone, it 
allows two people to talk in real-time with the app 
acting as the interpreter. Google Assistant’s9 inter-
preter mode also is a related feature, covering forty- 
four languages ranging from Arabic to Vietnamese. 
Microsoft and other companies also have products 
and services that can permit real-time translation in 
multiple languages. Facebook AI recently introduced 
and open-sourced M2M-100,10 a multilingual machine 
translation model that can translate between any 
pair of one-hundred languages without relying on 
English data.

The accuracy of the various translation offerings 
is quite reasonable; however, figures of speech (like 
metaphors) and highly technical content (such as 
a verbal treatment note from a physician) can still 
stymie the systems. Likewise, slang usages and acro-
nyms that (especially, young) people use can also 
be problematic to chatbots. User experience can be 
another area of focus for future enhancement. On 
the research side, more attention should be paid to 
low-density and endangered languages, but other-
wise this challenge is nearly complete.

Accident-Avoiding Car
There has been significant progress in this chal-
lenge, especially in the last decade, around mobility 
in general and specifically with intelligent software 
embodied in vehicles. A significant milestone was 
accomplished as early as the 1990s, when Carnegie 
Mellon’s NavLab 511 completed the first coast-to-
coast drive in the USA. This was a specially-rigged 
prototype vehicle, not amenable to facile mass pro-
duction. An objective Defense Advanced Research 
Projects Agency Grand Challenge was held in 200412 
for research teams to showcase autonomous driving 
and none of the teams finished the route and no 
winner was declared; however, the very next year 
(2005) saw five vehicles complete the off-road course 
spanning one-hundred and thirty-two miles and the 
first prize of $2 million was awarded to the Stanford 
University Research Team for their vehicle Stanley 
(Carnegie Mellon’s vehicles came in second and  
third). This was followed by an Urban Challenge in 
2007,13 which involved the vehicles competing in a 
sixty-mile urban course, merging into and navigat-
ing other traffic, while obeying customary traffic 
rules. Carnegie Mellon’s robotized Chevy Tahoe won 
first place and the $2 million prize (Urmson et al. 
2009).

The research prototype vehicles have paved the 
way for increasing amounts of automation to be 
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built into vehicles over the last decade; although 
we are getting closer to the ultimate goal of fully 
autonomous driving, we are not quite there yet. 
The Society of Automotive Engineers,14 a standards- 
developing organization, has suggested a classifica-
tion system ranging from level 0 (fully manual) to 
level 5 (full automation with the common human-
driver controls, such as pedals and a steering wheel, 
eliminated completely). No mass-produced vehicle 
has attempted sustained level-5 driving yet.

Reddy had called for an eighty to ninety percent 
reduction in the automobile-accident fatality rate. 
According to the Insurance Institute for Highway 
Safety statistics covering all motor vehicle deaths, over 
the thirty years spanning 1988 to 2018, the fatality 
per 100,000 people came down from 15.4 to 11.2, 
a twenty-seven percent reduction; and, in terms of 
fatality per 100 million miles traveled, from 2.32 to 
1.13, a fifty-one percent reduction. Advanced driver- 
assist features and electronic stability control are having  
a positive impact. It should be noted that a number of 
additional factors, such as the increase in airbags, seat-
belt compliance, and fewer alcohol-related fatalities, 
have also contributed to the improved numbers.

There have also been recent setbacks in the 
field. For instance, the first pedestrian fatality by a 

self-driving car is attributed to the Uber accident in 
Arizona, in March of 2018. Although various con-
tributing factors ranging from the human overseer 
in the car being distracted, to improper program-
ming that detected something in its pathway but 
failed to classify it as a (jaywalking) pedestrian, were 
involved,15 the consensus is that more technical  
or algorithmic improvements will be required to 
further strengthen the self-driving risk manage-
ment protocols. Open tasks include programming 
of answers to moral dilemmas or trade-offs that 
an autonomous vehicle may face (for example, 
should it swerve onto the sidewalk with a couple 
of pedestrians to prevent harm to the car’s occu-
pants and perhaps any occupants in the stalled car, 
directly in front of it?). Awad et al. (2018) provide 
an analysis of some of the simulated dilemmas and 
summarize opinions crowdsourced from millions 
of global citizens.

In summary, the accident-avoiding car, or the 
intended goal of a responsible, ethical self-driving 
car remains a challenge, even though significant 
progress has been made toward it. We seem to 
have covered more than half the distance on this 
important journey affecting the future of mobility 
for much of society.

Challenge Status Comment

Explicit:

World champion  
chess machine

Completed. Deep Blue (IBM, ex-Carnegie Mellon University) Team  
awarded Fredkin Prize in 1997.

Mathematical  
discovery

Minor discoveries completed. A major discovery with real-world implications will  
get people’s attention. Some ongoing research and  
foundational work was recognized with prizes.

Translating  
telephone

Mostly done. Translation apps, tools (from Google and other vendors)  
are in widespread, everyday use.

Accident- 
avoiding car

More than half the journey is complete. A pedestrian fatality in Arizona in an Uber car in  
2018 and deaths in Tesla cars employing autopilot have 
been reported. No consensus yet on safety and ethical 
criteria.

Self-organizing  
systems

Moderate amounts of progress. Broader interpretation: Swarm computation, Xenobot- 
based systems.

Self-replicating  
systems

Modicum of progress. Needed for Mars colonization, back-up to Silicon  
Valley, financial exchanges, clearinghouses, and  
redundant hospital infrastructure (including  
electronic medical records). Some of the above  
is taken care of, via the cloud infrastructure, but  
needs richer capabilities.

Implicit:

Sharing  
knowledge  
and know-how

Efficient framework in place, but more features  
needed (for example, to help focus and to  
weed out misinformation).

Via Google and other web platforms. Speed of information  
generation is increasing, while average quality of  
information is decreasing. Human attention and  
curation cannot keep pace.

Table 1. Current Status of the 1988 Grand Challenges.
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Self-Organizing Systems
The original goal called for acquiring significant 
capabilities via perception-mediated learning and 
discovery. For instance, reading from textbooks is a 
commonly used mode by which young humans all 
over the world acquire knowledge. People also learn 
by observation. Thus, some specific challenge-use 
cases that were suggested included machine reading 
of a first-year physics textbook, followed by success-
fully answering questions covering the material in 
the book chapters; and assembling an appliance after 
watching a human mechanic perform the task.

The Aristo project from the Allen Institute for AI 
(Clark 2019) reports a performance metric of over 
ninety percent in the New York Regents Eighth-Grade 
Science Exam. While the vocabulary comprehended 
is significant, we are still in the realm of non- 
diagram, multiple-choice questions for that test. Ear-
lier attempts had side-stepped the natural-language 
processing task by hand-encoding the textual knowl-
edge as well as the questions. Recent advances in lan-
guage models (such as BERT [Bidirectional Encoder 
Representations from Transformers]; see Devlin et al. 
2019) have continued to help in better organizing 
knowledge from a textbook, permitting reasoning 
toward more meaningful question-answering. Deep 
neural nets and large, pretrained transformer models 
have also helped with performance on the Winograd 
schema challenge, a somewhat related task. Kocijan  
et al. (2020) review the various approaches and 
benchmark datasets to the challenge, which princi-
pally involves pronoun disambiguation in a pair of 
tricky sentences differing by just one or two words. 
Similar prior work — on deciphering the harder 

questions using commonsense reasoning — includes 
the advances showcased via the quiz show Jeopardy! 
in 2011, when IBM’s computer Watson defeated the 
human champions Ken Jennings and Brad Rutter. 
Ferrucci et al. (2010) describe Watson’s architecture 
and some of its algorithmic approaches.

Another important building block with respect to 
perception-mediated learning and reasoning is the 
novel object-captioning task. Hu et al. (2020) describe 
some recent results on a benchmark data set.

Self-organization can also be thought of as emer-
gence of order and efficacy via peer-to-peer interac-
tions, without external or central control. In nature, 
we see this prominently in ant colonies and bee 
swarms. Karaboga and Akay (2009) present a survey of 
algorithms based on the intelligence in bee swarms 
and their applications.

In a recent development, xenobots (Kriegman  
et al. 2020) — living machines assembled from cells, 
informed by suitable simulation on a supercomputer —  
are amenable to collectible behaviors. Simple group 
behaviors such as collision between two xenobots 
forming a temporary mechanical bond and orbiting  
about each other for several revolutions were observed, 
in vivo, by the authors. It has been suggested that 
xenobots can be applied to tasks ranging from drug 
delivery in humans to cleaning up plastics in oceans.

Self-Replicating Systems
Space manufacturing was cited as the motivation for 
this challenge. Instead of transporting a whole fac-
tory, the goal would be to generate almost all the 
parts needed for the factory using locally available 
raw materials by simply transporting a minimal 

Health Nursing home with ninety percent of the resident care being performed by robots and smart infrastructure.

Assistant for patient with dementia (evaluate via performance threshold: example given, caregivers rating it at 
a ninety percent satisfaction rate or other objective measures).

Wearable device providing reliable alerts (for clinical consult or auto-summoning ambulance/calling 911 
based on implied criticality). Advanced versions may provide preliminary diagnosis.

Wealth Thrift assistant that automatically goes through monthly payments (mortgage, auto insurance, and others) and  
e-negotiates lower payments (for same asset and coverage levels).

Benefits assistant (covering, for example, US Social Security, any basic income promises, healthcare) ensuring  
quick credits to the end-user wallets (without fraud and overheads) even for people with limited digital  
infrastructure. Obviates paperwork; efficient push (to citizens) versus bureaucratic pull.

Savings assistant (automatically saving toward certain consumption goals such as college education, retirement,  
wedding/honeymoon; and alerting, when not tracking desired trajectory).

Wisdom Successfully arguing a case in front of a judge (related thought: Would defending be harder than being a plaintiff’s 
AI counsel?).

Winning the New Yorker Cartoon Caption Contest (multiple times and with explanation).

Information checker (multimedia; with dialog and nuanced explanations).

Explaining the reasoning behind AI system’s decisions and arguing that it is being fair and ethical (and hence  
should be trusted). This could be considered a metachallenge.

Table 2. New Grand Challenges (for the 2020s).



Article

Spring 2021  65

viable set of tools including perhaps some seeding 
robots. The parts would then be assembled in place to 
instantiate the comprehensive factory and presuma-
bly this process can be repeated at other remote sites.

The US National Aeronautics and Space Adminis-
tration has announced a Space Robotics Challenge16 
to help develop technologies and architectures toward 
a lunar in-situ resource utilization mission. The cur-
rent phase of the challenge is to develop software that 
will aid a virtual team of robots to navigate the simu-
lated lunar landscape, locate resources and extract, for 
instance, water (ice), methane, and ammonia. Win-
ners are expected to be announced in late 2021; pro-
gress in this avenue is ongoing, albeit slowly.

Sharing Knowledge and  
Know-how (Implicit Challenge)
The Internet has enabled facile indexing and fast 
retrieval with widespread sharing of information. 
News organizations post digital content in real-time 
and there is a plethora of user-generated content 
being added every second on social media platforms. 
This also has introduced new challenges: how to 
discern the veracity and source authority of a news 
story, separating facts from opinions, summarizing 
news stories, and highlighting any unique details a 
particular news article may provide.

Reddy in his Heidelberg Laureate Lecture in 201917 
termed the unfinished business in this milieu to be 
threefold: summarizing media content (such as that 
from books, talks as well as movies and music); cre-
ating an encyclopedia on demand; and providing the 
right information to the right person at the right time 
in the right language. Filtering out information that is 
wrong — or deliberately circulated to mislead — is a 
related problem that has recently become more critical.

Other Related Accomplishments of Note
A deep learning model was recently used to discover 
an antibiotic, Halicin, by performing predictions on 
multiple chemical libraries (Stokes et al. 2020). In 
the process, the algorithm found that a molecule —  
structurally different from existing antibiotics — 
from the Drug Repurposing Hub18 could potentially 
exhibit strong activity against a broad range of path-
ogens. Halicin was tested in vitro and then in vivo in 
mice, confirming the AI system’s prediction.

BenevolentAI,19 a UK-based company, armed with 
domain knowledge about 2019-nCoV, searched for 
previously approved drugs that could help block the 
viral infection mechanism and suggested baricitinib —  
a rheumatoid arthritis drug — as having the poten-
tial to reduce the virus’ ability to infect lung cells 
(Richardson et al., 2020). Doctors familiar with the 
drug found it to be a novel, yet reasonable suggestion, 
and initiated steps toward a formal clinical trial.

Based on all the aforementioned summaries, a rea-
sonable question to ask is why all the challenge tasks 
from 1988 have not yet been fully accomplished, 
despite the three-decade span, novel algorithms, and 
the exponential increase in computing power? One 

possibility is the focus on narrow AI — well-defined 
tasks in a specific domain that are easier to make pro-
gress on — as opposed to broader accomplishments 
spanning multiple domains and exhibiting what 
humans would term common sense. Stone et al. (2016) 
come to a similar conclusion while describing pro-
gress in eight domains ranging from transportation to 
entertainment, and argue that human-aware AI that 
enriches life and society in creative ways is the next 
frontier. Fairness and bias-free implementations are 
important embedded themes. Rahwan et al. (2019) 
argue that the interdisciplinary and systematic study 
of machine behavior can inform better human- 
machine teaming (which is one immediate approach 
to overcoming the limitations of narrow AI).

I invited half a dozen thought-leaders with varying 
vantage points — involved in different aspects of AI, 
including influencing funding toward the field — to 
opine and suggest Grand Challenges; their commen-
taries are featured in the sidebars. Francesca Rossi pro-
poses an AI ethics switch and also astutely observes 
that many grand challenges are interconnected. Frank 
Chen and Steve Cross address the theme of human- 
machine teaming — partly congruent with (Grosz 
2012) — while Ken Stanley describes open-endedness 
as a metachallenge. Tom Kalil emphasizes the need 
for reskilling and workforce training at scale, as well as 
healthcare cost-cutting. Vanathi Gopalakrishnan, via 
her wish list, describes two agents: one parent-like, to 
help with timely reminders for children; and another 
for dynamic budgeting in a business setting. Their 
design and satisfactory development could be consid-
ered significant challenges.

I also introduce a new set of potential challenges 
spanning the health, wealth, and wisdom spheres; 
progress toward them will require technical accom-
plishments as well as deliberations around policy 
implications and societal impact.

AI Grand Challenges for the 2020s
Keeping in mind some of the lessons from the set 
of incomplete challenges in the previous decades, 
I propose the following new challenges for the cur-
rent decade (see table 2 for a summary). Instead of 
the original challenges slated for 30 years, a shorter 
time frame is in order given the higher velocity of 
innovation as well as faster, networked computers 
aided by the cloud infrastructure. Multiple sources 
of data and advances in Quantum Computing may 
also serve as additional catalysts in actualizing 
some of these challenges sooner than later.

Grand Challenges  
in the Health Milieu

Old age is a challenge across the world, including 
in many developed countries; skilled assistance for 
seniors in their golden years, when they are not able 
to be fully independent, is in short supply. Seniors 
will have care needs spanning multiple areas: 
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functional (such as dressing or eating), behavioral 
(such as modulating actions or moods), cognitive 
(such as assistance with memory), medical (such as 
help with catheters or other medical devices), and 
social (such as interactions with other residents, or 
with video-calling relatives).

Given the importance of needs in the senior-care 
sphere, I propose two new challenges covering that 
domain. The first is a nursing home environment 
where roughly ninety percent of the care is being 
performed by robots and devices with smart soft-
ware, to take care of seniors who are functionally 
independent and do not have behavioral or cogni-
tive impairment. Specialized medical care (for exam-
ple, helping with catheters) may require human help 
or supervision and would constitute the remaining 
ten percent of the care. At-home care can be consid-
ered a special case of this broader challenge.

The second proposed challenge in the senior- 
care sphere is an assistant for an individual with 
dementia to help with quotidian activities. This 
may include reminders for nourishment and nutri-
tion, exercise, personal hygiene, resting, recrea-
tion, and communication. The assistant may have 
varied form factors (one embodiment is a series of 

audio-video devices in the house) but allows the 
user to communicate naturally as they would, with 
a live-in human caregiver. The auto-assistant can 
escalate confusing situations to a remote human, 
who may first attempt to resolve tricky situations 
via a video call and feasible remote operations. The 
remote overseer can then, depending on the esca-
lated need, call for medical help or schedule an 
in-person caregiver visit. Dementia is usually asso-
ciated with old age, but early onset is possible and 
a solution for senior care should also be potentially 
portable for the benefit of the younger cohort. 
Evaluation of successful completion of these chal-
lenges can be tricky but can be based on lack of 
adverse events as well as skilled, human caregivers 
scoring the AI assistant above a certain threshold 
on each of a plurality of task dimensions. Solving 
this challenge will help scale the scarce expertise 
of human clinicians and caregivers, as well as 
improve the quality and trust of overall care.

The third proposed grand challenge in health is 
a wearable device with reliable alerts. This could be 
akin to the warning or check lights on an automobile 
dashboard, primarily meant for the individual to take 
some action, such as eat a snack with carbohydrates 

Teaming
The AI community has historically fetishized beating or replacing humans. We design 
AI systems to beat Go grandmasters, Starcraft teams, and Texas hold ‘em players. We 
challenge ourselves to build systems that can replace radiologists, website designers 
and real-time translators.

While some of these goals seem like the right ones (self-driving cars are the only 
path I know to get to a zero car-accident fatality future), I would like to propose a set of 
new AI Grand Challenges with a different design center: namely, making AI + humans 
= better together. These challenges would shift our design focus from surpass or replace 
humans to a better together focus. In other words, how can we best blend machine sys-
tems that can consider massive data sets, make accurate predictions, and avoid repeat-
able cognitive biases (such as preferring people who look or talk like us) with humans 
who can be creative, empathic, wise, loving, encouraging, and inspiring? To that end:

Education: Humans and AI teachers improve K-12 educational outcomes more than 
teacher alone or AI alone.

Creativity: Humans and an AI team create an original music video more popular than 
a human alone or AI alone.

Healthcare: Humans and AI primary care teams deliver better health outcomes along 
with a more empathic bedside manner than a human doctor alone or an AI 
system alone.

Justice: Humans and AI judge teams render a set of fairer, less-biased set of judg-
ments, considering the most relevant precedents, than human judges alone or 
AI judges alone.

– Frank Chen
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A New Turing Test — The Reddy Test

Although Raj Reddy described why grand challenges were crucial for advancing the 
field of AI, I believe the research community has shown little enthusiasm for them. 
Funding agencies often talk about grand challenges, but they have evolved into spon-
soring single-investigator, low-risk research. If AI is to advance, as envisioned in pro-
grams such as the Defense Advanced Research Projects Agency’s AI Next,20 then a new 
focus on grand challenges is required.

Perhaps the first AI grand challenge was the Imitation Game proposed by Alan 
Turing.21 In this game, two participants, a human and a machine, would be interro-
gated by an unseen person via a teletype. The objective was to determine which of the 
pair was human and which was machine. Turing said the test would be passed if the 
average interrogator would not have “… more than seventy-percent chance of making 
the right identification after five minutes of questioning.”

Although it is a subject of ongoing spirited discussion, we have systems today 
that are close to or have passed the Turing Test. For example, Jill Watson22 (the 
AI-based teaching assistant used in the Georgia Tech online Master of Science in 
computer science program) fooled most of the students in a course who thought it 
was a human. I see a future, not too far distant, where it is difficult, if not impos-
sible, to distinguish between the AI and the human. Thus, a new test is suggested — 
the Reddy Test.

Consider how this might work with teams. A high-performance team is one 
where the team members have trust in each other’s abilities, there is shared under-
standing of both goals and intent, and communication patterns are unambiguous 
and effective; teams and their members adapt to changing situations, and overall 
team performance improves with experience. Teams are vital to us in just about 
every aspect of life. For example, the care team of doctors, nurses, dieticians, and 
counselors who support a loved one undergoing cancer treatment; the team of 
investment advisors and staff who manage one’s retirement funds; the pilots and 
air traffic controllers who ensure safe transport; and the government and non-gov-
ernmental agencies counted upon to help during a crisis such as the recent forest 
fires in California. We just assume or hope these are high-performance teams. With 
automated team members that pass the Turing Test, such teams will have a better 
chance of being high performance!

So, suppose these teams have human and AI-based members. For brevity, I will refer 
to the latter as AIs. It is suggested that AIs are the secret sauce for ensuring teams are 
high performance. I see a future where the AIs are not only indistinguishable from 
humans as suggested by the Imitation Game, but they are, in fact valued for their 
insights. They would derive these insights via rapid analysis of huge amounts of data 
in real-time and their uncanny ability to anticipate the need for deep analysis, and 
then explain the significance of these insights to other team members. In short, AI 
team members come up with options and insights not conceivable by human team 
members.

So, I boldly suggest a new kind of Turing Test — the Reddy Test for Teams. One 
objective is that a given team is assessed to be “high performance” using whatever 
criteria for high performance seems appropriate in a given domain (for example, 
pilots and air traffic personnel are able to address an unprecedented situation).23 The 
second, and more interesting objective, is not to determine which team member  
is human or machine, but to identify which team members are AIs! The AI is dis-
tinguished not because of its non-human behavior, but because of its superior 
intelligence.

– Steve Cross
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or sugar for a low blood sugar alert, tele-consult a 
physician, or schedule a face-to-face appointment in 
the near term. The alerting bot or agent should be 
able to discern the criticality, auto-dialing an emer-
gency call to 911 or 999 or calling an ambulance, as 
warranted.

Grand Challenges  
in the Wealth Milieu

The challenges proposed in this domain have the 
common theme of money efficiency, behind the 
scenes, recognizing the inherent tradeoff between 
time and money. Reducing transaction friction is 
another goal. For instance, the first proposal of a Thrift 
Assistant that automatically suggests refinancing of a 
mortgage or switching to a different auto insurance 
carrier assumes that the workflow associated with it 
(such as sending personalized information, getting 
updated quotes and e-negotiating, or submitting 
additional documents) will be minimally obtrusive to 
the human principal. It is an example of a set of tasks 
that could be done manually every few months by 
monitoring interest rates and setting alerts for insur-
ance rate changes. However, the time consumed in 
these tasks may reduce the effective savings. By doing 
it in the background in an automated fashion, it can 
be done more frequently, and greater savings may be 
accrued due to the finer-grained monitoring for rate 
changes. Event-based triggers and responses usually 
add value over a calendar-based workflow.

The second wealth-related challenge addresses a 
pressing need for the population that may not be as 
digitally savvy as the rest of us. A specific use case 
is that of a senior drawing US Social Security pay-
ments — ensuring that the payment reaches the 
end-user digital wallet or bank account, without 
fees and obviating any waste and fraud. It could 
also apply to basic income promises or gig economy 
workers, where the AI agent helps ensure that the 
right amount of monies due has been credited to the 
beneficiary’s account. The agent may elicit relevant 
information from the user (on the subject of number of 
hours worked or change in hourly rates, for example) 
to make the workflow accurate. This can be thought 
of as a Benefits Assistant.

Personal savings rates in many parts of the 
world, including the USA, are low. To counter the 
instant-gratification phenomenon and save for a 
future need like retirement or a child’s education, 
behavioral economists have suggested automatic 
mechanisms (such as payroll deduction as a default 
option). Extending this concept with additional fea-
tures is what I am proposing as the final challenge 
in the wealth category. Setting up goals for big-ticket 
purchases (such as upgrading kitchen appliances) 
and other large consumption-centric life milestones 
(for example, weddings and honeymoons) would be 
enabled as this challenge is addressed using a Sav-
ings Assistant. The system will suggest contribution 
amounts toward each savings bucket (for example, 

$x goes toward retirement, $y toward a bucket-list 
vacation goal) based on the income and expense 
profile of the family or individual. Contribution 
amounts may be overridden, but smart alerts will be 
provided when not tracking desired savings trajec-
tory to reach the goal with a high probability within 
the target timeframe.

It is also worth considering combining all three of 
the aforementioned assistants (thrift, benefits, and 
savings) into an all-purpose Financial Smart Agent, 
that can also handle purchases and payments. The 
agent should be able to comprehend conversational- 
style input via voice or text (including making sense 
of any e-mails that may be forwarded to it).

Grand Challenges  
in the Wisdom Milieu

Three challenges and a metachallenge are proposed 
under this category, where, broadly, the AI system is 
playing the role of a knowledge agent and exhibiting  
what many would call wise behavior. The first is a 
potential legal role, where the task is to advocate for 
a plaintiff in front of a judge. Acting as counsel for 
a defendant is a related challenge. Legal reasoning 
can involve complex interpretation of laws, prece-
dent, and context, including societal expectations. 
Many of these elements need to be tied to available 
facts and evidence, in the process of reasoning and 
constructing persuasive arguments. Often arguments 
about what the language — of a contract or law — 
means or should mean is central to a case. Apps 
like DoNotPay24 (that can help, for instance, with 
airline flight compensation and disputing parking 
tickets) are early steps in the direction of legal pro-
cess automation.

Winning, especially more than once, the New 
Yorker Cartoon Caption Contest25 is a second chal-
lenge that is proposed. On being queried, the system 
should be able to elaborate why the catchphrase is 
apt and funny, much like a human would explain 
to a child or colleague from a different culture (who 
does not fully understand the joke immediately). 
Humor is considered difficult to precisely describe, 
quantify, and systematize and so, while subjective, 
this could be one of the tasks that showcases the 
breadth and creativity of AI systems in the coming 
decade.

Today’s world, especially our digital environment, 
is awash in information of questionable quality; mis-
information, sometimes propagated by malicious 
agents, is on the rise. It is getting harder to access 
reliable guidance to aid even in quotidian tasks, 
let alone occasional knowledge-intensive problem 
solving for important issues or crises. Solving the 
proposed Information Checker challenge will help 
quickly and robustly ascertain the source authority,  
vintage, and other attributes of a document or video. 
It should also permit further interaction based 
on the initial information nugget, such as fol-
low-up queries or a dialog that can elicit nuanced 
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Useful Agents

A common question that I am asked is whether I consider AI safe for our human race. Our AI 
community must find ways to communicate the state of our technology truthfully and aligned 
with reality. Humans are yet to agree on a definition for commonly used words such as intelli-
gence and therefore, I first offer my definition and then discuss our capability to develop general 
AI. I define intelligence from an agent point of view as: Intelligence is clear thinking aligned with 
natural laws, using multidimensional, multimodal perception that is transformed into decisions of how 
and when to act. Clear thinking employs reasoning that is unbiased, and critically examines 
underlying assumptions and human emotions or beliefs. By defining intelligence thus, I posit 
that unless uncertainties regarding knowledge about natural laws can be encoded, along with 
their validity within contextual applications, it is unlikely that we can develop general AI agents 
without a human in the loop. I list two AI agents that we could develop, test, and use — these 
constitute grand challenges, as they require integration of different abilities to achieve their 
goals.

Madre would be a parentlike AI agent. Children, especially at a young age, rely on their 
parents or caregivers to keep track of their must-do’s for each day and to remind them of the 
same in a timely fashion. Many of these agenda items are day-to-day tasks, and Madre, the 
Parent-like AI Agent, will need to learn the personal calendars of every child, recognize them 
by voice or otherwise monitor them via sensor feeds, and issue timely reminders of major 
action items. For example, a child may need to be reminded to brush their teeth at bedtime 
every day. The child may have to be present at a soccer game every Tuesday during the spring 
season. Madre should automatically monitor the local weather report and provide advice 
regarding whether, for example, the kids should check with their coaches to find out if the 
game is still on. There can be many special variations of Madre to include cultural preferences 
for communicating, planning meals, helping choose outfits, and similar tasks. Madre can 
be evaluated by parents and children using survey tools. Evaluation measures to rate Madre 
for successfully performing tasks that result in kids accomplishing parts of their to-do lists 
over certain time periods such as a week can be compared against parents doing the same, 
from various households, which would be used as control data. Consistency and efficiency 
achieved by Madre or similar parent-like agents can be used to measure success in AI’s abilities 
to achieve vision or sensor-based monitoring, effective use of real-time information, and nat-
ural language communication. (Nothing should be made of the Madre name; it could be Padre 
or have a gender-agnostic label; the focus should be on the functionality.)

Diya is an AI agent for dynamic scenario and budget forecast planning. I strongly believe that 
it is time for static budgeting that happens each fiscal year to be evaluated and modified due to 
its undesirable influence on any unit’s spending habits, especially when sufficient levels of finan-
cial stability exist within the higher-level organization. The focus should be on policy related to 
financial matters, and how the guidelines can be implemented in a dynamic, ongoing fashion. 
Hard budgets can lead to undesirable spending and creation of wants that are not necessarily 
aligned with our needs related to business, family, or social projects. Moreover, emergencies 
such as the ongoing novel coronavirus pandemic, demonstrate the need for flexible and effi-
cient budget reallocation to handle and monitor unanticipated spending. The development of 
Diya, an AI agent for dynamic scenario and budget forecast planning to continuously monitor  
expenditure reports using fuzzy rules that encode policies, should provide anytime support to 
businesses, non-profits, and corporations to better use their resources instead of spending signif-
icant amounts of time each year for planning and replanning. Diya’s evaluation can be based on 
the number of human hours saved and how well it calibrates itself via dynamic reallocation to 
yield reasonably accurate budgeting functions across various levels of an organization. Integra-
tion between secure financial systems such as payroll processing and billing offices within the 
organization will need to be accomplished. Diya could aggregate financial information needed 
for planning and budgeting offices via use of dashboards. The human–machine interactions 
needed to successfully develop and test AI agents such as Diya, would draw upon and inform 
foundational research in user interfaces, cybersecurity applications, financial operations, law, 
policy, and strategic planning across various levels within an organization.

– Vanathi Gopalakrishnan
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AI Ethics

Grand challenges can be very inspirational for researchers and practitioners. Often the 
path to the result is more important than the result itself. Even before the challenge is 
achieved, many new techniques, methodologies, and general lessons can be derived; 
and these can be reused or adapted in other contexts, leading to advancements toward 
other challenges as well. So, I am definitely in favor of AI grand challenges, and I would 
like to define one in the area of AI ethics.

AI ethics is a multidisciplinary field of study that identifies issues in the pervasive 
deployment of AI in our life that could lead to undesired and negative outcomes, 
and defines technical as well as non-technical solutions for such issues. Examples of 
AI ethics issues are those relating to fairness, transparency, explainability, privacy, 
accountability, human dignity, and agency, as well as impact on jobs and society. 
Technical solutions can be novel algorithms to detect and mitigate bias; to derive 
explanations from an AI model; and be toolkits to help developers revise their AI 
pipeline to include new processes addressing AI ethics. Non-technical solutions can 
be guidelines, principles, policies, standards, certifications, incentives, and laws.

Many AI researchers have devised techniques to make an AI system compliant to 
some ethics directive (such as not passing a threshold in testing for a certain notion 
of bias). However, this check is usually done by humans, and during the development 
phase of an AI system. Once the system is deployed, its behavior can possibly evolve as 
new data are ingested. We can only recheck it by employing the same testing procedure 
we used during development.

I would like to see AI systems that can recognize when their behavior goes outside 
certain AI ethics boundaries defined in the design stage; and, if that occurs, they alert 
humans or switch themselves off. Many parts of this challenge statement are still not 
clear and thus require research work to be clarified and resolved. For example, how to 
define the ethical boundaries in a clear but flexible way, so it can be adapted depending 
on the context? Also, how to provide AI systems with the introspection capability to 
recognize that it is likely going out of this boundary, either through the current action 
or through a sequences of actions starting with the current one? And finally, how to 
embed such an AI ethics switch module in an AI system so that it cannot be tampered 
with, by the system itself or by others?

This challenge also covers the case of AI systems that work in collaboration with, 
or in support of human beings, and not in isolated autonomy. In this case, the 
human–machine team should be considered as a whole, and the AI system should 
be able to evaluate not just its own behavior but also the behavior of the other 
human members on its team. Thus, the AI ethics switch should activate when some 
member of the team, or a group of them, leads the whole team outside the ethics 
boundaries. Moreover, in this scenario, the AI boundary itself could evolve over 
time, because the human beings could decide to modify their normative and ethics 
constraints.

By achieving this challenge, we will be able to trust that the AI systems we use behave 
within the agreed-upon AI ethics limitations and help humans comply as well. While 
working toward this challenge, I expect that many other metachallenges will need to 
be addressed, such as how to significantly advance AI’s capability to learn from data; 
reason with knowledge; understand causality; be able to generalize and abstract; and 
robustly adapt to new environments.

Grand challenges are not isolated from each other. Working on one will bring new 
insights for many other ones!

– Francesca Rossi
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explanations, guidance, and related media. Good 
teachers and mentors are a scarce resource, especially 
in developing economies, where educating young-
sters is or should be one of the highest national prior-
ities. The information checker can assist many people 
who may not have easy access to a guru with ready 
answers to a nuanced query.

A high level of emotional intelligence is attributed 
to many of us who are able to look in the mirror, 
accurately rating and judging ourselves regarding 
our strengths and (especially) weaknesses. Such self- 
reflection or self-realization is posited as a challenge 
to cap off this category — a system that can reason 
about and rate itself on whether it is being unbiased, 
ethical, and exhibiting good judgment. A bonus, cer-
tainly, if it can persuade humans in these important 
dimensions!

Raj Reddy, while commenting on the challenges, 
pointed out the need for the resulting solutions 
to result in tangible value to the common person, 
especially somebody at the bottom of the pyramid. 

He evoked the Hindi phrase of “Roti, Kapada aur 
Makaan,” which translates to bread, clothing, and 
housing, spanning basic needs. With many policy-
makers, across the world discussing universal basic 
income recently, an interesting goal would be for AI 
to help efficiently satisfy this triad of needs within 
the budget envelope of the basic income amount!

One important point to note is that the new, pro-
posed grand challenges strike a balance between 
being specific enough for researchers and system 
developers to tackle via pointed interim milestones 
and final goals, and being broadly useful for a wide 
variety of other tasks. For instance, a smarter wear-
able device for health monitoring can be used with 
modifications to track and ensure the safety of a 
young child. Likewise, developing a system advocating 
legal arguments will also help design a system to pro-
vide business strategy advice (ingesting a different set 
of data and facts).

Of related note is the set of grand challenges pro-
posed for AI and education by Woolf et al. (2013) 

Economic Outcomes

I have previously described in other forums a number of ideas for maximizing the eco-
nomic and social benefits of AI (AI for Good).26 Two significant challenges are excerpted 
and highlighted here: AI for the workforce, and AI in healthcare.

AI and Workforce: The goal is to increase the wages of non-college–educated workers 
(or unemployed or under-employed veterans) by $10,000 in six months or less, 
by enabling them to master a skill that is a ticket to a middle-class job. Of course, 
if advanced training technologies dramatically increased the supply of workers 
with a given skill, it might reduce the wages for workers with this skill; therefore, 
the target areas need to be chosen carefully. For example, the Defense Advanced 
Research Projects Agency’s Education Dominance program created an AI-based 
digital tutor that is allowing new Navy recruits with a high school degree to 
outperform Navy information-technology technicians with seven to ten years of 
experience, using both written exams and the ability to solve real-world trouble 
tickets.

The impact of AI for accelerated training would be increased with other types of 
innovation. For example, firms could collaborate to identify critical skills, sponsor 
the development of competency-based assessments that are accurate predictors of 
on-the-job-performance, share these assessments with training providers, and embrace 
hiring based on skills as opposed to credentials. Training providers could offer a pay-
for-success model, where they are paid based on an increase in future earnings of a 
worker.

AI and Healthcare: Reduce error rates in medical diagnostics by eighty percent.
Identify X medical conditions, where it is possible to both improve health outcomes 

and lower costs by at least five to ten billion dollars each.

– Thomas Kalil 
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Open-Endedness

Even with all the progress in AI, there is still something enigmatic about human intel-
ligence that seems to defy mechanization. Indeed, whenever intelligence is successfully 
formalized for a particular purpose, like beating humans at a popular game, it still seems 
mechanical compared with the natural fluidity of human intellect. Admittedly this 
impression is subjective, but I think I know why this mechanical feeling continues to 
prevail: The real power of our intellect is not in our ability to learn, but rather to contin-
ually imagine something new. We could call it creativity, but that word does not do justice 
to the profoundness of this generative capacity. The entire history of civilization, all of 
human invention, all of science, and all of art is the product of our intelligence. This 
elusive gift within our species is not the ability to invent one thing or to solve one prob-
lem, but to invent everything. Even more than that, our gift is to retain perpetually the 
potential for this process to keep climbing higher with ever more complex inventions, 
ideas, and creations. To crystallize this notion in a single term, the fundamental property 
that vastly separates our intelligence from every attempt so far is that our intelligence 
is open-ended. Open-endedness is the ability to invent without end — not only to solve 
problems, but to invent the problems too. It is the never-ending algorithm, a process of 
creation that, once sparked, explodes forever. It is worth noting that there is one other 
example of open-endedness in nature that unfolded without human input — the evo-
lution of all the forms of life in nature — an unfolding process of more than a billion 
years that happened also to produce humans. In this way, interestingly, not only do we 
ourselves exhibit open-endedness in our cognition, but we are also a product of it.

In my view, there is one grand challenge for AI that sits above all others, which is 
to achieve open-endedness. We need to learn how to write algorithms that become 
more interesting the longer they run, whose discoveries increase in complexity and 
sophistication as they go, that diverge into innumerable fascinating concepts rather 
than converging to a solution, and that invent not only solutions to problems, but 
also the problems themselves. We need these algorithms for two complementary 
reasons: open-endedness may be the only viable path to discovering architectures 
that manifest human-level intelligence (as it was in nature); and open-endedness is 
perhaps the most fundamental aspect of the human mind that gives it its unique 
unbounded character. The longer we are preoccupied with problems and bench-
marks, the longer we will be distracted from this true prize. Who will write the 
first never-ending algorithm that would be worth running for thousands or even 
billions of years?

Because the field of open-endedness is not yet well known within AI, I coauthored 
an introductory article for people interested in learning more.30

– Ken Stanley

in AI Magazine. Mentors for every learner, instilling 
twenty-first century skills (such as critical thinking, 
presentation training, and active listening), interac-
tion data to support learning, access to global class-
rooms, and lifelong learning, were mentioned as the 
challenge goals. The authors provided a vision and 
brief research agenda for each goal.

A special issue of AI Magazine published in 2016 
discussed specific tests and some of the challenges 

inherent in constructing robust, valid, and reliable 
tests for advancing the field of AI (Marcus et al. 2016). 
Shieber (2016) has also suggested holding competi-
tions when reasonable entrants exist and has laid out 
criteria for inducement prizes. These include reason-
able but absolute (as opposed to relative) milestones 
and flexibility in the interpretation of the rules. 
Transparency and replicability are also good goals 
that can enable robust progress building on prior 
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achievements. Shieber’s framework can perhaps be 
used to elaborate some of the aforementioned Grand 
Challenges along with a partner organization that 
may want to sponsor a prize.

Projects and efforts from other organizations 
complement some of the discussion herein. For 
instance, AI Impacts27 depicts the trajectory of cer-
tain AI achievements and helps readers understand 
the effects of human-level AI. The Leverhulme 
Centre for the Future of Intelligence researchers 
have assembled several resources28 at the intersec-
tion of intelligent technologies and policy issues. 
Organizations like MLPerf.org and Benchmarks.ai 
are creating different sets of hardware, software, 
and dataset benchmarks to objectively measure 
AI performance along certain dimensions. The 
AI Index report29 has statistics and information 
relating to research publication volumes (broken 
down, for example, by country and gender), pat-
ent volumes, technical performance (such as for 
tasks ranging from visual-question answering to 
specialist-level detection of diabetic retinopathy), 
and economic impact (such as industry adoption 
or startup investment activity).

Conclusion
In closing, conjuring up good problems whose solu-
tions will extend the frontiers of knowledge and aid 
society is an important step in any field. Challenge 
problems need to be relatively unrestricted so as not 
to stifle creativity and innovation. As initial research 
gets completed, replicability becomes an important 
dimension. Then, as the research gets translated 
and deployed in society — via products and ser-
vices supporting, for instance, learning, health, 
and wellness; work and play — human factors and 
ethics come into focus. Society should be cognizant 
of the broader implications of technologies, espe-
cially ones that can have surprising and indelible 
effects on individuals or our environment. AI is fire is 
perhaps the apt metaphor. Along with the promise of 
inordinate benefits, come the dangers of unintended 
consequences and misuse with malicious intent.

Post-Pandemic Notes
Many of the ideas discussed herein had their ori-
gins in 2019 and the frame of reference was the 
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pre-Coronavirus-19 world. In revisiting the pro-
posed challenges with a new lens before finalizing 
this article, a few observations are in order.

Surprisingly, the challenges outlined broadly seem 
to be even more relevant in light of the pandemic. 
Solutions to the challenges would have helped partly 
cope with the crisis; for instance, having robots in 
nursing homes would probably have reduced infec-
tion rates and brought down the fatality numbers. 
The unfinished business that Reddy alluded to — of 
providing the right information at the right granu-
larity to the right person, at the right time — would 
be immensely valuable to a clinician dealing with a 
new disease such as Coronavirus-19 (under fog-of-war 
conditions). We are witnessing the rapid publication 
of papers and revisions of treatment protocols; and 
physicians are struggling to keep up with the infor-
mation flow, especially under resource and infrastruc-
ture constraints. The information-checker challenge 
task under the wisdom category should address this 
need (Mani and Hope 2020). A solution to the ben-
efits assistant challenge in the wealth category, for 
instance, would have helped disburse the govern-
ment stimulus payments quicker and more efficiently.

The algorithms and building blocks that constitute 
the solutions to the outlined challenges will help 
prepare us for the next strategic surprise as well as 
make progress toward the sustainable development 
goals recommended by the United Nations.

Finally, the end goal is to make AI more impact-
aware and human-centric — the ability for systems to 
work in the background, independently to make life 
easier in society; and to team with people and other 
machines, especially in exceptional and unusual sce-
narios (to reduce risk). Steve Jobs, decades ago, waxed 
eloquent on the amplification of human ability by 
referring to the efficiency of man with a bicycle31 in 
the context of personal computers; it is particularly rel-
evant today in the context of human-AI teaming and 
collective intelligence. The mantra should be, of the 
people, by the people with machines, for the people!
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1. en.wikipedia.org/wiki/DARPA_Grand_Challenge

2. www.xprize.org

3. www.scs.cmu.edu/link/then-and-now-2

4. inews.co.uk/news/go-champion-lee-sedol-retires-admitting- 
ai-cannot-be-defeated

5. mathscholar.org/2019/04/google-ai-system-proves-over- 
1200-mathematical-theorems

6. github.com/IMO-grand-challenge/IMO-grand-challenge.
github.io

7. www.ams.org/profession/prizes-awards/ams-supported/
atp-prizes.

8. translate.google.com

9. assistant.google.com

10. github.com/pytorch/fairseq/tree/master/examples/m2m_ 
100

11. www.cs.cmu.edu/~tjochem/nhaa/navlab5_details.html

12. www.darpa.mil/news-events/2014-03-13

13. www.grandchallenge.org

14. SAE International, www.sae.org

15. www.ntsb.gov/investigations/AccidentReports/Reports/
HAR1903.pdf

16. www.nasa.gov/directorates/spacetech/centennial_chal-
lenges/space_robotics/index.html

17. www.heidelberg-laureate-forum.org/video/lecture-grand- 
challenges-in-ai-unfinished-agenda.html

18. www.broadinstitute.org/drug-repurposing-hub

19. www.benevolent.com

20. www.darpa.mil

21. plato.stanford.edu/entries/turing-test

22. www.youtube.com/watch?v=WbCguICyfTA

23. See McMillan, P. 2001 The Performance Factor: Unlocking 
the Secrets of Teamwork. Nashville, TN: Broadman & Holman. 
The book presents a fascinating scenario on how a team 
handled an unprecedented aircraft emergency.

24. The World’s First Robot Lawyer: DoNotPay, Donotpay.com

25. The New Yorker, www.newyorker.com/cartoons/contest

26. AI for Good, https://cra.org/ccc/wp-content/uploads/
sites/2/2017/04/aiforgood-032917.pdf

27. aiimpacts.org/about

28. www.lcfi.ac.uk/projects

29. hai.stanford.edu/sites/default/files/ai_index_2019_ 
report.pdf

30. www.oreilly.com/radar/open-endedness-the-last-grand-
challenge-youve-never-heard-of

31. www.youtube.com/watch?v=0lvMgMrNDlg&feature= 
emb_logo (relevant excerpt starts at 5:20).
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