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Abstract. We define a moment-based estimator that maximizes the empirical saddle-

point (ESP) approximation of the distribution of solutions to empirical moment condi-

tions. We call it the ESP estimator. We prove its existence, consistency and asymptotic

normality, and we propose novel test statistics. We also show that the ESP estimator

corresponds to the MM (method of moments) estimator shrunk toward parameter values

with lower implied estimated variance, so it reduces the documented instability of exist-

ing moment-based estimators. In the case of just-identified moment conditions, which is

the case we focus on, the ESP estimator is different from the MM estimator, unlike the

more recent alternatives, such as the empirical-likelihood-type estimators.
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1. Introduction

The saddlepoint (SP) approximation has been developed to approximate distributions.

Because of its accuracy, it is regularly used in several fields, such as numerical analy-

sis (e.g., Loader (2000)’s algorithm to approximate binomial distributions, and which is

notably used in the statistical software R) and actuarial sciences (e.g., Esscher (1932)’s ap-

proximation for distributions tails). In statistics and econometrics, the SP approximation

and its empirical version —the empirical saddlepoint (ESP) approximation— have been

used to approximate finite-sample distributions (e.g., Daniels 1954, Holly and Phillips

1979, Davison and Hinkley 1988). Standard monographs and introductions about the

ESP and the SP approximation for statistics include Field and Ronchetti (1990), Kolassa

(1994/2006), Jensen (1995), Goutis and Casella (1999) and Butler (2007).

In the present paper, we propose to use the ESP approximation to define a point

estimator θ̂T . We call it the ESP estimator, and denote it with θ̂T . It maximizes the

Ronchetti and Welsh (1994)’s ESP approximation of the distribution of solutions to the

empirical moment conditions

1

T

T∑

t=1

ψ (Xt, θ) = 0 (1)

where ψ(., .) denotes the moment function s.t. E[ψ(X1, θ0)] = 0m×1 an m-dimensional

vector of zeros, (Xt)
T
t=1 i.i.d. data, θ0 ∈ Θ ⊂ Rm the unknown parameter of interest, and
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T the sample size. In the present paper, for clarity and simplicity, in line with most of

the SP literature, we consider the so-called just-identified case, in which the number of

parameters is the same as the number of moment conditions.

The ESP estimator is a moment-based estimator. Since Pearson (1894, 1902)’s method

of moment (MM), moment-based estimators have been found useful in a variety of appli-

cations (e.g., covariance structure analysis in psychology, and asset pricing in economics).

Their two main advantages are (i) they do not require a parametric family of probability

distributions for the data so they are less prone to model misspecification, and (ii) they

allow complex models for which the likelihood function is intractable.

Nevertheless, the increase use of the MM and its extensions has revealed that they can

be unstable and perform poorly in finite samples (e.g., July 1996 special issue of Journal

of Business & Economics Statistics). The idea of the ESP estimator θ̂T is to improve

on the MM estimator θ∗T as follows — note the difference between θ̂T , which denotes the

ESP estimator, and θ∗T , which denotes the MM estimator or, equivalently, a solution to

the empirical moment conditions (1). By definition, the MM estimate θ∗T (ω) solves the

empirical moment conditions (1) evaluated for a given sample (Xt(ω))T
t=1, but it typically

does not solve the empirical moment condition for another sample (Xt(ω̇))T
t=1 where ω̇ 6= ω.

Thus, we might want an estimate that not only takes into account the empirical moment

conditions evaluated for the given sample (Xt(ω))T
t=1, but also for other potential samples.

More precisely, we want an estimate that accounts for all possible evaluations of the

empirical moment conditions according to their probability of occurrence. This is what

the ESP estimate does: The ESP estimate maximizes the ESP approximation to the

distribution of the solutions to the empirical moment conditions (Ronchetti and Welsh

1994). If the empirical moment conditions (1) have a unique solution with a continuous

distribution, the ESP estimator maximizes the ESP approximation of a probability density

function of the solution θ∗T . We rely on the ESP approximation because simulation and

theoretical evidence shows the ESP approximation can be very accurate in small sample

(e.g., Davison and Hinkley 1988, Ronchetti and Welsh 1994).

We also show that the ESP estimator corresponds to an MM estimator shrunk toward

parameter values with lower implied estimated variance of the solution to the correspond-

ing finite-sample moment conditions. More precisely, we decompose the logarithm of the

ESP approximation as the sum of a term, which is maximized at the MM estimator, and

a variance penalty, which discounts any parameter value θ̇ ∈ Θ that implies a high esti-

mated variance for the corresponding MM estimator. Under assumptions adapted from

the entropy literature, we establish the ESP estimator has the same good asymptotic

properties as the MM estimator, so the variance penalization is a finite-sample correction.

We also derive the ESP counterparts of the Wald, Lagrange multiplier (LM), analogue

likelihood-ratio (ALR) test statistics, as well as another test statistic. Then, we investi-

gate the ESP estimator through Monte-Carlo simulations. We compare its performance

with the exponential tilting (ET) estimator, which is equal to the MM estimator in the
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just-identified case. Results show that the variance penalization of the ESP estimator

reduces the finite-sample instability of the ET estimator (or equivalently, of the MM esti-

mator). An empirical application illustrates the gain from this greater stability in terms

of inference.

The ESP estimator is not the first proposal to improve on the MM and its extensions.

Alternative moment-based approaches have been proposed such as the empirical likelihood

approach of Owen (Qin and Lawless 1994), the continuously updating approach (Hansen

et al. 1996), the already-mentioned exponential tilting (ET) approach (Kitamura and

Stutzer 1997, Imbens et al. 1998), and combinations of the aforementioned approaches

(e.g., Schennach 2007). All these approaches yield an estimator closely related to the

empirical likelihood estimator, so we call them empirical-likelihood-type estimators. In

the just-identified case, when well-defined, all of these empirical-likelihood-type estimators

are numerically equal to the original Pearson’s MM estimator θ∗T . Because we focus on

the just-identified case, it is sufficient for us to compare the ESP estimator with the MM

estimator, or with one of any of these more recent estimators.

In addition to the already cited papers, the present paper, which supersedes the unpub-

lished manuscript Sowell (2009), is related to many other ones. We clarify these relations

in Section 5 (p. 15). To the best of our knowledge, none of the prior papers use the SP

or the ESP to propose a novel moment-based point estimator. Overall, the present paper

(i) brings together the literature on the saddlepoint approximation and the literature on

moment-based estimation, and (ii) points out the untapped potential of the ESP to tackle

issues faced in moment-based estimation.

Remark 1. Another motivation for the ESP estimator is decision theoretic. The ESP

estimator follows from the minimization of the expectation of a loss “function” that equals

zero when θ solves the empirical moment conditions and one otherwise by normalization.

This motivation is similar to the decision-theoretic justification for the Bayesian maximum

a posteriori estimator (e.g., Robert 2007/1994, sec. 4.1.2). As in Bayesian analysis, the

choice of other loss functions is possible. The investigation of different loss functions is

left for future research.

2. Finite-sample analysis

In the present section, we remind the formula for the ESP approximation, and analyze

its finite-sample structure. Then, we decompose the log-ESP into two terms and show

that the ESP estimator is a MM estimator shrunk toward parameter values with lower

implied estimated variance, so the estimation stability is improved.

2.1. The ESP approximation. Formalizing and generalizing prior works (Davison and

Hinkley 1988, Feuerverger 1989, Wang 1990, Young and Daniels 1990), Ronchetti and

Welsh (1994) propose the following ESP approximation to estimate the distribution of a
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solution to the empirical moment conditions (1)

f̂θ∗T
(θ) := exp

{

T ln

[
1

T

T∑

t=1

eτT (θ)′ψt(θ)

]}(
T

2π

)m/2

|ΣT (θ)|
− 1

2
det (2)

where |.|det denotes the determinant function, θ∗T a solution to (1), ψt(.) := ψ(Xt, .), and

ΣT (θ) :=

[
T∑

t=1

wt,θ
∂ψt(θ)

∂θ′

]−1 [ T∑

t=1

wt,θψt(θ)ψt(θ)
′

][
T∑

t=1

wt,θ
∂ψt(θ)

′

∂θ

]−1

, (3)

wt,θ :=
exp [τT (θ)′ψt(θ)]

∑T
i=1 exp [τT (θ)′ψi(θ)]

, (4)

τT (θ) such that
T∑

t=1

ψt(θ)
exp [τT (θ)′ψt(θ)]

∑T
i=1 exp [τT (θ)′ψi(θ)]

×
1

T
= 0. (5)

The ESP estimator maximizes the ESP approximation (2), or equivalently, its loga-

rithm, which is given in the upcoming formula (7) apart for terms constant w.r.t. (with

respect to) θ. The ESP approximation (2) is the empirical counterpart of the SP approx-

imation of Field (1982). From a computational point of view, the ESP approximation (2)

is not complicated. See Section 4.1 and Online Appendix E for more details. The only

implicit quantity is τT (θ), which solves the tilting equation (5), which, in turn, is just the

FOC (first-order condition) of the unconstrained convex problem min τ∈Rm

∑T
t=1 eτ ′ψt(θ).

A full understanding of the ESP approximation (2) arguably requires to work through

higher-order asymptotic expansions along the lines of Field (1982). However, direct in-

spection of the ESP approximation (2) also provides insight for how it incorporates infor-

mation from the data through two channels.

The first channel is the ET (exponential tilting) term exp
{

T ln
[

1
T

∑T
t=1 eτT (θ)′ψt(θ)

]}
.

In equation (5), for any θ ∈ Θ, the terms exp[τT (θ)′ψt(θ)]
∑T

i=1 exp[τT (θ)′ψi(θ)]
tilt the empirical probability

1/T , so the finite-sample moment conditions (5) hold. This tilting determines, through

equation (4), the multinomial distribution (wt,θ)
T
t=1 that is the closest to the empirical

distribution —in the sense of the Kullback-Leibler divergence criterion— s.t. the finite-

sample moment conditions (5) holds: The tilting equation (5) is the FOC w.r.t. (with

respect to) τ of the Lagrangian dual problem of the minimization problem

min
(w1,θ ,w2,θ ,∙∙∙ ,wT,θ)∈]0,1]T

T∑

t=1

wt,θ log

(
wt,θ

1/T

)

s.t.
T∑

t=1

wt,θψt(θ) = 0 and
T∑

t=1

wt,θ = 1, (6)

where
∑T

t=1 wt,θ log[wt,θ/(1/T )] is the Kullback-Leibler divergence criterion between the

empirical distribution and the multinomial distribution (wt,θ)
T
t=1 with the same support

(e.g., Csiszár 1975, Efron 1981). Then, for the given θ ∈ Θ, in the ESP approximation
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(2), the ET term exp
{

T ln
[

1
T

∑T
t=1 eτT (θ)′ψt(θ)

]}
indicates the extent of the tilting needed

to set the finite-sample moment conditions (6) (or equivalently, equation (5)) to zero.

The bigger is the tilting of the empirical distribution, the less compatible are the data

with θ solving the empirical moment conditions, and the smaller should be the ET term

exp
{

T ln
[

1
T

∑T
t=1 eτT (θ)′ψt(θ)

]}
. It can be easily seen that 1

T

∑T
t=1 eτT (θ)′ψt(θ) reaches its

maximum when θ is a solution θ∗T of the empirical moment conditions (1), i.e., when

τT (θ∗T ) = 0m×1 and no tilting is needed —For a formal proof, one can follow the same

reasoning as in the proof of Lemma 10 on p. 33 (Online Appendix) with the empirical

distribution in lieu of P.

In the ESP approximation on equation (2), the second term
(

T
2π

)m/2
comes from the

multivariate Gaussian distribution that is the leading term of the Edgeworth’s asymp-

totic expansions underlying ESP approximations. However, because it is constant w.r.t.

θ, it does not affect the maximization of the ESP approximation, so it is not an infor-

mation channel for the ESP estimator. The remaining term |ΣT (θ)|
− 1

2
det , which we call

the variance term, is the second channel through which the ESP approximation incorpo-

rates information from data. The variance term discounts the ET term according to the

tilted estimated variance of the solution to the finite-sample moment conditions. Under

standard assumptions, a consistent estimator of the asymptotic variance of
√

T (θ∗T − θ0)

is ΣT (θ∗T ) :=
[∑T

t=1 wt,θ∗T

∂ψt(θ∗T )

∂θ

]−1 [∑T
t=1 wt,θ∗T

ψt(θ
∗
T )ψt(θ

∗
T )′
] [∑T

t=1 wt,θ∗T

∂ψt(θ∗T )′

∂θ

]−1

. The

bigger the variance term is, the less plausible a solution takes exactly this value, and the

smaller is |ΣT (θ)|
− 1

2
det —note the negative power. Therefore, overall, for a given θ ∈ Θ, the

bigger the tilting or the estimated variance, the smaller the ESP approximation, i.e., the

estimated probability weight f̂θ∗T
(θ) that θ solves the empirical moment conditions (1).

2.2. The ESP estimator as a shrinkage estimator. As explained in the introduction,

the more recent moment-based estimators are numerically equal to the Pearson’s MM

estimator in the just-identified case. Thus, it is sufficient to compare the ESP estimator

with one of them in order to understand the difference between the former and the other

proposed moment-based estimators. The ET estimator of Kitamura and Stutzer (1997)

and Imbens et al. (1998) is particularly convenient for this purpose. Taking the logarithm

of the ESP approximation (2), removing the terms constant w.r.t. θ, and dividing by the

sample size T , it can be seen that the ESP estimator θ̂T maximizes the objective function

ln

[
1

T

T∑

t=1

eτT (θ)′ψt(θ)

]

−
1

2T
ln |ΣT (θ)|det, (7)

where ln
[

1
T

∑T
t=1 eτT (θ)′ψt(θ)

]
is a strictly increasing transformation of the objective func-

tion of the ET estimator. Thus, the difference between the ESP estimator and the

ET estimators comes only from the log-variance term − 1
2T

ln |ΣT (θ)|det. As explained

in Section 2.1, the variance term incorporates additional information, which penalizes
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parameter values with higher implied estimated variance. More precisely, the variance

term discounts any parameter value θ̇ ∈ Θ that implies a high estimated variance for

the ET —or equivalently, MM— estimator of θ̇ based on the tilted moment condition
∫
Ω

ψ(X1(ω), θ̇)Pθ̇(dω) = 0m×1, where
dPθ̇

dP := eτ(θ̇)′ψ(X1,θ̇)

E[eτ(θ̇)′ψ(X1,θ̇)]
with P the physical probability

measure. Thus, the ESP estimator is an ET estimator shrunk toward parameter values

with lower implied estimated variance. As the following Proposition 1 shows, it immedi-

ately implies a smaller estimated variance for the ESP estimator.

Proposition 1 (Shrunk estimated variance of the ESP estimator). Assume the existence

of an ESP estimator θ̂T and an ET estimator θ∗T s.t. θ̂T is different from any ET estimator

i.e., θ̂T /∈ arg maxθ∈Θ ln
[

1
T

∑T
t=1 eτT (θ)′ψt(θ)

]
. Then

|ΣT (θ̂T )|det < |ΣT (θ∗T )|det.

For more details about Proposition 1, see the online Appendix D. The variance shrinkage

is desirable because of the documented instability of existing nonlinear moment-based

estimators.

3. Asymptotic properties

In the present section, we investigate the asymptotic properties of the ESP estima-

tor. Good asymptotic properties can be regarded as a minimal requirement for the ESP

estimator, which is based on a small-sample asymptotic approximation. While the as-

ymptotic properties of the ESP estimator are standard, their complete proofs, which are

in the Online Appendix, require the development of some nonstandard arguments.

3.1. Existence, consistency and asymptotic normality. We require the following

assumption to prove the existence and the consistency of the ESP estimator.

Assumption 1. (a) The data (Xt)
∞
t=1 are a sequence of i.i.d. random vectors of di-

mension p on the complete probability sample space (Ω, E ,P). (b) Let the moment

function ψ : Rp × Θε 7→ Rm be s.t. θ 7→ ψ(X1, θ) is continuously differentiable P-a.s.,
and ∀θ ∈ Θε, x 7→ ψ(x, θ) is B(Rp)/B(Rm)-measurable, where, for ε > 0, Θε denotes the

ε-neighborhood of Θ, and B(Rp) the Borel σ-algebra on Rp. (c) In the parameter space

Θ, there exists a unique θ0 ∈ int(Θ) s.t. E [ψ(X1, θ0)] = 0m×1. (d) Let the parameter

space Θ ⊂ Rm be a compact set, s.t., for all θ ∈ Θ, there exists τ(θ) ∈ Rm that solves

the equation E
[
eτ ′ψ(X1,θ)ψ(X1, θ)

]
= 0 for τ . (e) E

[
sup(θ,τ)∈Sε e2τ ′ψ(X1,θ)

]
< ∞ where

S := {(θ, τ ) : θ ∈ Θ & τ ∈ T(θ)} and T(θ) := BεT(τ(θ)) with BεT(τ(θ)) the closed ball

of radius εT > 0 and center τ(θ). (f) E
[
supθ∈Θ |∂ψ(X1,θ)

∂θ′
|2
]

< ∞, where |.| denotes

the Euclidean norm. (g) E [supθ∈Θε |ψ(X1, θ)ψ(X1, θ)
′|2] < ∞. (h) For all θ ∈ Θ,

Σ(θ) :=
[
Eeτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)

∂θ′

]−1

E
[
eτ(θ)′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)

′
][
Eeτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]−1

is

invertible.
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We require the following additional assumption to prove the asymptotic normality of

the ESP estimator.

Assumption 2. (a) The function θ 7→ ψ(X1, θ) is three times continuously differen-

tiable in a neighborhood N of θ0 in Θ P-a.s. (b) There exists a B(Rp)/B(R)-measurable

function b(.) satisfying E
[
supθ∈N supτ∈T(θ) ek1τ ′ψ(X1,θ)b(X1)

k2
]

< ∞ for k1 ∈ [[1, 2]] and

k2 ∈ [[1, 4]] s.t., for all j ∈ [[0, 3]], supθ∈N |∇jψ(X1, θ)| 6 b(X1) where ∇jψ(X1, θ) denotes

a vector of all partial derivatives of θ 7→ ψ(X1, θ) of order j, and [[a, b]] := [a, b] ∩ Z for

all (a, b) ∈ R2.

Assumptions 1 and 2 are stronger than the usual assumptions in the MM literature, but

are similar to assumptions used in the entropy literature and related literatures. Assump-

tions 1 and 2 are essentially adapted from Haberman (1984), Kitamura and Stutzer (1997),

and Schennach (2007, Assumption 3). See also Chib et al. (2018) for similar assumptions.

Appendix B.1 contains a detailed discussion of Assumptions 1 and 2. Under Assumptions

1 and 2, the following theorem establishes the existence, the strong consistency, and the

asymptotic normality of the ESP estimator θ̂T .

Theorem 1 (Existence, consistency and asymptotic normality). Under Assumption 1,

P-a.s. for T big enough, there exists θ̂T s.t.

(i) P-a.s. as T → ∞, θ̂T → θ0 ; and

(ii) under the additional Assumption 2, as T → ∞,
√

T (θ̂T − θ0)
D

−→ N (0, Σ(θ0)).

where Σ(θ0) :=
[
E∂ψ(X1,θ0)

∂θ′

]−1

E [ψ(X1, θ0)ψ(X1, θ0)
′]
[
E∂ψ(X1,θ0)′

∂θ

]−1

,
D
→ denotes the conver-

gence in distribution.

Theorem 1 shows the variance penalization − 1
2T

ln |ΣT (θ)|det vanishes sufficiently quickly

asymptotically, so it does not distort the first-order asymptotic of the estimator. In par-

ticular, Theorem 1(ii) shows that the ESP estimator reaches the same semiparametric

efficiency bound as the MM and the more recent moment-based estimators (Chamberlain

1987, Carrasco and Florens 2014). Parts of the proofs of Theorem 1 are involved, al-

though the proofs strategies follow traditional approaches. The proof of existence follows

the Schmetterer and Jennrich approach (Schmetterer 1966 Chap. 5; Jennrich 1969), with

an additional complication coming from the implicit nature of the function θ 7→ τT (θ).

The proof of Theorem 1(i) (i.e., consistency) follows Wald’s approach to consistency

(Wald 1949). The usual consistency approach for empirical-likelihood-type estimators

(e.g., Newey and Smith 2004, Smith 2011) cannot be easily followed here because of the

variance term. Moreover, the later consistency approach does not articulate well with an

existence proof. The basic idea of our consistency proof is to show that, P-a.s. for T big
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enough, the ESP estimator maximizes the LogESP function (7), where, P-a.s. as T → ∞,

sup
θ∈Θ

∣
∣
∣
∣
∣
ln

[
1

T

T∑

t=1

eτT (θ)′ψt(θ)

]

− lnE[eτ(θ)′ψ(X1,θ)]

∣
∣
∣
∣
∣
= o(1) , and

sup
θ∈Θ

∣
∣
∣
∣

1

2T
ln |ΣT (θ)|det

∣
∣
∣
∣ = O(T−1). (8)

The two main complications w.r.t. the proofs available in the entropy literature are the

following. First, the need to ensure that, for T big enough, for all θ ∈ Θ, |ΣT (θ)|det is

bounded away from zero, so that the LogESP function (7) does not diverge on parts of

the parameter space. Second, we establish that the joint parameter space for θ and τ

(i.e., S) is a compact set. For the latter purpose, we appropriately modify assumptions

from the entropy literature and develop a proof based on set-valued analysis. The proof of

Theorem 1(ii) (i.e., asymptotic normality) follows the traditional approach of expanding

the FOCs. The two main complications w.r.t. the proofs in the entropy literature are

the following. First, instead of expanding the exact FOC
∂ ln[f̂θ∗

T
(θ)]

∂θ

∣
∣
∣
θ=θ̂T

, we expand an

approximate FOC combined with the FOC (5) for τ . This is technical because it involves

differentiation of the log variance term. Second, we control the asymptotic behaviour of

the derivatives that come from the log-variance term ln |ΣT (θ)|det. Another shorter proof

approach based on an approximate FOC of the first term of the log-ESP is possible. We

do not follow it because it would complicate and lengthen the presentation and the proof

of the upcoming Theorem 2.

3.2. More on inference : The trinity+1. The ESP estimator provides different ways

to test parameter restrictions

H0 : r(θ0) = 0q×1 (9)

where r : Θ → Rq with q ∈ [[1,∞[[. More precisely, within the ESP framework, there

exist the usual trinity of Wald, LM and ALR tests statistics, plus another test statistic,

which we call the Tilt test statistic.

In addition to Assumptions 1 and 2, we require the following standard and mild assump-

tion to establish the asymptotic distribution of the Wald, LM, ALR, and Tilt statistics.

Assumption 3 (For the trinity+1). (a) The function r : Θ → Rq in the null hypothesis

(9) is continuously differentiable. (b) The derivative R(θ) := ∂r(θ)
∂θ′

is full rank at θ0.

Under Assumptions 1, 2 and 3, the following theorem shows that the Wald, LM ALR,

and Tilt statistics asymptotically follow a chi-squared distribution with q degrees of free-

dom.
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Theorem 2 (The trinity+1: Wald, LM, ALR and Tilt tests). Define R(θ) := ∂r(θ)
∂θ′

, and

the following Wald, LM, ALR and Tilt test statistics

WaldT := Tr(θ̂T )′[R(θ̂T )Σ̂(θ0)T R(θ̂T )′]−1r(θ̂T )

LMT := T γ̌′
T [R(θ̌T )Σ̂(θ0)T R(θ̌T )′]γ̌T =

1

T

∂ ln[f̂θ∗T
(θ̌T )]

∂θ′
Σ̂(θ0)T

∂ ln[f̂θ∗T
(θ̌T )]

∂θ

ALRT := 2{ln[f̂θ∗T
(θ̂T )] − ln[f̂θ∗T

(θ̌T )]}

TiltT := TτT (θ̌T )′V̂T τT (θ̌T )

where Σ̂(θ0)T and V̂T are symmetric matrices that converge in probability to Σ(θ0) and

E[ψ(X1, θ0)ψ(X1, θ0)
′], respectively; and where γ̌T and θ̌T respectively denote the Lagrange

multiplier and a solution to the maximization of f̂θ∗T
(θ) w.r.t. θ ∈ Θ under the constraint

that r(θ) = 0q×1, i.e., θ̌T ∈ arg maxθ∈Θ̌ f̂θ∗T
(θ) with Θ̌ := {θ ∈ Θ : r(θ) = 0q×1} and γ̌T s.t.

1
T

∂ ln[f̂θ∗
T

(θ̌T )]

∂θ
+ ∂r(θ̌T )′

∂θ
γ̌T = 0m×1. Under Assumptions 1, 2 and 3, if the test hypothesis (9)

holds, as T → ∞,

WaldT , LMT , ALRT , TiltT
D
→ χ2

q.

Theorem 2 can also be used to obtain valid confidence regions by the inversion of the

test statistics with θ̌T = θ0. Our Wald, LM, ALR and Tilt test statistics share some

similarity with the test statistics proposed in Kitamura and Stutzer (1997), Imbens et al.

(1998), and Robinson et al. (2003). As explained in Section 2, the difference between

our test statistic and aforementioned test statistics come from the variance term, which

affects both the objective function and the (possibly constrained) estimator. Thus, an

inspection of the formulas for the test statistics shows the LM and ALR test statistics

are the most different from their ET counterpart, and that the ALR test statistic exploits

more the variance term than the LM test statistic—a derivative of a function contains less

information than the function. Moreover, as usual, LM test statistics should be avoided in

non linear setting because of local extrema. The proof of Theorem 2 follows the traditional

proof strategy for deriving the trinity. The main complications w.r.t. the proofs available

in the entropy literature are the same as for the proof of Theorem 1(ii). Note that the

uniform convergences (8) of the two parts of the ESP objective function combined with

results from the entropy literature do not imply Theorem 2 because the trinity+1 test

statistics are scaled by T , and T 1
2T

ln |ΣT (θ)|det 6= o(1), P-a.s. as T → ∞.

Remark 2. As a referee noted, among Kitamura and Stutzer (1997), Imbens et al. (1998),

and Robinson et al. (2003), the latter is unique to establish a relative error of order

O(T−1) for the SP approximation. A relative error of lower magnitude is especially useful

for improving accuracy in distributions tails, which are of particular interest for testing.
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4. Examples

In the present section, we further investigate and illustrate the finite-sample properties

of the ESP estimator. We focus on the comparison with the ET estimator, as previously

noted, (i) in the just-identified case, which is the case addressed in the present paper,

the MM estimator and the more recent moment-based estimators are equal to the ET

estimator so there is no loss of generality in terms of point estimation, and (ii) the ESP

objective function nests the ET objective function, so that the source of the difference

between the two is easily understood —it necessarily comes from the variance term (see

Section 2.2). In order to provide some finite-sample evidence for the test statistics, we

also report their actual rejection probabilities. More information and simulation results

are presented in Appendix E.

Remark 3. In addition to our finite-sample analysis of the ESP objective function (Section

2), our derivation of the first-order asymptotic properties (Section 3), our Monte-Carlo

simulations and empirical application (present section), another way to shed light on

the finite-sample properties of the ESP estimator would be to derive its higher-order

asymptotic properties such as its second-order bias (e.g., Rilstone et al. 1996). However,

higher-order asymptotic properties of shrinkage estimators are typically complex to study,

and have often remained an open problem. The ESP estimator appears to be no exception

among shrinkage estimators. Our preliminary derivations yield a long and complicated

structure for the second-order bias, from which we struggle to gain insight. The length

and the complexity of the second-order bias mainly comes from (i) the derivatives of

the variance |ΣT (θ)|−1/2
det ; and (ii) the reliance on the exact FOCs instead of approximate

FOCs. A mild preview of this complexity can be seen in the proof of asymptotic normality.

4.1. Numerical example : Monte-Carlo simulations.

4.1.1. ET and ESP estimators for the two-parameter Hall and Horowitz model. We sim-

ulate a two-parameter just-identified version of the Hall and Horowitz (1996) model,

which has become a standard benchmark to compare the performance of moment-based

estimators in statistics (e.g., Schennach 2007, Lô and Ronchetti 2012) and econometrics

(e.g., Imbens et al. 1998, Kitamura 2001). This model can be interpreted as a simplified

consumption-based asset pricing model where β is the relative risk aversion (RRA) pa-

rameter (Gregory et al. 2002). In the simulations, we estimate the two parameters (μ, β)

with the moment function

ψt(β, μ) =

[
exp {μ − β (Xt + Yt) + 3Yt} − 1

Yt (exp {μ − β (Xt + Yt) + 3Yt} − 1)

]

where μ0 = −.72, β0 = 3, and Xt and Yt are jointly i.i.d. random variables with distri-

bution N (0, .16). The parameters are set to the usual values in the literature, see e.g.,

Hall and Horowitz (1996), Gregory et al. (2002), Schennach (2007) and Lô and Ronchetti

(2012). The Hall and Horowitz (1996) model is known to be challenging to estimate
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because it induces some instability for usual moment-based estimators in small samples.

This kind of instability has been observed in several empirical applications.

Table 1. ESP vs. ET estimator for the two-parameter Hall and
Horowitz model.

T β μ
ET ESP ET ESP

MSE 3.6729 0.6644 1.5633 0.2356
25 Bias 0.4761 -0.0127 -0.1955 0.1042

Var. 3.4462 0.6642 1.5250 0.2247
MSE 1.5685 0.3359 0.8974 0.1234

50 Bias 0.2602 -0.0128 -0.1232 0.0638
Var. 1.5008 0.3358 0.8822 0.1193
MSE 0.6653 0.1589 0.4375 0.0611

100 Bias 0.1490 -0.0085 -0.0770 0.0355
Var. 0.6431 0.1589 0.4316 0.0599
MSE 0.2361 0.0823 0.1744 0.0312

200 Bias 0.0633 -0.0158 -0.0314 0.0250
Var. 0.2321 0.0821 0.1734 0.0305
MSE 0.0435 0.0322 0.0198 0.0134

500 Bias 0.0229 -0.0096 -0.0102 0.0115
Var. 0.0430 0.0322 0.0197 0.0133
MSE 0.0243 0.0184 0.0115 0.0071

1000 Bias 0.0137 -0.0038 -0.0060 0.0060
Var. 0.0241 0.0184 0.0115 0.0071
MSE 0.0040 0.0038 0.0016 0.0015

5000 Bias 0.0016 -0.0021 -0.0005 0.0021
Var. 0.0040 0.0038 0.0016 0.0015

Note: The reported statistics are based on 10,000 simulated samples of sample size equal to the indicated T . For ET, the

parameter space is restricted to β < 15 in order to limit the erratic behaviour of the estimator at sample sizes T = 25 and

50. No such parameter restriction is imposed for ESP.

Table 1 reports the mean-squarred error (MSE), bias and variance of the ESP and ET

estimators for different sample sizes. The MSE of the ESP estimator is always smaller

than for the ET estimator, and the differences are notable for small sample sizes. The

decomposition of the MSE as the sum of the variance and the squared bias indicates

that the variance contributes more than the bias to the reduction of the MSE for the

ESP estimator. Note also that Table 1 understates the improvement delivered by the

variance penalization of the ESP objective function. We helped the ET estimator (or

equivalently, the MM estimator), by restricting its parameter space to β < 15. Without

this parameter restriction, the behaviour of the ET estimator is very unstable for sample

sizes below 100. An analysis of the typical shape of the objective functions for small

sample size explains this phenomenon. The typical ET objective function has a ridge

that follows from around the population parameter values (β0 = 3, μ0 = −.72) towards

(1000,−600). The ridgeline is not totally flat, and it often has a gentle downward slope as
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we move away from the area near the population parameter values. However, regularly,

for some simulated samples, the very top of the ridge is extremely far from the population

parameter values, so that ET estimates are very far from the population parameter values.

This does not happen for the ESP estimator. The variance term of the ESP objective

function ensures that the ridge drops sufficiently as we move away from the maximum

that is near the population parameter value. Thus, in line with our finite-sample analysis

of the ESP objective function (Section 2.2), the ESP estimator is much more stable.

4.1.2. ET and ESP estimators for a stochastic volatility model. The stochastic lognormal

volatility model has been a competitor for the GARCH model. The system evolves as

ln
(
σ2

t

)
= w + β ln

(
σ2

t

)
+ σuUt

and

Yt = σtZt

where Ut and Zt are jointly i.i.d. random variables with distribution N (0, 1). The model

has been used to compare moment-based estimators (e.g., Andersen and Sørensen 1996,

Lô and Ronchetti 2012).

Table 2. ESP vs. ET estimator for the two-parameter stochastic
volatility model.

T w σu

ET ESP ET ESP
MSE 0.0015 0.0016 0.0615 0.0187

25 Bias -0.0048 -0.0069 -0.1549 -0.0798
Var. 0.0015 0.0015 0.0375 0.0123
MSE 0.0010 0.0010 0.0420 0.0158

50 Bias -0.0009 -0.0022 -0.1214 -0.0709
Var. 0.0010 0.0010 0.0272 0.0108
MSE 0.0006 0.0006 0.0226 0.0113

100 Bias 0.0001 -0.0005 -0.0814 -0.0558
Var. 0.0006 0.0006 0.0160 0.0082
MSE 3e-04 3e-04 1e-02 7e-03

200 Bias 0.0005 0.0003 -0.0471 -0.0384
Var. 0.0003 0.0003 0.0078 0.0055

Note: The reported statistics are based on 10,000 simulated samples of sample size equal to the indicated T .

As documented in Andersen and Sørensen (1996), the joint estimation of β, w and

σu yield numerical convergence problem. Thus, we fix β = .95 and estimate the two

parameters (w, σu) with the moment function

ψt(w, σu) =




|Yt| −

√
2
π

exp
{

w
2(1−.95)

+ σ2
u

8(1−.952)

}

Y 2
t − exp

{
w

(1−.95)
+ σ2

u

2(1−.952)

}



 .
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We simulate the model for (w0, σu,0) = (−0.368, 0.260) in order to match the middle case

considered in Andersen and Sørensen (1996).

Table 2 shows that the ESP MSE are either similar to, or smaller than, the ET MSE. For

the w parameter, beyond the similarity in terms of MSE, the biases are slightly different :

The ESP bias is slightly bigger. For the σu parameter, the ESP MSE, bias and variance

are always smaller, although the difference is never big. Overall, the results indicate that

the ET and the ESP estimators perform similarly, when the first one already performs

well.

4.1.3. Test statistics for the two-parameter Hall and Horowitz model. In the present sec-

tion we investigate the finite-sample behavior of the trinity+1. We simulate again the

two-parameter Hall and Horowitz model, and study the actual rejection probabilities of

the test statistics for the null hypothesis H0 : β = 3 and μ = −.72, i.e., one minus the

actual coverage probability. We do not report the actual rejection probability for the LM

test, for which the asymptotic results of Theorem 2 provide poor finite sample guidance.

As previously mentioned, LM tests are typically unreliable in nonlinear setting because

of local extrema. For comparison, we also report the actual rejection probabilities for the

ET ALR test statistic.

Table 3 presents the results. The performances of the different test statistics are com-

parable in terms of actual rejection probabilities, although the ESP ALRT and the ESP

TiltT seem to perform slightly better. The closer is the actual rejection probabilities to

the nominal size α = .05 the more accurate is the asymptotic approximation provided by

Theorem 2.

Table 3. Actual rejection probabilities for the two-parameter Hall
and Horowitz model.

T ESP ALRT ET ALRT ESP WaldT ESP TiltT

50 0.1996 0.1964 0.2332 0.2016
100 0.1608 0.1622 0.1831 0.1722
200 0.1265 0.1278 0.1419 0.1361
1000 0.0765 0.0783 0.0839 0.0821
2000 0.0669 0.0681 0.0688 0.0676

Note: Under the null hypothesis H0 : θ = 3 and μ = −.72, asymptotically the test statistics follows a chi-square

distribution with two degree of freedom. The tests used the critical value with size of α = .05. The probabilities are based

on 10,000 simulated samples of sample size equal to the indicated T .

4.2. Empirical example. In this section, we present an empirical example from asset

pricing. In empirical consumption-based asset pricing, the literature has found little

common ground about the value of the RRA of the representative agent: In most studies,

point estimates from economically similar moment conditions are generally outside of each

other’s confidence intervals. The present section revisits the estimation of the RRA, which

goes back to Hansen and Singleton (1982). The popularity of moment-based estimation
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in consumption-based asset pricing, and more generally in economics is due to the fact

that moment-based estimation does not necessarily require the specification of a family

of distributions for the data (e.g. Hansen 2013, sec. 3). Typically, an economic model

does not imply such family of distributions, except for tractability reasons. Imposing a

family of distributions makes it difficult to disentangle the part of the inference results due

to the empirical relevance of the economic model from the part due to these additional

restrictions. Under regularity conditions, assuming a distribution corresponds to imposing

an infinite number of extra moment restrictions (e.g., Feller 1966/1971, chap. VII, sec.

3).

In order to estimate the RRA θ, we rely on the following moment condition

E

[(
Ct

Ct−1

)−θ

(Rm,t − Rf,t)

]

= 0, (10)

where Ct

Ct−1
is the growth consumption and (Rm,t − Rf,t) the market return in excess of

the risk-free rate. The moment condition condition (10) and the data, which correspond

to standard US data at yearly frequency from Shiller’s website spanning from 1890 to

2009, are similar to Julliard and Ghosh (2012). The moment condition (10) has several

advantages. Firstly, it is as consistent with Lucas (1978) as with more recent consumption-

based asset-pricing models, such as Barro (2006) or Gabaix (2012). In other words,

despite its simplicity it also correspond to sophisticated models, and it allows us to obtain

estimates that are robust to different variations of consumption-based asset pricing theory.

Secondly, without loss of generality, it does not require to estimate the time discount rate,

about which there is little debate: The time discount rate of the representative agent is

consistently found to be between .9 and 1.

In some of the more recent literature, it has been common to use other moment condi-

tions with a separate parameter for the so-called intertemporal elasticity of substitution,

i.e., use Epstein-Zin-Weil preferences (e.g. Epstein and Zin 1991). However, Bommier

et al. (2012, 2017) show that such a specification makes the economic interpretation of

the parameters difficult. In particular, they show that an increase of the so-called RRA

parameter does not yield a behaviour that would be considered more risk averse (Bommier

et al. 2012) E.g., All other things being equal, savings can be a decreasing function of the

so-called RRA parameter for an agent with Epstein-Zin-Weil preferences (e.g., Bommier

et al. 2017, sec. 6). This difficulty of interpretation comes from a violation of the mono-

tonicity axiom according to which an agent does not choose an action if another available

action is preferable in every state of the world.

In light of Section 2, we report ET and ESP estimates as well as confidence regions

based on the inversion of the ALR test statistics of Theorem 2 (p. 8) with θ̌T = θ0. The

latter have the advantage to better take into account the whole shape of the objective

function than the other confidence regions such as the Wald-based (i.e., t-statistics-based)
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Figure 1. ET vs. ESP inference (1890–2009)

(A) ET est. and ALR conf. region. (B) ESP est. and ALR conf. region.

Note: The empirical moment condition is 1
2009−1889

∑2009
t=1890

[(
Ct

Ct−1

)−θ
(Rm,t − Rf,t)

]
= 0, where Rm,t := gross

market return, Rf,t :=risk-free asset gross return, Ct := consumption, and θ :=relative risk aversion. Normalized

ET:=exp
{

T ln
[

1
T

∑T
t=1 eτT (.)′ψt(.)

]}
/
∫
Θ exp

{
T ln

[
1
T

∑T
t=1 eτT (θ)′ψt(θ)

]}
dθ and Normalized ESP:=f̂θ∗

T
(.)/
∫
Θ f̂θ∗

T
(θ)dθ.

The ET and MM estimate are θ̂ET,T = θ̂MM,T = 50.3 (bullet on (A)). The ESP estimate is θ̂ESP,T = 32.21 (bullet on

(B)). The 95% ET ALR confidence region is [18.3, 289.0] (stripe on (A)). The 95% ESP ALR confidence region is

[15.0, 112.7] (stripe on (B)).

confidence regions, which only account for the shape of the objective function in a neigh-

borhood of the estimate through its standard errors.

In Figure 1, (A) and (B) respectively displays the ET term and the ESP approximation.

For ease of comparison, the scale is the same, and we normalize both of them so they

integrate to one. The normalized ET term is much flatter around its maximum than the

normalized ESP approximation. Flatness of the objective function around the estimate

has been documented for other existing moment-based estimators, and it has often been

regarded as one of the main sources of the instability of the RRA estimates (e.g., Hall

2005, p. 60-64). Figure (B) shows that the normalized ESP is sharp around the ESP

estimator. The relative sharpness of the ESP yields sharper confidence regions : The ESP

confidence region is less than half its ET counterpart. In light of the variance penalization

term in the ESP objective function (Section 2.2 on p. 5) and the shrinkage-like behavior

of the ESP estimator in the Monte-Carlo simulations (Section 4.1), the relative sharpness

of the ESP inference is not surprising. In Appendix F on p. 39, additional empirical

evidences corroborate the increased stability and precision of the ESP estimator w.r.t.

the ET estimator (or equivalently, MM estimator).

5. Connection to the literature and further research directions

The present paper demonstrates a previously unknown connection between the SP

approximation and moment-based estimation, and hence it is related to many papers in

these literatures on top of the ones already cited. Following Daniels (1954), the literature

in statistics (e.g., Easton and Ronchetti 1986, Spady 1991, Jensen 1992, Vecchia et al.
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2012, Broda and Kan 2015, Fasiolo et al. 2018) and econometrics (e.g., Phillips 1978,

Holly and Phillips 1979, Phillips 1982, Lieberman 1994, Aı̈t-Sahalia and Yu 2006) has

used the SP (saddlepoint) and ESP approximations to obtain accurate approximations

of distributions, especially in the tails. The strand of the SP literature that is closest to

our paper derives SP approximations to the distribution of statistics that correspond to

solutions of nonlinear estimating equations. The latter strand of literature started with

Field (1982) and continued with Skovgaard (1990), Monti and Ronchetti (1993), Imbens

(1997), Jensen and Wood (1998), Almudevar et al. (2000), Robinson et al. (2003), and

Ronchetti and Trojani (2003), among others. More recently, Czellar and Ronchetti (2010),

Ma and Ronchetti (2011), and Lô and Ronchetti (2012), Kundhi and Rilstone (2013,

2015) propose more accurate tests for indirect inference, functional measurement error

models, moment condition models, nonlinear estimators and GEL (generalized empirical

likelihood) estimators, respectively. To the best of our knowledge, unlike the present

paper, none of the prior papers use the SP or the ESP to develop an estimation method

that yields a novel moment-based estimator. In ongoing work, we generalize the ESP

approximation to the over-identified case and time-dependent data.

The present paper is also related to a large and growing literature on shrinkage esti-

mators. Following Stein (1956)’s example, shrinkage has emerged as a powerful idea to

develop more stable estimation methods. Examples include the ridge regression (Hoerland

and Kennard 1970), the LASSO regression (Tibshirani 1996), the SCAD penalization (Fan

1997, Fan and Li 2001), and the elastic net penalization (Zou and Hastie 2005). Some

of the latter have been adapted and extended to moment-based estimation (e.g., Caner

2009). While the ESP estimator can be regarded as a shrinkage estimator (Section 2.2),

it has several particularities. Firstly, unlike the aforementioned shrinkage estimators, the

ESP estimator does not require the calibration of tuning parameters, which is often deli-

cate (e.g., Sengupta and Sowell 2020). Secondly, the ESP estimator does not require the

user to choose a parameter value. The ESP estimator is not shrunk toward a user-chosen

shrinkage value, but toward parameter values with lower estimated implied variance. Such

a data-driven determination of the shrinkage value is particularly convenient for nonlinear

moment-based estimation: While in regression models the choice of a shrinkage value is

often easy to justify —e.g., zero, which corresponds to a more parsimonious model—,

the choice is often more difficult for nonlinear moment-based estimation. E.g., in the

numerical and the empirical example, it is unclear why one would like to shrink the risk-

aversion parameter toward zero. Thirdly, the shrinkage nature of the ESP estimator is

a consequence of defining an estimator that maximizes the ESP approximation of the

finite-sample distribution of solutions to empirical moment conditions. It is not the con-

sequence of the addition of an ad hoc penalization as is sometimes the case for shrinkage

estimators.

As hinted in Remark 1 (p. 3), the present paper is additionally related to Bayesian in-

ference. Like several widely-used shrinkage estimators (e.g., Hoerland and Kennard 1970,
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sec. 6; Tibshirani 1996, sec. 5), the ESP estimator has connections to Bayesian inference.

For example, the variance term of the ESP approximation share some similarities with

the Jeffreys’ prior used in parametric Bayesian inference. The investigation of these con-

nections are left for future research. In a companion paper, we investigate the asymptotic

connection between the ESP approximation and Bayesian posterior distributions.

Finally, the present paper is related to the econometric weak instrument literature,

which is also motivated by the poor finite-sample stability and performance of usual

moment-based estimators (e.g., see Introduction in Stock and Wright 2000, which is the

seminal paper of the literature). Despite a common motivation, there are major differences

with respect to the present paper. Firstly, by definition, the weak instrument approach

requires to assume that the moment conditions depend on the sample size T (Stock and

Wright 2000, Assumption C). In several applications (e.g., the empirical example in Sec-

tion 4.2), this definitional assumption is incompatible with the model of interest. As Hall

(2005, p. 296) explains in his standard textbook on moment-based estimation, this defini-

tional assumption is “artificial” in the sense that nobody seems to believe that economic

and financial data induce moment conditions depending on the sample size T in this way:

This is just a “mathematical device” that is used to derive an asymptotic theory that

aims at providing good approximations to finite sample behaviours. See also Stock and

Wright (2000, p. 1060-1061 and footnote 3) for a similar justification of the definitional

assumption. In contrast, no modification of the moment conditions is required for the

ESP estimator. The idea is simply to define an estimator that maximizes an accurate

approximation of the finite-sample distribution of the solutions to the empirical moment

conditions. The relative stability and sharpness of the ESP objective function in both

the numerical and the empirical examples illustrate the usefulness of the idea. Secondly,

unlike the present paper, the weak instrument literature does not provide new estimators,

but only novel test statistics. Actually, moment-based estimators are generally inconsis-

tent for weakly identified parameters (Stock and Wright 2000, Theorem 1; Guggenberger

and Smith 2005, Theorem 2). Thirdly, test statistics derived under the weak instrument

assumption induce confidence regions that can be empty (e.g., Stock and Wright 2000, Ta-

ble IV-VI), and that have infinite length with positive probability (Dufour 1997), so they

can be “unreasonable” (Müller and Norets 2016). In contrast to Anderson-Rubin-type

statistics used in the weak instrument literature (Stock and Wright 2000), the test sta-

tistics of the present paper enjoy the same properties as the traditional trinity statistics,

and thus do not yield empty confidence regions. Finally, note that, when, in applications,

general test statistics robust to weak instrument appear necessary, it should be possible

to extend the present paper for this purpose.
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ONLINE APPENDIX:
The ESP estimator
Benjamin Holcblat and Fallaw Sowell

This appendix mainly consists of a detailed proof of the first part of Theorem 1(i), i.e.,

existence and consistency of the ESP estimator. The proof relies on set-valued analysis. The high

level of details should make the proof more transparent, should ease the use of the intermediary

results in further research, and should make clear that the assumptions and the proofs available

in the current literature are mathematically insufficient to establish Theorem 1(i). The proofs of

the other results (i.e., asymptotic normality of the ESP estimator, and Theorem 2, asymptotic

distributions of the Trintiy+1 test statistics) are skipped because, while technical, they rely on

extensions of more standard arguments, so the indications in the main text should be sufficient.

Nevertheless, the latter proofs are available in Holcblat and Sowell (2019).

In addition to the proofs, this appendix contains a formalization of the variance shrinkage,

an additional numerical example, and complementary information regarding the numerical and

empirical examples.

Appendix A. Proofs

A.1. Proof of Theorem 1(i) : Existence and consistency.

Core of the proof of Theorem 1i. Under Assumption 1(a)(b) and (d)-(h), by Lemma 1 (p. 25),

P-a.s. for T big enough, the ESP approximation and the ESP estimator exist. Moreover, under

Assumption 1(a)-(b) and (d)-(h), by Lemma 6iv (p. 30), P-a.s. for T big enough, |ΣT (θ)|det > 0,

for all θ ∈ Θ. Thus, we can apply the strictly increasing transformation x 7→ 1
T [ln(x)− m

2 ln( T
2π )]

to the ESP approximation in equation (2) on p. 4, so that, P-a.s. for T big enough,

θ̂T ∈ arg max
θ∈Θ

f̂θ∗T
(θ)

⇔ θ̂T ∈ arg max
θ∈Θ

{

ln

[
1
T

T∑

t=1

eτT (θ)′ψt(θ)

]

−
1

2T
ln |ΣT (θ)|det

}

. (11)

Now, by the triangle inequality,

sup
θ∈Θ

∣
∣
∣
∣
∣
ln

[
1
T

T∑

t=1

eτT (θ)′ψt(θ)

]

−
1

2T
ln |ΣT (θ)|det − lnE[eτ(θ)′ψ(X1,θ)]

∣
∣
∣
∣
∣

6 sup
θ∈Θ

∣
∣
∣
∣
∣
ln

[
1
T

T∑

t=1

eτT (θ)′ψt(θ)

]

− lnE[eτ(θ)′ψ(X1,θ)]

∣
∣
∣
∣
∣
+ sup

θ∈Θ

∣
∣
∣
∣

1
2T

ln |ΣT (θ)|det

∣
∣
∣
∣

= o(1) P-a.s. as T → ∞ (12)

where the last equality follow from Lemma 2iv (p. 25) and Lemma 6v (p. 30) under Assumption

1(a)-(b) and (d)-(h). Thus, regarding θ̂T , it is now sufficient to check the assumptions of the

standard consistency theorem (e.g. Newey and McFadden 1994, pp. 2121-2122 Theorem 2.1,

which is also valid in an almost-sure sense). Firstly, under Assumption 1 (a)-(e) and (g)-(h), by

Lemma 10iv (p. 33), θ 7→ lnE[eτ(θ)′ψ(X1,θ)]| is uniquely maximized at θ0, i.e., for all θ ∈ Θ\{θ0},
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lnE[eτ(θ)′ψ(X1,θ)] < lnE[eτ(θ0)′ψ(X1,θ0)] = 0. Secondly, under Assumptions 1 (a)(b)(d)(e)(g) and

(h), by Lemma 3 (p. 28), θ 7→ lnE[eτ(θ)′ψ(X1,θ)] is continuous in Θ. Finally, by Assumption

1(d), the parameter space Θ is compact. �

Lemma 1 (Existence of the ESP approximation and estimator). Under Assumption 1(a)(b)

and (d)-(h), P-a.s. for T big enough,

(i) the ESP approximation f̂θ∗T
(.) exists;

(ii) θ 7→ τT (θ) is unique and continuously differentiable in Θ, so that the ESP approximation

θ 7→ f̂θ∗T
(θ) is also unique and continuous in Θ;

(iii) for all θ ∈ Θ, the ESP approximation ω 7→ f̂θ∗T
(θ) is E/B(R)-measurable; and

(iv) there exists an ESP estimator θ̂T ∈ arg maxθ∈Θ f̂θ∗T
(θ) that is E/B(Rm)-measurable.

Proof. The result follows from Lemmas 2 (p. 25), 3 (p. 28) and 6 (p. 30) and standard

arguments. For completeness, a detailed proof is provided.

(i) Under Assumption 1(a)(b), (d)-(e)(g) and (h), by Lemma 2ii (p. 25), P-a.s. there

exists a B(Θ) ⊗ E/B(Rm)-measurable function τT (.) s.t., for T big enough, for all θ ∈ Θ,
1
T

∑T
t=1 eτT (θ)′ψt(θ)ψt(θ) = 0m×1 and τT (θ) ∈ int[T(θ)]. Moreover, under Assumption 1 (a)(b)(d)

(e)(g) and (h), by Lemma 3 (p. 28) with P = 1
T

∑T
t=1 δXt , for all T ∈ [[1,∞[[, for all (θ, τ ) ∈ S,

0 < 1
T

∑T
t=1 eτ ′ψt(θ), so that, for all θ ∈ Θ, 0 < 1

T

∑T
t=1 eτT (θ)′ψt(θ). Thus, the ET term exists.

Now, under Assumption 1(a)-(b) and (d)-(h), by Lemma 6iv (p. 30), P-a.s. for T big enough,

infθ∈Θ |ΣT (θ)|det > 0, so that the variance term of the ESP approximation exists. Thus, the

ESP approximation exists.

(ii) By Assumption 1(b), θ 7→ ψ(X1, θ) is continuously differentiable in Θε P-a.s., so that

it is sufficient to show that τT (.) is unique and continuous, which we prove at once with the

standard implicit function theorem. Check its assumptions. Firstly, under Assumption 1(a)(b),

(d)-(e)(g) and (h), by Lemma 2ii (p. 25), P-a.s. there exists a function τT (.) s.t., for T big

enough, for all θ ∈ Θ, 1
T

∑T
t=1 eτT (θ)′ψt(θ)ψt(θ) = 0m×1 and τT (θ) ∈ int[T(θ)]. Secondly, for all

θ̇ ∈ Θ,
∂
[

1
T

∑T
t=1 eτ ′ψt(θ)ψt(θ)

]

∂τ ′

∣
∣
∣
∣
∣
(θ,τ)=(θ̇,τT (θ̇))

= 1
T

∑T
t=1 eτ ′ψt(θ̇)ψt(θ̇)ψt(θ̇)′, which is full rank P-a.s.

for T big enough for all θ ∈ Θ, because under Assumption 1(a)-(b) and (d)-(h), by Lemma

6iv (p. 30), P-a.s. for T big enough, infθ∈Θ |ΣT (θ)|det > 0. Finally, by Assumption 1(b),

(θ, τ ) 7→ 1
T

∑T
t=1 eτ ′ψt(θ)ψt(θ) is continuously differentiable in Sε.

(iii) By Assumption 1(b), for all θ ∈ Θ, x 7→ ψ(x, θ) is B(Rp)/B(Rm)-measurable. Moreover,

under Assumption 1(a)(b), (d)-(e)(g) and (h), by Lemma 2ii (p. 25), P-a.s. τT (.) is a B(Θ) ⊗

E/B(Rm)-measurable function. Thus, the result follows.

(iv) By Assumption 1(d), Θ is compact, so that, by the statements (i)-(iii) of the present

lemma, the result follows from the Schmetterer-Jennrich lemma (Schmetterer 1966 Chap. 5

Lemma 3.3; Jennrich 1969 Lemma 2). �

Lemma 2 (Asymptotic limit of the ET term). Under Assumption 1(a)(b), (d)-(e)(g) and (h),

(i) P-a.s. as T → ∞, sup(θ,τ)∈S

∣
∣
∣ 1
T

∑T
t=1 eτ ′ψt(θ) − E[eτ ′ψ(X1,θ)]

∣
∣
∣ = o(1), which implies that

P-a.s. as T → ∞, sup(θ,τ)∈S

∣
∣
∣ln
[

1
T

∑T
t=1 eτ ′ψt(θ)

]
− lnE[eτ ′ψ(X1,θ)]

∣
∣
∣ = o(1) ;
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(ii) P-a.s. there exists a B(Θ) ⊗ E/B(Rm)-measurable function τT (.) s.t., for T big enough,

for all θ ∈ Θ, τT (θ) ∈ arg minτ∈Rm
1
T

∑T
t=1 eτ ′ψt(θ), 1

T

∑T
t=1 eτT (θ)′ψt(θ)ψt(θ) = 0m×1 and

τT (θ) ∈ int[T(θ)];

(iii) P-a.s. as T → ∞, supθ∈Θ |τT (θ) − τ(θ)| = o(1);

(iv) P-a.s. as T → ∞, supθ∈Θ

∣
∣
∣ 1
T

∑T
t=1 eτT (θ)′ψt(θ) − E[eτ(θ)′ψ(X1,θ)]

∣
∣
∣ = o(1), which implies

that P-a.s. as T → ∞, supθ∈Θ

∣
∣
∣ln
[

1
T

∑T
t=1 eτT (θ)′ψt(θ)

]
− lnE[eτ(θ)′ψ(X1,θ)]

∣
∣
∣ = o(1).

Proof. (i) Under Assumptions 1 (a)-(b)(d)(e)(g) and (h), by Lemma 4iii (p. 28), S := {(θ, τ ) :

θ ∈ Θ ∧ τ ∈ T(θ)} is a compact set.1 Thus, under Assumption 1(a)-(b), (d) (e) and (h), the

ULLN (uniform law of large numbers) à la Wald (e.g., Ghosh and Ramamoorthi 2003, pp. 24-25,

Theorem 1.3.3) yields the first part of the result. Now, under Assumptions 1 (a)(b)(d)(e)(g)

and (h), by Lemma 3 (p. 28), (θ, τ ) 7→ E[eτ ′ψ(X1,θ)] is continuous, so that {E[eτ ′ψ(X1,θ)] : (θ, τ ) ∈

S} is a compact set by Assumption 1(d) —continuous mappings preserve compactness (e.g.,

Rudin 1953, Theorem 4.14). Moreover, x 7→ ln x is continuous, and, under Assumptions 1

(a)(b)(d)(e)(g) and (h), again by Lemma 3 (p. 28), 0 < inf(θ,τ)∈S E[eτ ′ψ(X1,θ)]. Thus, we can

choose an η ∈
]
0, inf(θ,τ)∈S E[eτ ′ψ(X1,θ)]

[
s.t. x 7→ ln x is uniformly continuous on the closed

η-neighborhood of {E[eτ ′ψ(X1,θ)] : (θ, τ ) ∈ S} —continuous mappings on a compact set are

uniformly continuous (e.g., Rudin 1953, Theorem 4.19). Then, the second part follows from the

first part of the result: By the first part, P-a.s. there exists a Ṫ ∈ [[1,∞[[ s.t., ∀T ∈ [[Ṫ,∞[[,

sup(θ,τ)∈S | 1
T

∑T
t=1 eτ ′ψt(θ) − E[eτ ′ψ(X1,θ)]| < η/2.

(ii)-(iii) Let η ∈]0, εT] be a fixed constant. By Assumption 1(a)(b), (θ, ω) 7→ 1
T

∑T
t=1 eτ ′ψt(θ) is

continuous w.r.t θ and E/B(R)-measurable w.r.t to ω, so that it is B(Θ)⊗ E/B(R)-measurable

(e.g., Aliprantis and Border 2006/1999, Lemma 4.51). Moreover, under Assumptions 1 (a)-

(b)(d)(e)(g) and (h), by Lemma 4ii (p. 28), θ 7→ T(θ) is a nonempty compact valued measurable

correspondence. Then, by a generalization of the Schmetterer-Jennrich lemma (e.g., Aliprantis

and Border 2006/1999, Theorem 18.19), we can define a B(Θ) ⊗ E/B(R)-measurable function

τ̃T (θ) s.t., for all θ ∈ Θ, τ̃T (θ) ∈ arg minτ∈T(θ)
1
T

∑T
t=1 eτ ′ψt(θ). For the present proof, put ε :=

infθ∈Θ infτ∈T(θ):|τ−τ(θ)|>η |E[eτ ′ψ(X1,θ)] − E[eτ(θ)′ψ(X1,θ)]|, which is strictly positive2 by Lemma 5

(p. 29) under Assumptions 1 (a)(b)(d)(e) and (h).3 Then, by the definition of ε, whenever

supθ∈Θ |E[eτ̃T (θ)′ψ(X1,θ)] − E[eτ(θ)′ψ(X1,θ)]| < ε, then supθ∈Θ |τ̃T (θ) − τ(θ)| 6 η. We now show

that it is happening P-a.s. as T → ∞. Under Assumptions 1 (a)(b)(d)(e)(g) and (h), by Lemma

1Note that, unlike what has been sometimes suggested in the entropy literature, if T(θ) is an unspecified
compact set, {(θ, τ ) : θ ∈ Θ∧τ ∈ T(θ)} does not need to be a compact set : {(θ, τ ) : θ ∈ Θ∧τ ∈ T(θ)} is
not a Cartesian product, but the graph of a correspondence. See Lemma 4 (p. 28) for more details. The
possible non-compactness of S under the assumptions used in the entropy literature is one of the several
mathematical reasons why, while we try to remain close as much as possible to proofs in the entropy
literature (e.g., Schennach 2007), we cannot rely much on them.
2The argument requires ε > 0. If ε = 0, then the upcoming inequality (13) is not sufficient to show that
supθ∈Θ |E[eτ̃T (θ)′ψ(X1,θ)] − E[eτ(θ)′ψ(X1,θ)]| < ε.
3Strict convexity of τ 7→ E[eτ ′ψ(X1,θ)] and compactness of Θ are not sufficient to ensure that ε > 0:
We also need the continuity of the value function of the first infimum, which we obtain through Berge’s
maximum theorem. See Lemma 5 (p. 29).
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10 (p. 33), τ(θ) = arg minτ∈Rm E[eτ ′ψ(X1,θ)], so that

sup
θ∈Θ

∣
∣
∣E[eτ̃T (θ)′ψ(X1,θ)] − E[eτ(θ)′ψ(X1,θ)]

∣
∣
∣

= sup
θ∈Θ

{
E[eτ̃T (θ)′ψ(X1,θ)] − E[eτ(θ)′ψ(X1,θ)]

}

(a)
= sup

θ∈Θ

{

E[eτ̃T (θ)′ψ(X1,θ)] −
1
T

T∑

t=1

eτ̃T (θ)′ψt(θ) +
1
T

T∑

t=1

eτ̃T (θ)′ψt(θ) −
1
T

T∑

t=1

eτ(θ)′ψt(θ)

+
1
T

T∑

t=1

eτ(θ)′ψt(θ) − E[eτ(θ)′ψ(X1,θ)]

}

(b)

6 sup
θ∈Θ

{

E[eτ̃T (θ)′ψ(X1,θ)] −
1
T

T∑

t=1

eτ̃T (θ)′ψt(θ) +
1
T

T∑

t=1

eτ(θ)′ψt(θ) − E[eτ(θ)′ψ(X1,θ)]

}

(c)

6 sup
θ∈Θ

∣
∣
∣
∣
∣
E[eτ̃T (θ)′ψ(X1,θ)] −

1
T

T∑

t=1

eτ̃T (θ)′ψt(θ)

∣
∣
∣
∣
∣
+ sup

θ∈Θ

∣
∣
∣
∣
∣
1
T

T∑

t=1

eτ(θ)′ψt(θ) − E[eτ(θ)′ψ(X1,θ)]

∣
∣
∣
∣
∣

(d)
= o(1) P-a.s. as T → ∞. (13)

(a) Add and subtract 1
T

∑T
t=1 eτ̃T (θ)′ψt(θ) and 1

T

∑T
t=1 eτ(θ)′ψt(θ). (b) Note that, under Assump-

tion 1(d) and (e), by definition, τ(θ) ∈ T(θ) and τ̃T (θ) ∈ arg minτ∈T(θ)
1
T

∑T
t=1 eτ ′ψt(θ) so that

1
T

∑T
t=1 eτ̃T (θ)′ψt(θ) − 1

T

∑T
t=1 eτ(θ)′ψt(θ) 6 0. (c) Triangle inequality w.r.t. the uniform norm. (d)

Under Assumption 1(d)(e), by definition, for all θ ∈ Θ, τ(θ) ∈ T(θ) and τ̃T (θ) ∈ T(θ) so that

the conclusion follows from statement (i).

Inequality (13) implies that supθ∈Θ |τ̃T (θ) − τ(θ)| = o(1) P-a.s. as T → ∞. Moreover, by

Assumption 1(e), for all θ ∈ Θ, T(θ) = BεT(τ(θ)) where εT > 0. Thus, P-a.s., for T big

enough, for all θ ∈ Θ, τ̃T (θ) ∈ int[T(θ)]. Now, for all θ ∈ Θ, τ 7→ 1
T

∑T
t=1 eτ ′ψt(θ) is a

convex function (Lemma 12i on p. 37 with P = 1
T

∑T
t=1 δXt ensures that

∂2[ 1
T

∑T
t=1 eτ ′ψt(θ)]

∂τ∂τ ′ =
1
T

∑T
t=1 eτ ′ψt(θ)ψt(θ)ψt(θ)′ > 0), and the local minimum of a convex function is a global minimum

(e.g., Hiriart-Urruty and Lemaréchal 1993/1996, p. 253). Therefore, P-a.s. for T big enough, for

all θ ∈ Θ, τ̃T (θ) minimizes 1
T

∑T
t=1 eτ ′ψt(θ) not only over T(θ), but also over Rm, which means

that we can put τ̃T (θ) = τT (θ).

(iv) Addition and subtraction of E[eτT (θ)′ψ(X1,θ)], and the triangle inequality yield P-a.s. for

T big enough

sup
θ∈Θ

∣
∣
∣
∣
∣
1
T

T∑

t=1

eτT (θ)′ψt(θ) − E[eτ(θ)′ψ(X1,θ)]

∣
∣
∣
∣
∣

6 sup
θ∈Θ

∣
∣
∣
∣
∣
1
T

T∑

t=1

eτT (θ)′ψt(θ) − E[eτT (θ)′ψ(X1,θ)]

∣
∣
∣
∣
∣
+ sup

θ∈Θ

∣
∣
∣E[eτT (θ)′ψ(X1,θ)] − E[eτ(θ)′ψ(X1,θ)]

∣
∣
∣

= o(1) , as T → ∞,

where the explanations for the last equality are as follows. By the statement (i) of the present

lemma, P-a.s. as T → ∞, sup(θ,τ)∈S

∣
∣
∣ 1
T

∑T
t=1 eτ ′ψt(θ) − E[eτ ′ψ(X1,θ)]

∣
∣
∣ = o(1). Moreover, by the

statement (ii) of the present lemma, P-a.s. for T big enough, τT (θ) ∈ int[T(θ)], so that, for

all θ ∈ Θ, (θ, τT (θ)) ∈ S. Thus, the first supremum is o(1) as T → ∞. Regarding the
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second supremum, under Assumption 1 (a)(b)(d)(e)(g) and (h), by Lemma 3 (p. 28), (θ, τ ) 7→

E[eτ ′ψ(X1,θ)] is continuous in S. Now, under Assumptions 1 (a)(b)(d)(e)(g) and (h), by Lemma

4iii (p. 28), S is compact, so that (θ, τ ) 7→ E[eτ ′ψ(X1,θ)] is also uniformly continuous in S

—continuous functions on compact sets are uniformly continuous (e.g., Rudin 1953, Theorem

4.19). Thus, under Assumption 1(a)(b), (d)-(e), (g) and (h), by the statement (iii) of the present

lemma, which states that supθ∈Θ |τT (θ) − τ(θ)| = o(1) P-a.s. as T → ∞, the second supremum

is also o(1) P-a.s. as T → ∞.

The second part of the result follows from the first part as in the proof of the statement (i)

of the present lemma. �

Lemma 3. Let P be any probability measure, and EP denote the expectation under P. Under

Assumption 1 (a)(b)(d)(e)(g) and (h), if EP[sup(θ,τ)∈S eτ ′ψ(X1,θ)] < ∞, then

0 < inf(θ,τ)∈S EP[eτ ′ψ(X1,θ)], so that 0 < infθ∈Θ EP[eτ(θ)′ψ(X1,θ)]. Moreover, (θ, τ ) 7→ EP[eτ ′ψ(X1,θ)]

and θ 7→ EP[eτ(θ)′ψ(X1,θ)] are continuous in S and Θ, respectively. All of these results hold for

P = P under the aforementioned assumptions.

Proof. Under Assumption 1 (a) and (b), the Lebesgue dominated convergence theorem and

the lemma’s assumption EP[sup(θ,τ)∈S eτ ′ψ(X1,θ)] < ∞ imply that (θ, τ ) 7→ EP[eτ ′ψ(X1,θ)] is con-

tinuous. Moreover, under Assumptions 1 (a)(b)(d)(e)(g) and (h), by Lemma 4 (p. 28), S is

compact, and continuous functions over compact sets reach a minimum (e.g., Rudin 1953, The-

orem 4.16). Now, if there exist (τ̇, θ̇) ∈ S s.t. 0 = EP[eτ̇ ′ψ(X1,θ̇)], then eτ̇ ′ψ(X1,θ̇) = 0 P-a.s.

(e.g., Kallenberg 2002 (1997, Lemma 1.24), which is impossible by definition of the exponential

function. Thus, 0 < inf(θ,τ)∈S EP[eτ ′ψ(X1,θ)], so that 0 < infθ∈Θ EP[eτ(θ)′ψ(X1,θ)] because by the

definition of S in Assumption 1(e), for all θ ∈ Θ, (θ, τ (θ)) ∈ S. Regarding the second part

of the result, it immediately follows from the Lebesgue dominated convergence theorem, the

lemma’s assumption that EP[sup(θ,τ)∈S eτ ′ψ(X1,θ)] < ∞, and the continuity of τ : Θ → Rm by

Lemma 10iii (p. 33) under Assumptions 1 (a)(b)(d)(e)(g) and (h). Regarding the third part

of the result, it is sufficient to note that, under Assumption 1 (a)(b), by the Cauchy-Schwarz

inequality, E[sup(θ,τ)∈S eτ ′ψ(X1,θ)] 6 E[sup(θ,τ)∈S e2τ ′ψ(X1,θ)]1/2 < ∞, where the last inequality

follows from Assumption 1(e). �

Lemma 4 (Compactness of S). Under Assumptions 1 (a)(b)(d)(e)(g) and (h),

(i) The closure of the εT-neighborhood of τ(Θ) (i.e., τ(Θ)εT) is compact

(ii) For all θ ∈ Θ, the correspondence θ 7→ T(θ) is nonempty compact-valued and uhc (upper

hemi-continuous), and thus measurable;

(iii) The set S := {(θ, τ ) : θ ∈ Θ ∧ τ ∈ T(θ)} is compact.

Proof. (i) Under Assumptions 1 (a)(b)(d)(e)(g) and (h), by Lemma 10iii (p. 33), τ : Θ →

Rm is continuous. Moreover, by Assumption 1(d), Θ is compact. Thus, τ(Θ) is bounded —

continuous mappings preserve compactness (e.g., Rudin 1953, Theorem 4.14). Consequently,

τ(Θ)εT =: {τ ∈ Rm : inf τ̃∈τ(Θ) |τ − τ̃ | < εT} is bounded, which means that its closure τ(Θ)εT

is closed and bounded, i.e., compact.

(ii) Proof that T is nonempty and compact valued. By Assumption 1(d), for all θ ∈ Θ, there

exists τ(θ) s.t. E[eτ(θ)′ψ(X1,θ)ψ(X1, θ)] = 0. Thus, for all θ ∈ Θ, T(θ) = BεT(τ(θ)) is nonempty.

Moreover, by construction, BεT(τ(θ)) is compact, so that it is nonempty compact valued.
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Proof that T is uhc. Because T is compact valued, we can use the sequential characteri-

zation of upper hemicontinuity (e.g., Aliprantis and Border 2006/1999, Theorem 17.20). Let

((θn, τn))n∈N ∈ (S)N be a sequence s.t., for all n ∈ N, τn ∈ T(θn) and θn → θ̄ ∈ Θ as n → ∞.

By construction, for all n ∈ N, τn ∈ BεT(τ(θn)) ⊂ τ(Θ)εT . Moreover, by statement (i), τ(Θ)εT

is compact, so that there exists a subsequence (τα(n))n∈N s.t. τα(n) → τ̄ ∈ τ(Θ)εT , as n → ∞.

Again, by construction, for all n ∈ N, (θn, τn) ∈ S, so that |τα(n) − τ(θα(n))| 6 εT. Now,

under Assumptions 1 (a)(b)(d)(e)(g) and (h), by Lemma 10iii, τ : Θ → Rm is continuous.

Thus, |τα(n) − τ(θα(n))| → |τ̄ − τ(θ̄)| as n → ∞. Thus, |τ̄ − τ(θ̄)| 6 εT, which means that

τ̄ ∈ BεT(τ(θ̄)) = T(θ̄).

Proof that T is measurable. Let F be a closed subset of Rm. Then, its complement F c is

an open subset of Rm. Now, a correspondence is uhc iff the upper inverse image of a open set

is an open set (e.g., Aliprantis and Border 2006/1999, Lemma 17.4). Thus, by the previous

paragraph, Tu(F c) ∈ B(Θ), where Tu denotes the upper inverse of T. Now, denoting the lower

inverse of T with Tl, notice that Tu(F c) = [Tl(F )]c (e.g., Aliprantis and Border 2006/1999,

p. 557), so that [Tl(F )]c ∈ B(Θ), which, in turn implies that Tl(F ) ∈ B(Θ) because of the

stability of σ-algebras under complementation.

(iii) Note that the compactness of Θ and T(θ) are not sufficient to ensure the compactness

of S because S is not a Cartesian product. By the statement (ii) of the present lemma, T is

uhc and closed valued, so that it has a closed graph (e.g., Aliprantis and Border 2006/1999,

Theorem 17.10), i.e., S is closed. Now, by construction, S is a subset [τ(Θ)εT × Θ], which is

compact by statement (i) and Assumption 1(d). Thus, S is also compact —in metric spaces,

closed subsets of compact sets are compact (e.g., Rudin 1953, Theorem 2.35). �

Lemma 5. Under Assumptions 1 (a)(b)(d)(e) and (h),

(i) for any constant η ∈]0, εT], there exists a continuous value function v : Θ → R+ s.t.,

for all θ ∈ Θ, v(θ) = infτ∈T(θ):|τ−τ(θ)|>η |E[eτ ′ψ(X1,θ)] − E[eτ(θ)′ψ(X1,θ)]|;

(ii) for any constant η ∈]0, εT], 0 < infθ∈Θ infτ∈T(θ):|τ−τ(θ)|>η |E[eτ ′ψ(X1,θ)]−E[eτ(θ)′ψ(X1,θ)]|.

Proof. (i) It is a consequence of Berge’s maximum theorem (e.g., Aliprantis and Border 2006/1999,

Theorem 17.31). Thus, it remains to check its assumptions. For the present proof, define the

correspondence ϕ : Θ � Rm s.t. ϕ(θ) = {τ ∈ T(θ) : |τ − τ(θ)| > η}, and the function

f : S → R+ s.t. f(θ, τ ) = |E[eτ ′ψ(X1,θ)] − E[eτ(θ)′ψ(X1,θ)]|.

Proof of the continuity of f . Under Assumption 1 (a)(b)(d)(e)(g) and (h), by Lemma 3 (p.

28), (θ, τ ) 7→ E[eτ ′ψ(X1,θ)] and θ 7→ E[eτ(θ)′ψ(X1,θ)] are continuous in S and Θ, respectively, so

that the continuity of f follows immediately.

Proof that ϕ is nonempty compact valued. By the definition of T in Assumption 1(e), for

all θ ∈ Θ, T(θ) = BεT(τ(θ)), so that, for any η ∈]0, εT], ϕ(θ) = BεT(τ(θ)) ∩ {τ ∈ Rm : η 6

|τ − τ(θ)|} 6= ∅, i.e., ϕ is nonempty valued. Moreover, for all θ ∈ Θ, BεT(τ(θ)) is a compact

set and {τ ∈ Rm : η 6 |τ − τ(θ)|} is a closed set, so that ϕ(θ), which is their intersection, is

compact (e.g., Rudin 1953, Theorem 2.35 and the following Corollary).

Proof of the upper hemicontinuity of ϕ. Because ϕ is compact valued, we can use the sequen-

tial characterization of upper hemicontinuity (e.g., Aliprantis and Border 2006/1999, Theorem

17.20). Let ((θn, τn))n∈N ∈ SN be a sequence s.t., for all n ∈ N, τn ∈ ϕ(θn) and θn → θ̄ ∈ Θ as

n → ∞. Now, under Assumptions 1 (a)(b)(d)(e)(g) and (h), Lemma 4iii (p. 28), S is a compact
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set, so that there exists a subsequence ((θα(n), τα(n)))n∈N s.t. (θα(n), τα(n)) → (θ̄, τ̄) ∈ S, as

n → ∞. The definition of S implies that τ̄ ∈ T(θ̄). Thus, it remains to show that η 6 |τ̄ − τ(θ̄)|

in order to conclude that τ̄ ∈ ϕ(θ̄). By construction, for all n ∈ N, η 6 |τα(n) − τ(θα(n))|.

Moreover, under Assumptions 1 (a)(b)(d)(e)(g) and (h), by Lemma 10iii (p. 33), τ : Θ → Rm

is continuous, so that |τα(n) − τ(θα(n))| → |τ̄ − τ(θ̄)| as n → ∞, which means that η 6 |τ̄ − τ(θ̄)|.

Proof of the lower hemicontinuity of ϕ. Use the sequential characterization of the lower

hemicontinuity (e.g., Aliprantis and Border 2006/1999, Theorem 17.21). Let (θn)n∈N ∈ ΘN

be a sequence s.t. θn → θ̄ ∈ Θ and τ̄ ∈ ϕ(θ̄). Define the sequence (τn)n∈N s.t., for all

n ∈ N, τn = τ(θn) + τ̄ − τ(θ̄). By definition of the correspondence ϕ, for all n ∈ N, |τn −

τ(θn)| = |τ̄ − τ(θ̄)| ∈ [η, εT], which implies that τn ∈ ϕ(θn). Moreover, under Assumptions 1

(a)(b)(d)(e)(g) and (h), by Lemma 10iii (p. 33), τ : Θ → Rm is continuous, so that limn→∞ τn =

limn→∞ τ(θn) + τ̄ − τ(θ̄) = τ(θ̄) + τ̄ − τ(θ̄) = τ̄ .

(ii) Under Assumptions 1 (a)(b)(d)(e)(g) and (h), by Lemma 10 (p. 33), for all θ ∈ Θ, τ(θ)

is the unique minimum of the strictly convex minimization problem inf τ∈Rm E[eτ ′ψ(X1,θ)]. Thus,

for all θ ∈ Θ, v(θ) > 0. Moreover, by Assumption 1(d), Θ is compact, and by statement (i) of

the present lemma, v(.) is continuous. Thus, there exists εv > 0 s.t. minθ∈Θ v(θ) > εv because

a continuous function over a compact set reaches a minimum (e.g., Rudin 1953, Theorem

4.16). �

Lemma 6 (Asymptotic limit of the variance term). Under Assumption 1(a)-(b) and (d)-(h),

(i) P-a.s. for T big enough, 0 < infθ∈Θ

∣
∣
∣
∣
∣
∣
[∑T

t=1 ŵt,θ
∂ψt(θ)′

∂θ

]∣∣
∣
det

∣
∣
∣;

(ii) P-a.s. as T → ∞, supθ∈Θ

∣
∣
∣ΣT (θ) − E[eτ(θ)′ψ(X1,θ)]Σ(θ)

∣
∣
∣ = o(1)

(iii) θ 7→ Σ(θ) and θ 7→ E[eτ(θ)′ψ(X1,θ)]Σ(θ) are continuous in Θ

(iv) P-a.s. for T big enough, infθ∈Θ |ΣT (θ)|det > 0;

(v) P-a.s. as T → ∞, supθ∈Θ

∣
∣
∣ln |ΣT (θ)|det − ln

∣
∣
∣E[eτ(θ)′ψ(X1,θ)]Σ(θ)

∣
∣
∣
det

∣
∣
∣ = o(1), so that, for

all η > 0, P-a.s. as T → ∞, supθ∈Θ | 1
2T η ln |ΣT (θ)|det| = o(1).

Proof. (i) Under Assumption 1(a)-(b) and (d)-(h), by Lemma 7 (p. 32), P-a.s. as T → ∞,

supθ∈Θ

∣
∣
∣
[

1
T

∑T
t=1 ŵt,θ

∂ψt(θ)′

∂θ

]
− 1

E[eτ(θ)′ψ(X1,θ)]
E
[
eτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]∣∣
∣ = o(1), so that it is suffi-

cient to check the invertibility of 1
E[eτ(θ)′ψ(X1,θ)]

E
[
eτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]
for all θ ∈ Θ and the

continuity of θ 7→ 1
E[eτ(θ)′ψ(X1,θ)]

E
[
eτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]
(Lemma 13 on p. 37). Firstly, by As-

sumption 1(h), for all θ ∈ Θ, Σ(θ) :=
[
Eeτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)

∂θ′

]−1
E
[
eτ(θ)′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′

]

[
Eeτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]−1
is a positive-definite symmetric matrix, and thus

[
Eeτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)

∂θ

′]

is invertible. Moreover, under Assumption 1 (a)(b)(d)(e)(g) and (h), by Lemma 3 (p. 28), and

Assumption 1(e), for all θ ∈ Θ, 0 < E[eτ(θ)′ψ(X1,θ)] < ∞, so that 1
E[eτ(θ)′ψ(X1,θ)]

E
[
eτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]

is invertible for all θ ∈ Θ. Secondly, under Assumption 1(a)-(b), (e)-(f), by Lemma 8i (p. 33),

E
[
sup(θ,τ)∈S |eτ ′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ |
]

< ∞, so that the Lebesgue dominated convergence theorem

and Assumption 1(b) imply the continuity of (θ, τ ) 7→ E
[
eτ ′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]
in S. More-

over, by definition in Assumption 1(e), for all θ ∈ Θ, (τ(θ), θ) ∈ S, and under Assump-

tion 1 (a)(b)(d)(e)(g) and (h), by Lemma 10iii (p. 33), τ : Θ → Rm is continuous. Thus,

θ 7→
[
Eeτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)

∂θ

′]
is continuous. Then, the continuity of
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θ 7→ 1
E[eτ(θ)ψ(X1,θ)]

E
[
eτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]
follows from Lemma 3 (p. 28) under Assumption 1

(a)(b)(d)(e)(g) and (h).

(ii) On one hand, by definition, Σ(θ):=
[
Eeτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)

∂θ′

]−1
E
[
eτ(θ)′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′

]

[
Eeτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]−1
, which is symmetric positive definite by Assumption 1 (h), and ΣT (θ) :=

[∑T
t=1 ŵt,θ

∂ψt(θ)
∂θ′

]−1 [∑T
t=1 ŵt,θψt(θ)ψt(θ)′

] [∑T
t=1 ŵt,θ

∂ψt(θ)′

∂θ

]−1
, which is well defined P-a.s. for

T big enough by the statement (i) of the present lemma. On the other hand, under Assumption

1(a)-(b) and (d)-(h), by Lemma 7iii (p. 32), P-a.s. as T → ∞, supθ∈Θ |
[

1
T

∑T
t=1 ŵt,θ

∂ψt(θ)′

∂θ

]
−

1
E[eτ(θ)′ψ(X1,θ)]

E
[
eτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]
| = o(1), and, under Assumptions 1(a)-(b), (d)-(e) and

(g)-(h), by Lemma 8 (p. 33), P-a.s. as T → ∞, supθ∈Θ |
[

1
T

∑T
t=1 eτT (θ)′ψt(θ)ψt(θ)ψt(θ)′

]
−

1
E[eτ(θ)′ψ(X1,θ)]

E
[
eτ(θ)′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′

]
| = o(1). Thus, the claim follows from the conti-

nuity of the inverse transformation (e.g., Rudin 1953, Theorem 9.8) and the limiting functions,

and the compactness of Θ.

(iii) Under Assumption 1(a)-(b), (e)-(g), by Lemma 7i (p. 32) and 8 (p. 33),

E
[
sup(θ,τ)∈S |eτ ′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ |
]

< ∞ and E
[
sup(θ,τ)∈S |eτ ′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′|

]
< ∞, so

that, by the Lebesgue dominated convergence theorem and Assumption 1(b),

(θ, τ ) 7→ E
[
eτ ′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]
and (θ, τ ) 7→ E

[
eτ ′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′

]
are continuous in S.

Moreover, by definition in Assumption 1(e), for all θ ∈ Θ, (θ, τ (θ)) ∈ S, and under Assumption

1 (a)(b)(d)(e)(g) and (h), by Lemma 10iii (p. 33), τ : Θ → Rm is continuous. Thus θ 7→ Σ(θ)

is continuous, which is the first result. Under Assumption 1 (a)(b)(d)(e)(g) and (h), the second

result follows from Lemma 3 (p. 28), which states that θ 7→ E[eτ(θ)′ψ(X1,θ)] is also continuous.

(iv) By construction, ΣT (θ) is a symmetric positive semi-definite matrix (Lemma 12i on p.

37 with P = 1
T

∑T
t=1 δXt), so that |ΣT (θ)|det > 0. Thus, by the statement (ii) and (iii) of present

lemma, it is sufficient to check the invertibility of E[eτ(θ)′ψ(X1,θ)]Σ(θ) for all θ ∈ Θ (Lemma 13

on p. 37). By Assumption 1 (h), for all θ ∈ Θ,

Σ(θ) :=
[
Eeτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)

∂θ′

]−1
E
[
eτ(θ)′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′

] [
Eeτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]−1

is a positive-definite symmetric matrix, and thus a fortiori invertible. Moreover, under As-

sumption 1 (a)(b)(d)(e)(g) and (h), by Lemma 3 (p. 28), and Assumption 1(e), for all θ ∈ Θ,

0 < E[eτ(θ)′ψ(X1,θ)] < ∞, so that it is also invertible.

(v) Under Assumption 1 (a)(b)(d)(e)(g) and (h), by Lemma 3 (p. 28) with P =
∑T

t=1 δXt

and by the statement (iv) of the present lemma, P-a.s. for T big enough, ln |ΣT (θ)|det is well-

defined in Θ. Similarly, under Assumption 1 (a)(b)(d)(e)(g) and (h), by Lemma 3 (p. 28) and

Assumption 1 (h), ln
∣
∣
∣E[eτ(θ)′ψ(X1,θ)]Σ(θ)

∣
∣
∣
det

is well-defined in Θ. Then, the first part of the

result follows from the statement (ii) of the present lemma. Regarding the second part, by the

triangle inequality, P-a.s. as T → ∞,

1
T η

sup
θ∈Θ

|ln |ΣT (θ)|det|

6
1

T η
sup
θ∈Θ

∣
∣
∣ln [|ΣT (θ)|det] − ln

[∣∣
∣E[eτ(θ)′ψ(X1,θ)]Σ(θ)

∣
∣
∣
det

]∣∣
∣+

1
T η

sup
θ∈Θ

∣
∣
∣ln
[∣∣
∣E[eτ(θ)′ψ(X1,θ)]Σ(θ)

∣
∣
∣
det

]∣∣
∣

= o(1)
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where the explanations of the last equality are as follows. Under Assumption 1(a)-(b) and

(d)-(h), by the statement (iii) of the present lemma θ 7→ E[eτ(θ)′ψ(X1,θ)]Σ(θ) is continuous in

Θ, which is a compact set by Assumption 1(d). Now, continuous functions over compact sets

are bounded (e.g., Rudin 1953, Theorem 4.16), so that supθ∈Θ

∣
∣
∣ln
[∣∣
∣E[eτ(θ)′ψ(X1,θ)]Σ(θ)

∣
∣
∣
det

]∣∣
∣

is bounded, which, in turn, implies that 1
T η supθ∈Θ

∣
∣
∣ln
[∣∣
∣E[eτ(θ)′ψ(X1,θ)]Σ(θ)

∣
∣
∣
det

]∣∣
∣ = o(1), as

T → ∞. Now the last equality follows from the statement (iv) of the present lemma. �

Lemma 7. Under Assumptions 1(a)-(b) and (e)-(f),

(i) E
[
sup(θ,τ)∈S |eτ ′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ |
]

< ∞;

(ii) under additional Assumption 1(d)(g) and (h), P-a.s. as T → ∞,

sup(θ,τ)∈S

∣
∣
∣
[

1
T

∑T
t=1 eτ ′ψt(θ) ∂ψt(θ)′

∂θ

]
− E

[
eτ ′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]∣∣
∣ = o(1), so that

supθ∈Θ

∣
∣
∣
[

1
T

∑T
t=1 eτT (θ)′ψt(θ) ∂ψt(θ)′

∂θ

]
− E

[
eτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]∣∣
∣ = o(1); and

(iii) under additional Assumption 1(d)(g) and (h), P-a.s. as T → ∞,

supθ∈Θ

∣
∣
∣
[∑T

t=1 ŵt,θ
∂ψt(θ)′

∂θ

]
− 1

E[eτ(θ)′ψ(X1,θ)]
E
[
eτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]∣∣
∣ = o(1)

Proof. (i) It follows from the Cauchy-Schwarz inequality and other standard inequalities.

(ii) By the triangle inequality, as T → ∞ P-a.s.,

sup
θ∈Θ

∣
∣
∣
∣
∣

[
1
T

T∑

t=1

eτT (θ)′ψt(θ) ∂ψt(θ)′

∂θ

]

− E

[

eτ(θ)′ψ(X1,θ) ∂ψ(X1, θ)′

∂θ

]∣∣
∣
∣
∣

6 sup
θ∈Θ

∣
∣
∣
∣
∣

[
1
T

T∑

t=1

eτT (θ)′ψt(θ) ∂ψt(θ)′

∂θ

]

− E

[

eτT (θ)′ψ(X1,θ) ∂ψ(X1, θ)′

∂θ

]∣∣
∣
∣
∣

+ sup
θ∈Θ

∣
∣
∣
∣E

[

eτT (θ)′ψ(X1,θ) ∂ψ(X1, θ)′

∂θ

]

− E

[

eτ(θ)′ψ(X1,θ) ∂ψ(X1, θ)′

∂θ

]∣∣
∣
∣

= o(1)

where the explanations for the last equality are as follows. Regarding the first supremum, under

Assumptions 1 (a)-(b)(d)(e)(g) and (h), by Lemma 4iii (p. 28), S := {(θ, τ ) : θ ∈ Θ∧ τ ∈ T(θ)}

is a compact set, so that Assumptions 1(a)-(b), the statement (i) of the present lemma and

the ULLN (uniform law of large numbers) à la Wald (e.g., Ghosh and Ramamoorthi 2003, pp.

24-25, Theorem 1.3.3) imply that, P-a.s. as T → ∞,

sup
(θ,τ)∈S

∣
∣
∣
∣
∣

[
1
T

T∑

t=1

eτ ′ψt(θ) ∂ψt(θ)′

∂θ

]

− E

[

eτ ′ψ(X1,θ) ∂ψ(X1, θ)′

∂θ

]∣∣
∣
∣
∣
= o(1).

Now, by Assumption 1(e), for all θ ∈ Θ, τ(θ) ∈ T(θ), and under Assumption 1(a)(b), (d)-

(e), (g) and (h), by Lemma 2ii (p. 25), P-a.s. for T big enough, for all θ ∈ Θ, τT (θ) ∈

T(θ). Moreover, under Assumption 1(a)(b), (d)-(e), (g) and (h), by Lemma 2iii (p. 25),

supθ∈Θ |τT (θ) − τ(θ)| = o(1) P-a.s. as T → ∞. Thus, the first supremum is o(1), i.e.,

supθ∈Θ | 1
T

∑T
t=1 eτT (θ)′ψt(θ) ∂ψt(θ)′

∂θ − EeτT (θ)′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ | = o(1), as T → ∞ P-a.s. Regarding

the second supremum, by Assumption 1(b), (θ, τ ) 7→ eτ ′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ is continuous. More-

over under Assumptions 1(a)-(b), and (e)-(f), by the statement (i) of the present lemma,

E
[
sup(θ,τ)∈S |eτ ′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ |
]

< ∞. Thus, by the Lebesgue dominated convergence theo-

rem and Assumption 1(b), (θ, τ ) 7→ E
[
eτ ′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]
is also continuous in S. Now, under
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Assumptions 1 (a)(b)(d)(e)(g) and (h), by Lemma 4iii (p. 28), S is compact, so that (θ, τ ) 7→

E
[
eτ ′ψ(X1,θ) ∂ψ(X1,θ)′

∂θ

]
is uniformly continuous in S —continuous functions on compact sets are

uniformly continuous (e.g., Rudin 1953, Theorem 4.19). Thus, under Assumption 1(a)(b), (d)-

(e), (g) and (h), by Lemma 2iii (p. 25), which states that supθ∈Θ |τT (θ) − τ(θ)| = o(1) P-a.s. as

T → ∞, the second supremum is also o(1) P-a.s. as T → ∞.

(iii) Under Assumptions 1 (a)(b)(d)(e)(g) and (h), Lemma 3 (p. 28) yields

0 < inf(θ,τ)∈S
1
T

∑T
t=1 eτ ′ψt(θ) with P = 1

T

∑T
t=1 δXt , and 0 < inf(θ,τ)∈S E[eτ ′ψ(X1,θ)] with P = P.

Consequently, under Assumption 1(a)(b), (d)-(f), (g) and (h), by Lemma 2iii and iv (p. 25) and

the statement (ii) of the present lemma, as T → ∞, P-a.s., uniformly w.r.t. θ

T∑

t=1

ŵt,θ
∂ψt(θ)′

∂θ
=

1
1
T

∑T
i=1 eτT (θ)′ψi(θ)

1
T

T∑

t=1

eτT (θ)′ψt(θ) ∂ψt(θ)′

∂θ

→
1

E[eτ(θ)′ψ(X1,θ)]
E

[

eτ(θ)′ψ(X1,θ) ∂ψ(X1, θ)
∂θ

′]

.

�

Lemma 8. Under Assumptions 1(a)-(b), (e) and (g),

(i) E
[
sup(θ,τ)∈Sε |eτ ′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′|

]
< ∞

(ii) under additional Assumption 1(d) and (h), P-a.s. as T → ∞,

sup(θ,τ)∈S

∣
∣
∣ 1
T

∑T
t=1 eτ ′ψt(θ)ψt(θ)ψt(θ)′ − Eeτ ′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′

∣
∣
∣ = o(1), so that

supθ∈Θ

∣
∣
∣ 1
T

∑T
t=1 eτT (θ)′ψt(θ)ψt(θ)ψt(θ)′ − Eeτ(θ)′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′

∣
∣
∣ = o(1)

(iii) under additional Assumption 1(d)(f) and (h), P-a.s. as T → ∞,

supθ∈Θ

∣
∣
∣
∑T

t=1 ŵt,θψt(θ)ψt(θ)′ − 1
E[eτ(θ)′ψ(X1,θ)]

Eeτ(θ)′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′
∣
∣
∣ = o(1).

Proof. The proof is the same as for Lemma 7 with ψ(X1, θ)ψ(X1, θ)′ and ψt(θ)ψt(θ)′ in lieu of
∂ψ(X1,θ)′

∂θ and ∂ψt(θ)′

∂θ , respectively. �

Lemma 9. Under Assumptions 1(a)(b)(g),

(i) E
[
supθ∈Θε |ψ(X1, θ)|4

]
< ∞, so that E

[
supθ∈Θε |ψ(X1, θ)|2

]
< ∞; and

(ii) under additional Assumption 1(e), E
[
sup(θ,τ)∈Sε |eτ ′ψ(X1,θ)ψ(X1, θ)|

]
< ∞

Proof. It follows from standard inequalities, such as the Cauchy-Schwarz inequality and the

Jensen’s inequality. �

Lemma 10 (Implicit function τ(.)). Under Assumption 1 (a)(b)(e)(g) and (h),

(i) for all θ ∈ Θ, τ 7→ E
[
eτ ′ψ(X1,θ)

]
is a strictly convex function s.t.

∂E
[
eτ ′ψ(X1,θ)

]

∂τ =

E
[
eτ ′ψ(X1,θ)ψ(X1, θ)

]
;

(ii) under additional Assumption 1(d), for all θ ∈ Θ, there exists a unique τ(θ) such that

E
[
eτ(θ)′ψ(X1,θ)ψ(X1, θ)

]
= 0; and

(iii) under additional Assumption 1(d), τ : Θ → Rm is continuous; and

(iv) under additional Assumption 1(c) and (d), for all θ ∈ Θ \ {θ0}, E
[
eτ(θ)′ψ(X1,θ)

]
<

E
[
eτ(θ0)′ψ(X1,θ0)

]
= 1 where τ(θ0) = 0m×1.
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Proof. (i) Under Assumption 1(a) and (b), by the Cauchy-Schwarz inequality,

E
[
sup(θ,τ)∈Sε eτ ′ψ(X1,θ)

]
6 E

[
sup(θ,τ)∈Sε e2τ ′ψ(X1,θ)

]1/2
, which is finite by Assumption 1(e).

Now, by Assumption 1(e), for all θ̇ ∈ Θ, τ(θ̇) ∈ int[T(θ̇)]. Then, by a standard result on

Laplace’s transform (e.g., Monfort 1996/1980, Theorems 3 on p. 183), τ 7→ E
[
eτ ′ψ(X1,θ̇)

]

is C∞ in a neighborhood of τ(θ̇), and τ 7→
∂E
[
eτ ′ψ(X1,θ̇)

]

∂τ = E
[
eτ ′ψ(X1,θ̇)ψ(X1, θ̇)

]
and τ 7→

∂2E
[
eτ ′ψ(X1,θ̇)

]

∂τ∂τ ′ = E
[
eτ ′ψ(X1,θ̇)ψ(X1, θ̇)ψ(X1, θ̇)′

]
. Moreover, under Assumptions 1(a)-(b), (e) and

(g), Assumption 1(h) implies that,

E
[
eτ ′ψ(X1,θ̇)ψ(X1, θ̇)ψ(X1, θ̇)′

]
is a symmetric positive-definite matrix because a well-defined

covariance matrix is invertible iff it is invertible under an equivalent probability measure (Lemma

12 and Corollary 2i on p. 37).

(ii) Assumption 1(d) ensures existence, while the statement (i) of the present lemma ensures

that τ(θ) is the solution of a strictly convex problem, so that it is unique.

(iii) Note that, under our assumptions, an application of the standard implicit function (e.g.,

Rudin 1953, Theorem 9.28) is not directly possible as it requires (θ, τ ) 7→ E
[
eτ ′ψ(X1,θ)ψ(X1, θ)

]

to be continuously differentiable in Sε, which, in turn, typically requires to uniformly bound

the derivative of the latter in Sε (e.g., Davidson 1994, Theorem 9.31). Thus, we apply the

sufficiency part of Kumagai’s implicit function theorem (Kumagai 1980). Check its assump-

tions. Firstly, under Assumptions 1(a)(b)(e) and (g), by Lemma 9ii (p. 33) and the Lebesgue

dominated convergence theorem, (θ, τ ) 7→ E
[
eτ ′ψ(X1,θ)ψ(X1, θ)

]
is continuous in Sε, i.e., in

an open neighborhood of every (θ, τ ) ∈ S. Secondly, by the inverse function theorem ap-

plied to τ 7→ E
[
eτ ′ψ(X1,θ)ψ(X1, θ)

]
(e.g., Rudin 1953, Theorem 9.24), for all θ ∈ Θε, τ 7→

E
[
eτ ′ψ(X1,θ)ψ(X1, θ)

]
is locally one-to-one :4 As explained in the proof of (i), under Assumption

1(a)(b)(e) and (h), τ 7→ E
[
eτ ′ψ(X1,θ)ψ(X1, θ)

]
is continuously differentiable and, under Assump-

tion 1(a)(b)(e)(g) and (h), for all θ ∈ Θ,
∂E
[
eτ ′ψ(X1,θ)ψ(X1,θ)

]

∂τ ′ = E
[
eτ ′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′

]
is

invertible, so that the assumptions of the inverse function theorem are valid.

(iv) By the statements (i) and (ii) of the present lemma, for all θ ∈ Θ, for all τ 6= τ(θ),

E[eτ(θ)′ψ(X1,θ)] < E[eτ ′ψ(X1,θ)]. Now, for all θ ∈ Θ \ {θ0}, τ(θ) 6= 0m×1: If there existed θ̇ ∈ Θ \

{θ0} s.t. τ(θ̇) = 0m×1, then 0 = E[eτ(θ̇)′ψ(X1,θ̇)ψ(X1, θ̇)] = E[ψ(X1, θ̇)], which would contradict

Assumption 1(c). Thus, for all θ ∈ Θ \ {θ0}, E[eτ(θ)′ψ(X1,θ)] < E[e01×mψ(X1,θ)] = 1. Then,

the result follows by the statement (ii) of the present lemma because 0m×1 = E[ψ(X1, θ0)] =

E[e01×mψ(X1,θ)ψ(X1, θ0)]. �

A.2. Implications of Assumption 1(h).

Lemma 11. Let (ΩA,A) be a measurable space, Z : Ω → Rk be a k-dimensional random vectors

with k ∈ [[1,∞[[ and P and Q two probability measures on (ΩA,A). Denote the expectation and

the variance under P with EP and VP, respectively.

4Here it is necessary to work in an ε-neighborhood of Θ in order to satisfy the assumption of Kumagai’s
implicit function theorem (Kumagai 1980). The standard implicit function theorem would also require
the existence of open neighborhoods around the parameter values at which the function is zero.
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(i) For all τ ∈ Rk, EP

(
eτ ′ZZZ ′

)
> 0, it is a positive semi-definite symmetric matrix.

(ii) If P ∼ Q (i.e., they are equivalent), EP(|ZZ ′|) < ∞ and EQ(|ZZ ′|) < ∞, then

EP(ZZ ′) invertible ⇔ EQ(ZZ ′) invertible

Corollary 1 (Implication of Assumption 1(h)). Under Assumptions 1(a)-(b), (e) and (g), As-

sumption 1(h) implies that, for all (θ, τ ) ∈ S, E
[
eτ ′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′

]
is a positive definite

symmetric matrix.

Appendix B. On the assumptions

B.1. Discussion. Assumptions 1 and 2 are mainly adapted from the entropy literature. As-

sumption 1(a) ensures the basic requirement for inference, that is, data contain different pieces

of information (independence) about the same phenomenon (identically distributed). The con-

ditions “independence and identically distributed” are much stronger than needed, and can be

relaxed to allow for time dependence along the lines of Kitamura and Stutzer (1997). We restrain

ourself to the i.i.d. case for brevity and clarity. Assumption 1(a) also requires completeness of

the probability space so that we can define functions only on a probability-one subset of Ω

without generating potential measurability complications. The completeness of the probability

space is without significant loss of generality (e.g., Kallenberg 2002 (1997, p. 13), and it is often

implicitly or explicitly required in the literature.

Assumption 1(b) mainly requires standard regularity conditions for the moment function

ψ(., .). The existence of the estimator relies on such regularity conditions. An alternative would

be to rely on empirical process theory, but it seems here inappropriate as the implicit nature

of the definition of the ESP approximation requires smooth functions. We require Assumption

1(b), as well as some of the following assumptions, to hold in an ε-neighborhood of the parameter

space Θ, so that we can deal with its boundary ∂Θ in the same way as with its interior. In

particular, it ensures that Σ(θ) is invertible for θ ∈ ∂Θ under probability measures equivalent

to P (Corollary 2ii on p. 37), and it allows to apply an implicit function theorem to τ(θ), also

for θ ∈ ∂Θ (Lemma 10 on p. 33). For the latter reason, the entropy literature often appears

to also (implicitly) assume that assumptions hold in an ε-neighborhood of the parameter space.

In applications, this is often innocuous as the boundary of the parameter space is often loosely

specified. However, in some specific situations, which we rule out, this may be problematic (e.g.,

Andrews 1999, and references therein).

Assumption 1(c) requires global identification, which is a necessary condition to prove the

consistency of an estimator. If we were interested in the ESP approximation instead of its max-

imizer (i.e., the ESP estimator), global identification could be relaxed as Holcblat (2012) and

a companion paper show. Assumption 1(c) also requires equality between the dimension of the

parameter space and the number of moment conditions, i.e., just-identified moment conditions.

We impose the latter for mainly three reasons. Firstly, it appears reasonable to investigate the

ESP estimator in the just-identified case before moving to the more complicated over-identified

case. Secondly, the just-identified case makes clear the difference between the ESP estimator

and the existing alternatives, which are all equal in this case (see Section 2.2). Thirdly, this

is a standard assumption in the saddlepoint literature. However, note that (i) this assump-

tion is less restrictive than it seems at first sight because, in the linear case, over-identified
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moment conditions correspond to just-identified moment conditions through the FOCs (Imbens

1997, Ronchetti and Trojani 2001) or the Sowell (1996)’s reparameterization thereof (Sowell

2007, 2009, Czellar and Ronchetti 2010), and, in the nonlinear case, we can transform over-

identified estimating equations into just-identified estimating equations through an extension

of the parameter space (Holcblat (2012) who follows Newey and McFadden (1994, p. 2232));

(iii) ongoing work show how to generalize the ESP approximation to over-identified moment

conditions without transformation.

Assumption 1(d) requires the compactness of the parameter space Θ, and the existence of a

solution τ(θ) ∈ Rm that solves the equation E
[
eτ ′ψ(X1,θ)ψ(X1, θ)

]
= 0, for all θ ∈ Θ. Schennach

(2005) also makes this assumption. Compactness of the parameter space is a convenient standard

mathematical assumption that is often relevant in practice. A computer can only handle a

bounded parameter space —finite memory of a computer. Regarding the existence of τ(θ), it

is necessary to ensure the asymptotic existence of the ESP approximation. From a theoretical

point of view, the existence of τ(θ) looks like a reasonable assumption : If, for some θ ∈ Θ,

0m×1 is outside the convex hull of the support of ψ(X1, θ), there is not such a solution τ(θ),

which also means that θ cannot be θ0, so that it should be excluded from the parameter space.

However, the existence of τ(θ) might be difficult to check in practice. A way to get around this

assumption is to (i) assume the existence of τ(θ) only in a neighbohood of θ0; and (ii) to set

the ESP approximation to zero for the θ values that do not have a solution to the finite-sample

moment conditions (5). Holcblat (2012) follows such an approach. We do not follow such an

approach because it significantly complicates the proofs and the presentation.

Assumptions 1(e) and 2(b) rule out fat-tailed distributions. More precisely, they require the

existence of exponential moments. They are necessary to apply the the ULLN (uniform law

of large numbers) à la Wald (e.g., Ghosh and Ramamoorthi 2003, pp. 24-25, Theorem 1.3.3)

to components of the ESP approximation. Assumptions 1(e) and 2(b) are stronger than the

moment existence assumption in Hansen (1982), but they are a common type of assumptions in

the entropy literature (e.g., Haberman 1984, Kitamura and Stutzer 1997, Schennach 2007), the

saddlepoint literature (e.g., Almudevar et al. 2000) and the literature on exponential models (e.g.,

Berk 1972). In particular, Assumptions 1(d) and 2(b) are a convenient variant of Assumptions

3.4 and 3.5 in Schennach (2007). Both in Schennach (2007) and in the present paper, the

successful estimation of the Hall and Horowitz model, which does not satisfy Assumptions 1(e)

and 2(b), suggests that the latter can be relaxed.5 In practice, Assumptions 1(e) and 2(b) are

not as strong as it may appear because observable quantities have finite support (finite memory

of computers), which, in turn, implies that they have all finite moments. Moreover, in the

case in which unboundedness is a concern (e.g., moment conditions derived from a likelihood),

Ronchetti and Trojani (2001) provide a way to bound moment functions.

Assumptions 1(f) and (g) play the same role as Assumptions 1(e) and 2(b), although they are

less stringent. Assumption 1(h) requires the invertibility of the asymptotic variance of standard

5For information, we checked that our simulation results (i.e., Table 1) are qualitatively the same for
a truncated Hall and Horowitz model, in which Assumption 1(e) and 2(b) hold. The robustness of the
results is not surprising. The violation of Assumption 1(e) and 2(b) should —if anything— put the ESP
estimator at disadvantage w.r.t. the MM estimator, which is known to not require Assumption 1(e) and
2(b).
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estimators (scaled by
√

T ) of any solution to the tilted moment condition. In the present paper,

this assumption has two main roles. Firstly, it ensures that the determinant term |ΣT (θ)|
− 1

2
det in

the ESP approximation (2) does not explode, asymptotically. Secondly, it ensures the positive

definiteness of the symmetric matrix E
[
eτ ′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′

]
for all (θ, τ ) ∈ S, so that

the minτ∈Rm E[eτ ′ψ(X1,θ)] is a strictly convex problem, which, in turn, implies the unicity of its

solution τ(θ). In the setup of the present paper, Assumption 1(g) is equivalent to the invertibility

of E
[
eτ(θ)′ψ(X1,θ) ∂ψ(X1,θ)

∂θ′

]
and E [ψ(X1, θ)ψ(X1, θ)′], for all θ ∈ Θ (Lemma 12 on p. 37 with

P = P and dQ
dP = 1

eτ(θ)′ψ(X1,θ)
). In this way, it is stronger than the Assumption 4 in Kitamura and

Stutzer (1997), but it is close to Stock and Wright (2000, Assumption C). Note that Schennach

(2007) also implicitly assumes that E
[
eτ ′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′

]
is full rank for all (θ, τ ) ∈ S,

because Schennach (2007, p. 649) regards τ(θ) as a solution to a strictly convex problem (e.g.,

Hiriart-Urruty and Lemaréchal 1993/1996, chap. 4, Theorem 4.3.1). Assumption 1(g) should

often hold because the set of singular matrices has zero Lebesgue measure in the space of square

matrices.6

B.2. Implications of Assumption 1(h).

Lemma 12. Let (ΩA,A) be a measurable space, Z : Ω → Rk be a k-dimensional random vectors

with k ∈ [[1,∞[[ and P and Q two probability measures on (ΩA,A). Denote the expectation and

the variance under P with EP and VP, respectively.

(i) For all τ ∈ Rk, EP

(
eτ ′ZZZ ′

)
> 0, it is a positive semi-definite symmetric matrix.

(ii) If P ∼ Q (i.e., they are equivalent), EP(|ZZ ′|) < ∞ and EQ(|ZZ ′|) < ∞, then

EP(ZZ ′) invertible ⇔ EQ(ZZ ′) invertible

Corollary 2 (Implication of Assumption 1(h)). Under Assumptions 1(a)-(b), (e) and (g), As-

sumption 1(h) implies that, for all (θ, τ ) ∈ S, E
[
eτ ′ψ(X1,θ)ψ(X1, θ)ψ(X1, θ)′

]
is a positive definite

symmetric matrix.

Appendix C. Remaining technical results

Lemma 13 (Asymptotic invertibility of a sequence of matrix functions). Let A(γ) be a family

of invertible matrices indexed by γ ∈ Γ s.t. γ 7→ A(γ) is continuous, and where Γ is a compact

subset of a Euclidean space. Let (AT (γ))T∈[[1,∞[[ be a sequence of square matrices. If, as T → ∞,

supγ∈Γ |AT (γ) − A(γ)| → 0, then there exist a constant εA > 0 and TA ∈ [[1,∞[[ s.t. for all

T ∈ [[TA,∞[[, for all γ ∈ Γ, ||AT (γ)|det| > εA.

Lemma 14 (Asymptotic positivity and definiteness of matrices). Let (AT )T>1 a sequence of

square matrices converging to A as T → ∞.7 Then, if (AT )T>1 is a sequence of symmetric

matrices and A is a positive-definite matrix (p-d.m), then there exists Ṫ ∈ [[1,∞[[ such that

T > Ṫ implies AT is p-d.m.

6The set of singular matrices corresponds to the set of zeros of the determinant, which is nonzero poly-
nomial in several variables. Moreover, by induction over the number of variables with the fundamental
theorem of algebra for the base step, a nonzero polynomials has a finite number of zeros.
7Note that we do not need to specify the norm as all norms are equivalent in finite-dimensional spaces.
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Appendix D. On the shrinkage

In this appendix, we formalize that the ESP estimator θ̂T corresponds to an ET estimator θ∗T
(or equivalently a MM estimator) shrunk toward parameter values with lower implied estimated

variance. More precisely, we provide a proof of Proposition 1 (p. 6), which corresponds to the

upcoming Proposition 2 put in context.

Definition 1 (Loewner partial order, Partial ordering of real positive semi-definite symmetric

matrices). A real positive semi-definite symmetric matrix A of size m is said to be larger than

another real symmetric matrix B of size m if one of the following equivalent conditions holds

(a) x′Bx 6 x′Ax, for all x ∈ Rm;

(b) for all i ∈ [[1,m]], λB,i 6 λA,i where (λA,1, λA,2, ∙ ∙ ∙ , λA,m) and (λB,1, λB,2, ∙ ∙ ∙ , λB,m)

are the ordered spectra of A and B s.t. 0 6 λA,1 6 λA,2 6 ∙ ∙ ∙ 6 λA,m and 0 6 λB,1 6

λB,2 6 ∙ ∙ ∙ 6 λB,m.

Lemma 15 (Compability of the Loewner partial order with determinant). Under Assumption

1(a)(b) and (d)-(h), P-a.s. for T big enough, for all (θ̇, θ̈) ∈ Θ2, if the real positive semi-definite

symmetric matrix ΣT (θ̇) is larger than ΣT (θ̈), then |ΣT (θ̈)|det 6 |ΣT (θ̇)|det.

Proof. Under Assumption 1(a)(b) and (d)-(h), by Lemma 6 (p. 25) of the paper, P-a.s. for T

big enough, ΣT (θ) is well-defined on Θ. Then, the results follows from standard bilinear algebra

(e.g., Gourieroux and Monfort 1995/1989, Corollary A.2). �

Proposition 2 (Smaller estimated variance of the ESP estimator). Under Assumption 1(a)(b)

and (d)-(h), P-a.s. for T big enough,

|ΣT (θ̂T )|det < |ΣT (θ∗T )|det,

where θ̂T and θ∗T respectively denote an ESP and an ET estimator s.t. θ̂T is different from any

ET estimator, i.e., θ̂T /∈ arg maxθ∈Θ ln
[

1
T

∑T
t=1 eτT (θ)′ψt(θ)

]
.

Proof. Under Assumption 1(a)(b) and (d)-(h), by Lemma 1i and iv (p. 20) P-a.s. for T big

enough, the ESP estimator θ̂T and the ESP approximation f̂θ∗T
(θ) exist, which in turn implies

that the ET estimator θ∗T also exists. Then, the result immediately follows from the structure

of the ESP objective function. �

Remark 4. (i) The penalty − 1
2T ln |ΣT (θ)|det can also be analyzed in terms of entropy (e.g.,

Cover and Thomas 2006/1991, Theorem 8.4.1). However, we refrain from such an analysis in

the paper to avoid any confusion with the relative entropy (i.e., Kullback-Leibler Divergence

Criterion) minimization used to compute the multinomial distribution (wt,θ)T
t=1. (ii) The esti-

mated variance |ΣT (θ̂T )|det of the ESP estimator is strictly smaller than the estimated variance

of the ET estimator |ΣT (θ∗T )|det w.r.t. the order induced by the determinant, while it is smaller

or equivalent w.r.t. the Loewner partial order.

Appendix E. More on numerical examples

E.1. Computational details. The simulations were performed in R. Each model parameter-

ization is simulated 10,000 times. The robustness of the simulation results was checked with
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different optimization routines, starting values and tolerance parameter values. The compu-

tational complexity of the ESP estimator is comparable to the ET estimator, which is usu-

ally considered the easiest empirical-likelihood-type estimator to compute (e.g., Anatolyev and

Gospodinov 2011, Section 2.2.6). The tilting equation (5) is the same for the ET estimator and

ESP estimators. Once it is solved, the ESP estimator just requires the additional evaluation of

the variance term. There are no intense additional calculations.

The estimation for a single sample is typically performed in less than a few seconds. The

calculations were done on a 24 CPU cores of a Dell server with 4 AMD Opteron 8425 HE

processors running at 2.1 GHz. In accordance with the empirical likelihood literature (e.g.,

Kitamura 2007, Section 8.1; Schennach 2007, Theorem 1) parameter values where the objective

functions are undefined are considered inadmissible for the parameter estimates. We numerically

checked that the ET and MM estimates are the same even for the small sample sizes T = 25

and 50. We numerically checked that the reported statistics have a converging behaviour as we

increase the number of simulated samples to 10,000.

E.2. One-parameter Hall and Horowitz model. We simulate the one-parameter just iden-

tified Hall and Horowitz model, using only the second moment condition

E
[
Yt

(
exp {μ0 − β (Xt + Yt) + 3Yt} − 1

)]

i.e., we assume that μ0 = −.72 is known. The first moment condition cannot be used because it

has two solutions. The reported statistics are based on 10,000 simulated samples.

Table 4 (p. 40) displays MSE, bias and variance of the ESP and ET estimators. The results

are similar to the results for the two-parameter Hall and Horowitz model: Compare with Table

1 on p. 11. In particular, again we help the ET estimators by restricting its parameter space.

Table 5 (p. 40) displays the actual rejection probabilities of the ESP test statistics for the

null hypothesis H0 : β = 3. The Tilt test appears to perform best in terms of actual rejection

probability. We do not report the LM test for the reasons previously mentioned in Section 4.1.3.

Table 6 (p. 41) reports the average length for the confidence intervals deduced from the inversion

of the test statistics. Both ALR and Wald confidence intervals are significantly shorter than

Tilt confidence intervals. Thus, the ALR confidence intervals appear as a good compromise in

terms of average length and actual rejection probabilities.

Appendix F. Additional empirical evidence

Table 7 (p. 42) is the same as Figure 1 (p. 15) with the additional Table 7 Figures (A). The

latter clearly shows that the normalized ESP is relatively sharp around the ESP estimator.

Table 9 (p. 44) is the counterpart of Table 7 (p. 42) for the 1930-2009 data set. The 95% ET ALR

confidence region is based on the inversion of the ALR ET statistic 2T
[
LogET(θ̂T ) − LogET(θ0)

]

= 2TLogET(θ0) → χ2
1 (Kitamura and Stutzer 1997, Theorem 4 with K = 0 and H0 : θ = θ0),

where LogET(θ) :=ln
[

1
T

∑T
t=1 eτT (θ)′ψt(θ)

]
and LogET(θ̂T ) = ln

[
1
T

∑T
t=1 eτT (θ̂T )′ψt(θ̂T )

]
= 0 be-

cause, in the just-identified case, 1
T

∑T
t=1 ψt(θ̂T ) = 0 so that τT (θ̂T ) = 0m×1. The ET and ESP

support correspond to the parameter values θ ∈ Θ for which there exists a solution τT (θ) to the

equation (5) on p. 4. Table 9 confirms the findings of Table 7 (p. 42) in Section 4.2 : The ESP
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Table 4. ESP vs. ET estimator for the just-identified one-
parameter Hall and Horowitz model.

T β
ET ESP

MSE 3.3394 0.9231
25 Bias 0.4264 0.0514

Var. 3.1576 0.9204
MSE 1.7245 0.4687

50 Bias 0.2730 0.0454
Var. 1.6499 0.4666
MSE 0.6897 0.1978

100 Bias 0.1480 0.0240
Var. 0.6678 0.1973
MSE 0.2059 0.0893

200 Bias 0.0617 0.0036
Var. 0.2021 0.0893
MSE 0.0514 0.0367

500 Bias 0.0259 0.0027
Var. 0.0507 0.0367
MSE 0.0292 0.0189

1000 Bias 0.0126 -0.0006
Var. 0.0291 0.0189
MSE 0.0041 0.0039

5000 Bias 0.0027 0.0002
Var. 0.0041 0.0039

Note: We estimate β using the moment condition E[Yt
(

exp {μ0 − β (Xt + Yt) + 3Yt} − 1
)
], i.e., we assume that

μ0 = −.72 is known. The reported statistics are based on 10,000 simulated samples of sample size equal to the indicated

T . For ET, the parameter space is restricted to −5 < β < 15 in order to limit the erratic behaviour of the estimator at

sample sizes T = 25 and 50. No such parameter restriction is imposed for ESP.

Table 5. Actual rejection probabilities for the ESP test statistics
with the just-identified one-parameter Hall and Horowitz model.

T ALRT WaldT TiltT

25 0.1030 0.1447 0.0603
50 0.0863 0.1108 0.0548
100 0.0713 0.0905 0.0493
200 0.0670 0.0794 0.0500
500 0.0628 0.0656 0.0529
1000 0.0595 0.0608 0.0512
5000 0.0557 0.0558 0.0526

Note: Under the null hypothesis H0 : β = 3, asymptotically the test statistics follow a chi-square distribution with one

degree of freedom. The tests used the critical value with size of α = .05. The probabilities are based on 10,000 simulated

samples of sample size equal to the indicated T .

is sharper than the ET around its maximum, so that the ESP confidence region is also shorter.

Note also that the ESP estimate is almost the same as for the data set 1890-2009. These results
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Table 6. Average length of the confidence intervals for the ESP
test statistics with the one-parameter Hall and Horowitz model.

T ALRT WaldT TiltT

25 3.7284 3.3339 6.2758
50 2.7146 2.4709 4.9978
100 1.9617 1.8795 3.3012
200 1.4161 1.5448 1.9116
500 0.9556 1.3938 0.8967
1000 0.7811 1.5013 0.5717

Note: The parameter β is estimated with the moment condition E[Yt
(

exp {−.72 − β (Xt + Yt) + 3Yt} − 1
)
]. Under the

null hypothesis H0 : β = 3, asymptotically the test statistics follow a chi-square distribution with one degree of freedom.

The test statistics are inverted to obtain confidence intervals. The confidence intervals use the critical value with size of

α = .05. The lengths are based on 10,000 simulated samples of sample size equal to the indicated T .

are in line with the ESP shrinkage-like behaviour documented in the Monte-Carlo simulations

of the section 4.1.

Tables 8 (43) and 10 (45) report the trinity+1-based 95% confidence intervals of the ESP and

ET. Except for the ALR-based and the LM-based confidence regions, the theoretical compar-

ison of ESP and ET in Section 2 does not provide much indication about whether ESP-based

confidence regions should be better. While the ALR-based and the LM-based confidence regions

account for the global shape of the objective function, the Wald-based and ET-based confidence

regions only account for local features of the objective function, and thus they do not really take

advantage of the variance term. In line with the analysis of the variance term, ESP LM-based

and ALR-based confidence regions appear sharper than their ET counterparts. Nevertheless,

as it is often the case with nonlinear model, LM-based confidence regions, which rely on the

distance from zero of the derivative of the objective function, are contaminated by local extrema

so they are less reliable than ALR-based confidence regions. Moreover, LM-based confidence

regions rely on the derivative of the log-ESP approximation —instead of the logESP itself— so

they incorporate less information than ALR-based confidence regions. ET and ESP ET-based

confidence regions only differ through the estimation of E[ψ(X1, θ0)ψ(X1, θ0)] so they are very

close. In the same vein, ET and ESP Wald-based confidence regions are similar

Tables 11 (p. 45) and 13 (p. 46) report the MM estimates and the confidence regions based on

the inversion of the MM ALR test statistic T
[
QMM,T (θ0) − QMM,T (θ̂MM,T )

]
= TQMM,T (θ0)

D
→

χ2
1, as T → ∞, (e.g., Newey and McFadden 1994, Theorem 9.2), where QMM,T (θ) :=

[
1
T

∑T
t=1 ψt(θ)

]′

×
[

1
T

∑T
t=1 ψt(θ̂MM,T )ψt(θ̂MM,T )′

]−1 [
1
T

∑T
t=1 ψt(θ)

]
and QMM,T (θ̂MM,T ) = 0 because

1
T

∑T
t=1 ψt(θ̂T ) = 0 in the just-identified case. The MM objective function is sharper around

its minimum for the 1930-2009 data set than for the 1890-2009. However, the former sharpness

appears misleading as it yields a confidence region that does not include the MM estimate of

the 1890-2009 data set.

Tables 12 (p. 46) and 14 (p. 47) report the CU (continuously updating) MM estimates and

the confidence regions based on the inversion of the CU ALR test statistic

T
[
QCU,T (θ0) − QCU,T (θ̂MM,T )

]
= TQCU,T (θ0) → χ2

1, as T → ∞, where
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Table 7. ET vs. ESP inference (1890–2009)

Empirical moment condition: 1
2009−1889

∑2009
t=1890

[(
Ct

Ct−1

)−θ

(Rm,t − Rf,t)

]

= 0, where

Rm,t := gross market return, Rf,t :=risk-free asset gross return, Ct := consumption,
and θ :=relative risk aversion;

Normalized ET:=exp
{

T ln
[

1
T

∑T
t=1 eτT (.)′ψt(.)

]}
/
∫

Θ
exp
{

T ln
[

1
T

∑T
t=1 eτT (θ)′ψt(θ)

]}
dθ;

Normalized ESP:=f̂θ∗T
(.)/
∫

Θ
f̂θ∗T

(θ)dθ;

θ̂ET,T = θ̂MM,T = 50.3 (bullet) and θ̂ESP,T = 32.21 (bullet);
ET and ESP support = [−218.2, 289.0]; 95% ET ALR conf. region=[18.3, 289.0] (stripe);
95% ESP ALR conf. region=[15.0, 112.7] (stripe).

(A) Normalized ET (dashed green) vs. normalized ESP (dark blue).

(A) ET est. and ALR conf. region. (B) ESP est. and ALR conf. region.

Note: The boundaries of the ESP and ET are indicative. The exact boundaries depend on the optimization routine.
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Table 8. ET vs. ESP 95% confidence regions (1890–2009)

ET ESP
Wald conf. region [−26.9, 127.4] [−76.2, 140.6]
LM conf. region [−218.2,−83.6] ∪ [−25.6,−14.6] [−218.2,−202.1] ∪ [−135.9,−79.6]

∪[32.1, 289.0] ∪[28.6, 38.4] ∪ [58.0, 289.0]
ALR conf. region [18.3, 289.0] [15.0, 112.7]
Tilt conf. region [−218.2,−65.8] ∪ [34.1, 300.0] [−218.2,−48.4] ∪ [25.0, 300.0]

QCU,T (θ) :=
[

1
T

∑T
t=1 ψt(θ)

]′ [
1
T

∑T
t=1 ψt(θ)ψt(θ)′

]−1 [
1
T

∑T
t=1 ψt(θ)

]
and QCU,T (θ̂CU,T ) = 0 be-

cause 1
T

∑T
t=1 ψt(θ̂T ) = 0 in the just-identified case. In the just-identified case, which is the

case addressed in the present paper, such confidence regions correspond to the S-sets, which

were proposed by Stock and Wright (2000) —following Hansen et al. (1996, (c) Constrained-

Minimized)— as a solution to the flatness of GMM objective functions. As previously docu-

mented in the literature (e.g., Hansen et al. 1996), CU GMM objective functions tend to be flat

and low in the tails. Thus, the CU ALR confidence regions (and S-sets in the just-identified

case) are huge, and hardly informative.
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bourg.
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Table 9. ET vs. ESP inference (1930–2009)

Empirical moment condition: 1
2009−1889

∑2009
t=1890

[(
Ct

Ct−1

)−θ

(Rm,t − Rf,t)

]

= 0, where

Rm,t := gross market return, Rf,t :=risk-free asset gross return, Ct := consumption,
and θ :=relative risk aversion;

Normalized ET:=exp
{

T ln
[

1
T

∑T
t=1 eτT (.)′ψt(.)

]}
/
∫

Θ
exp
{

T ln
[

1
T

∑T
t=1 eτT (θ)′ψt(θ)

]}
dθ;

Normalized ESP:=f̂θ∗T
(.)/
∫

Θ
f̂θ∗T

(θ)dθ;

θ̂ET,T = 35.0 (bullet) and θ̂ESP,T = 32.5 (bullet); ET and ESP support= [−202.8, 813.3]
95% ET ALR conf. region=[−202.8,−76.0] ∪ [17.7, 197.8] (stripe);
95% ESP ALR conf. region=[17.7, 58.7] (stripe).

(A) Normalized ET (dashed green) vs. normalized ESP (dark blue).

(B) ET est. and ALR conf. region. (C) ESP est. and ALR conf. region.

Note: The boundaries of the ESP and ET are indicative. The exact boundaries depend on the optimization routine.
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Table 10. ET vs. ESP 95% confidence regions (1930–2009)

ET ESP
Wald conf. region [14.8, 55.1] [11.6, 53.3]
LM conf. region [−215.2,−5.2] ∪ [20.0, 813.3] [−215.2,−153.6] ∪ [−141.8,−122.7]

∪[−118.8,−47.1] ∪ [22.34, 813.3]
ALR conf. region [−202.8,−76.0] ∪ [17.7, 197.8] [17.7, 58.7]
ET conf. region [−202.8,−45.8] ∪ [23.1, 813.3] [−202.8,−45.8] ∪ [23.1, 813.3]

Table 11. MM inference (1890–2009)

Empirical moment condition: 1
2009−1889

∑2009
t=1890

[(
Ct

Ct−1

)−θ

(Rm,t − Rf,t)

]

= 0, where

Rm,t := gross market return, Rf,t :=risk-free asset gross return, Ct := consumption, and
θ :=relative risk aversion.

θ̂GMM,T = 50.3 (bullet); 95% ALR confidence region= [−41.7, 71.5] (stripe).

(A) MM objective function and point estimate. (A zoom) MM obj. function ALR conf. region.
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Table 12. Continuously updated (CU) GMM inference (1890–2009)

Empirical moment condition: 1
2009−1890

∑2009
t=1890

[(
Ct

Ct−1

)−θ

(Rm,t − Rf,t)

]

= 0, where

Rm,t := gross market return, Rf,t :=risk-free asset gross return, Ct := consumption, and
θ :=relative risk aversion.

θ̂CU
T =50.3 (bullet); 95% ALR confidence region (and S-set)=] . . . ,−59.1]∪[18.2, . . . [ (stripe).

Rk: We constrain the numerical search for point estimate to discard large values of θ.

(A) Objective function and point estimate. (B) Truncated ALR conf. region (and S-set).

Table 13. MM inference (1930-2009)

Empirical moment condition: 1
2009−1930

∑2009
t=1930

[(
Ct

Ct−1

)−θ

(Rm,t − Rf,t)

]

= 0, where

Rm,t := gross market return, Rf,t :=risk-free asset gross return, Ct := consumption,
θ :=relative risk aversion.

θ̂MM,T = 35.0 (bullet), ALR confidence region= [−10.4, 46.5] (stripe)

(A) MM objective function and point estimate. (A zoom) Objective function and point estimate.
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Table 14. Continuously updated (CU) GMM inference (1930–2009)

Empirical moment condition: 1
2009−1890

∑2009
t=1890

[(
Ct

Ct−1

)−θ

(Rm,t − Rf,t)

]

= 0, where

Rm,t := gross market return, Rf,t :=risk-free asset gross return, Ct := consumption,
θ :=relative risk aversion.

θ̂CU
T = 35.0 (bullet); ALR confidence region (and S-set) =] . . . ,−35.8] ∪ [17.9, . . . [ (stripe).

Rk: We constrain the numerical search for point estimate to discard large values of θ.

(A) Objective function and point estimate. (B) Truncated ALR conf. region (and S-set).
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