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* |Improve the robustness of deep MARL policies — agent can still work well when opponent changes
* Introduce minimax into the MARL and optimize the objective using adversarial learning techniques
* A new algorithm M3DDPG (MiniMax Multi-agent Deep Deterministic Policy Gradient) — a minimax

extension of MADDPG
e GitHub: https://github.com/dadadidodi/m3ddpg

Minimax MARL

Multi-agent reinforcement learning (MARL) Idea: learning minimax policy
is promising for building intelligent agents ¢ \We consider continuous action

 Learns complex strategies with litle human * Assume opponents perform adversarially

supervisions: StarCraft, Dota, robotics, green- ¢ Naturally leads to MADDPG formulation —
security games, etc decentralized Q function and policy u;(o;; 6;)

 Provides a natural curriculum: agents help Key point: defining minimax Q function

other agents get better * Quilx,aq,..,ay): the Q value for agent i at
Deep RL policy is brittle & tends to overfit state s with actions a4, ...,ay from N agents,
* The environment is non-stationary from each assuming other agents are adversarial
single agent’s perspective = unstable * Qui(x,aq,..,ay) =7(x,a4q,..,ay)
« Naive MARL converges to a brittle equilibrium +y minQy ; (x', ay, ..., ay)
» Opponent changes strategy = perform worse! Wi

_ - _ * J(6;) = ming_
Robustness is critical for practical Al! o

Multi-Agent Adversarial Learning
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Algorithm 1: Minimax Multi-Agent Deep Deterministic Policy Gradient (M3DDPG) for /V agents

- - - - - for episode = 1 to M do
ve rs a rl a e a rn I n g o r O ptl m I Z I n g ] 0 L] Initialize a random process A for action exploration, and receive initial state information x
l for t = 1 to max-episode-length do
. . for each agent i, select action a; = g, (0;) + N; w.r.t. the current policy and exploration execution
Execute actions a = (aq, ..., ay) and observe reward r and new state informationx’ — +  ° ________~ ________ °
¢ Replace mln by One-Step gradlent descent Store (x, a, r,x") in replay buffer D, and set x +— x’
for agenti = 1to N do 1 N

Sample a random minibatch of S samples (x*, a

» Similar to adversarial training, each agent performs s o i s v sinint

Bk x'") from D

Update critic by minimizing the loss £(6;) = < >, (y’" —Qf(xFaf af{;))

WO rSt p e rt U rb atl on fro m | tS curre nt p O I | Cy Update actor using the sampled policy gradient with ¢; defined in Eq. 13:
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Vol = 5 > Vo i o)V, Qb (X" at. . ag,
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* Advantages: fast, differentiable, natural curriculum
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adversarial

end for critic > s critic
Update target network parameters for each agent i: 0 < 70; + (1 — 7)0! 1
; nd for
Vo, J(0;) = ] L(0;) = Exare [(QY (x.a1....,an) —y)?], (1) end for
Vé’-f,ﬂ”i(oi)va-@ Q#/Ia (X: Q’T: ceey gy e e a’j’c\f) | y=r; + Qf\ﬁ;,i (X’,_ aq,... ,a;,_ Ceey OL"*N)
Ex.anD ai =pio) af = (o), VI<k <N
* ax =a; +€;, Vj#i
v, Ot a’j=a;+&, Vi Covert Communication s il
EJ — _GJVGJ QMz(X" a’l! et a’f\r) | ’ J I , 17.5 ove ommunicatio 6
(13) ¢ = —a;Va QY (x,ay,... dYy), algorithm algorithm
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MADDPG on 4 competitive environments. episode *

M3DDPG learns better, more robust policies.

The worst case performance — compete against best response

M3DDPG performs better with the worst opponents
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