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Background

• Air pollution has been proved to link to cardio-vascular diseases 
and pre-mature death (>3 million per year globally)



Why mobile sampling?

• Traditional monitoring sites are stationary and sparse

• Mobile sampling are now deployed for high-resolution sampling 

04/30/2018, Pittsburgh, PA PM1 concentration of downtown Pittsburgh



Route planning for mobile sampling

• We want to plan the route to maximize information gain

• The driving and sampling hours are limited, we need to stay at 
each node for 15 mins for data quality 

PM1 concentration of downtown PittsburghPhoto of sampling van of CMU CAPS lab



Problem formulation (1) 

• Objective: navigate the sampling van to maximize information 
gain

• The reward decrease with the visited time vt, 

𝑅𝑖,𝑡,𝑣𝑡 = 𝑅𝑖,𝑡,1 ∗
1

𝑣𝑡
• We assume every nodes has been at least visited once, so that we 

have some prior knowledge



Problem formulation (2) 

• Maximize σ𝑡=1
𝑇 σ𝑖=1

𝑁 σ𝑣𝑡=1
𝑇 𝑅𝑖,𝑡,𝑣𝑡 𝑥𝑖,𝑡,𝑣𝑡 , subject to:

▫ 𝑥𝑖,𝑡,𝑣𝑡 ∈ {0,1} (1)

▫ 𝑦𝑖,𝑗,𝑡,𝑣𝑡,𝑣𝑡𝑗 ≤ 𝑥𝑖,𝑡,𝑣𝑡 ∗ 𝑇 (2)

▫ σ𝑖=1
𝑁 σ𝑣𝑡=1

𝑇 𝑥𝑖,𝑡,𝑣𝑡 = 1 (3)

▫ σ𝑡=1
𝑇 𝑥𝑖,𝑡,𝑣𝑡 ≤ 1 (4)

▫ σ𝑖=1
𝑁 σ𝑣𝑡=1

𝑁 𝑦𝑖,𝑗,𝑡,𝑣𝑡𝑖,𝑣𝑡𝑗 = σ𝑘=1
𝑁 σ𝑣𝑡=1

𝑁 𝑦𝑗,𝑘,𝑡+1,𝑣𝑡𝑗,𝑣𝑡𝑘 + 𝑥𝑗,𝑡,𝑣𝑡 (5)

• Given 𝑅𝑖,𝑡,𝑣𝑡 = 𝑅𝑖,𝑡,1 ∗
1

𝑣𝑡
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Objective: 
Rewards collected by all visited 
nodes at all time t, and all 
possible visited times vt.
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Integer constrain:
0/1 whether visit or not
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Pipeline constrain:
At each node, sum of all 
outgoing flow cannot exceed T
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𝑣𝑡

Single presence constrain:
At each time step, one and only 
one node could be visited.
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Heraclitus constrain:
One cannot visit a node 
twice with same vt
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1

𝑣𝑡

Flow conserve constrain:
at each node, the incoming 
flow = 0/1 (visited or not) 
+ outgoing flow



Solving with MATLAB

• Basically, we are solving a MILP, with dimension of (N2T3)

• However, MATLAB does not scale the problem very well, ending 
up getting 20000*20000 matrix (memory out).



Switching to Gurobi

• Professional large-scale optimization problem solver

• Able to handle problems of millions of variables



Sampling downtown area with 5*5 blocks

• Consider a 3-hour sampling period (N = 25, T = 12)

• Prior knowledge expressed in ranging in (0,1)



Greedy driving schedule

• Always go to the neighboring node with highest reward

• Total reward = 5.596



Optimal driving schedule

• Number of variables: N2T3 = 1,080,000 (computing time: 30 min)

• Total reward: 6.80663 (21.6% increase) 



Conclusion

• Our algorithm provides an exact solution to the discounted-
reward vehicle routing problem

• The problem is NP-hard and its size scale to N2T3, which is very 
time-consuming to solve

• Approximation is needed, such as

▫ Each node could be visited at most 3 times

▫ The dimension of this problem reduce to 9N2 T
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