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Magnetic Properties of Metals and Alloys.

19.1 Magnetic Field Quantities and Properties Survey.

19.1.1 Introduction.

This chapter introduces metals and alloys used for soft and hard magnets. Alloy de-
velopment illustrates the materials paradigm of synthesis→ structure→ properties
→ performance relationships. Development is motivated by intrinsic materials prop-
erties, such as saturation induction and Curie temperature. Advancement of alloys for
applications involves optimizing extrinsic properties, such asremanent inductionand
coercivityby processing to achieve suitable microstructures. Magnetic hysteresis is
useful in permanent magnets where we wish to store a large metastable magnetization.
For soft magnets, small hysteresis losses per cycle are desirable. Metals and alloys for
soft and hard magnetic materials now are ubiquitous in many magnetic applications in
bulk, powder, nanocrystal and thin film forms.

We begin this chapter by reviewing the magnetic properties which are relevant to
soft and hard magnetic materials, respectively. We developthe subject by considering:

(i) A summary of technical magnetic properties of importance for soft and hard
magnetic materials in the context of a few illustrative examples.

(ii) Definitions of important magnetic phenomena which are relevant to the deter-
mination of these properties.

(iii) A survey of alloys within a historical context as to their development.
(iv) An extrapolation to the future to highlight some emerging areas of magnetic

metals and alloys relevant to evolving technological needswith an emphasis
on materials important to energy applications.

The magnetization,M , or magnetic induction,B, is an extensive material property
and the field,H , is an intensive variable. These form a set ofconjugate variables
which define themagnetic workin a thermodynamic analysis. It is a goal to describe
the response functionB(H) for a material system. This response function can be
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Fig. 19.1. (a) Magnetic response, B(H) for a reversible ferromagnetic system of dipoles and (b)
hysteretic magnetic response, B(H), for an irreversible ferromagnetic system of dipoles.

single valued as shown in Fig. 19.1 (a) which would be the casefor reversible equi-
librium thermodynamics or two-valued (hysteretic) as shown in Fig. 19.1 (b) which is
the case for irreversible non-equilibrium thermodynamics. The equilibrium response
is generally non-linear and depends on the process by which atomic dipoles rotate into
the direction of the field. Thepermeabilityis the slope of the B(H) curve. The easier
it is to magnetize a material for a given applied field, the higher the permeability. The
hysteresis curve is the starting point for discussing technical magnetic properties of
soft and hard magnetic materials and distinguishing between hard and soft magnets.

Two thermodynamic states exist when all the dipoles are aligned in the direction
of a positive field or negative field. The value of the magnetization, M, when all of
the dipoles are aligned is called thesaturation magnetization,Ms A hysteresis loop
(Fig. 19.1 (b)) is a plot of the magnetization of a material asit is cycled from positive
fields to negative and back. Important states on a hysteresisloop include theremanent
induction,Br 1 which is the remaining magnetic induction left when the driving field
is reduced to zero. Thecoercive field,Hc is the reverse field necessary to drive the
magnetization to zero after being saturated.

The value of the coercive field is used to distinguish betweenhard magnets and
soft magnets. Hard orpermanent magnetsrequire very large fields to switch and
are therefore useful for a variety of applications taking advantage of the remanent
induction. Soft magnetic materials are characterized by a low coercivity and therefore
a narrow loop. Since they are easy to reverse they ideal for high frequency operation.

1 Br = Mr (cgs units);= µ0Mr (mksa units)
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19.1.1.1 Soft Magnet Introduction.

Box 19.1 summarizes applications and technical propertiesof soft magnetic materials.
Michael Faraday (1791- 1867) observed that an applied voltage to one copper coil
resulted in a voltage across a second coil wound on the same iron core. Faraday’s law
of induction (1831):

V = N
dΦ

dt
(19.1)

defines the induced voltage in terms of the number of turns, N,in a primary exciting
coil and the rate of change in the magnetic flux,Φ caused by an alternating current.
This physical law is the basis for many inductive componentsincluding power trans-
formers which are a prototypical application of soft magnetic materials. The 1884
demonstrations of an open (Gaulard and Gibbs) and closed (Deri, Blathy, and Ziper-
man) coretransformerwas followed by use of closed core transformers to supply
power to Edison lamps which illuminated the 1885 Budapest exhibition. Transformers
now (1) are key energy conversion devices in power distribution systems, (2) provide
the basis for operation of many electromechanical devices,and (3) are components of
modern integrated circuits.

Box 19.1 Applications and technical properties of soft magnetic materials.

Important applications of soft magnetic materials include:

(i) inductors and inductive components, low and high frequency transformers,
(ii) alternating current machines, motors and generators,

(iii) magnetic lenses for particle beams and magnetic amplifiers,
(iv) high frequency inductors and absorbers,
(v) magnetocaloric materials
(vi) magnetic sensors.

. The desired technical properties of interest for soft magnetic materials include:

(i) High Permeability: Permeability,µ = B
H

= (1 + χ), is the material’s parameter
describing the slope of the flux density, B, as a function of the applied field, H.
High permeability materials can produce very large flux changes small fields.

(ii) Low Hysteresis Loss: Hysteresis loss is the energy consumed in cycling a ma-
terial between±H . The energy consumed per cycle is the area in the hysteresis
loop. The power loss of an AC device includes a term equal to the frequency mul-
tiplied by the hysteretic loss per cycle. At high frequencies eddy current losses
are intimately related to the materials resistivity,ρ.

(iii) Large Saturation and Remnant Magnetizations: A largesaturation induction, Bs,
is desirable because it represents the ultimate response ofsoft magnetic materials.

(iv) High Curie Temperature: The ability to use soft magnetic materials at elevated
temperatures depends on the Curie temperature of the material.
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Fig. 19.2. (a) Schematic demagnetization curves for some permanent magnet materials, (b) the
evolution of the energy product, (BH)max over time [O’H00].

19.1.1.2 Hard Magnet Introduction.

Permanent magnets provide large fields in a confined space. The strength of a magnet
is characterized by the amount of energy it stores. Unlike a battery, this energy is al-
ways available as the permanent magnet does no net work. Initially, a field is applied
to align domains to obtain a net magnetization. For a permanent magnet, a widemag-
netic hysteresis loopreflects a largecoercive fieldwhich stabilizes the moment with
respect to field fluctuations. In most applications, a large magnetization is also desir-
able. Figures of merit include the coercive field,remnant magnetizationandenergy
product, (BH)max. A high Tc is desired for a greater operational temperature range.
Applications ofpermanent magnetsinclude small motors, loud speakers, electronic
tubes, focussing magnets for charged particle beams and mechanical work devices.

The energy product , (BH)max, is defined as the maximum value of the product of
B and H taken in the second quadrant of a hysteresis curve. This has units of energy
per unit volume of the material. For a material with a square hysteresis loop, (BH)max
is the product of the remanence and coercivity.

Fig. 19.2 shows schematic demagnetization curves for important permanent magnet
materials, and (b) the evolution of (BH)max over time. The first permanent magnets
date back to 600 B.C when lodestone,Fe3O4, was used as the first compass needles.
This was followed by iron.C steel was reported on in 1600 AD in the workDe
Magneteof W. Gilbert [Gil58].

Improvements in (BH)max accompanied development of alloy, oxide and fine par-
ticle ferromagnets. Recently, rare earth transition metal(RETM) materials represent
a major development . Energy products were∼ 5 kJ

m3 for steels available circa 1900
and now approach∼ 1000 kJ

m3 in state of the artrare earth permanent magnet(REPM)
systems. REPM materials have large magnetocrystalline anisotropies which are at the
root of large coercivity. Mixtures of rare earth and transition metals species result in
large remanent and saturation magnetizations.
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19.1.2 Dipoles and Magnetization.

19.1.2.1 Definitions of Field Quantities.

We begin discussing magnetic properties of materials by defining macroscopic field
quantities2 Two fields, themagnetic induction,~B, and themagnetic field,~H are
vectors. In many cases the induction and the field will be collinear (parallel) and we
can treat them as scalar quantities, B and H.3

In a vacuum, the magnetic induction,~B, is related to the magnetic field,~H :

~B = µ0
~H ~B = ~H (19.2)

where thepermeability of the vacuum,µ0 is 4π × 10−7H
m

in SI (mksa) units. This
quantity is taken as 1 in cgs units . In cgs units, the induction and field are the same.
In SI (mksa) units we assign a permeability to the vacuum, so the two are proportional.

In a magnetic material the magnetic induction can be enhanced or reduced by the
material’smagnetization,~M , (defined as net dipole moment per unit volume) so that:

~B = µ0( ~H + ~M) ~B = ~H + 4π ~M (19.3)

where the magnetization,~M , is expressed in linear response theory as:

~M = χm ~H. (19.4)

The constant of proportionality is called themagnetic susceptibility,χm. The mag-
netic susceptibility which relates two axial vector quantities, is a second rank polar
tensor. For most discussions (whenever B and H are collinearor when interested in
the magnetization component in the field direction) we can view the susceptibility as
a scalar.

Considering a scalar induction, field and magnetization, weexpressB = µrH as:

B = µ0(1 + χm)H B = (1 + 4πχm)H (19.5)

and therelative permeability,µr is defined:

µr = µ0(1 + χm) µr = (1 + 4πχm) (19.6)

µr thus represents an enhancement factor of the flux density in amagnetic material
due to the magnetization which is an intrinsic materials property. If we haveχm < 0

we speak ofdiamagnetic responseand forχm > 0 (and nocollective magnetism)
we speak ofparamagnetic response. A superconductoris a material which acts as a
perfect diamagnetso thatχm = −1 or χm = −1

4π .

2 Selected formulas are introduced in SI (mksa) units followed by cgs units.
3 For many discussions it will be sufficient to treat field quantities as scalars, when this is not the case,

vector symbols will be explicitly used.
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Fig. 19.3. Geometry of a charged particle orbiting at a distance r, with a linear velocity, v. The
particle orbit sweeps out an area, A and gives rise to a dipolemoment,~µ.

19.1.2.2 Magnetic Dipole Moments - Definitions

A magnetic dipole momentoriginates from a circulating charge (Fig. 19.3). Concepts
relating circulating charge, angular momentum and dipole moments are:

(i) A dipole moment for a circulating charge is defined formally as:

~µ = IA~u
~r×~J =

∫

V

~r × ~JdV (19.7)

where~r is the position vector of the charged particle about the origin for the
rotation.~r is the current density of the orbiting charge. I is the current due to
the circulating charge,A = πr2 is the area swept out by the circulating charge
V is the volume.~u~r×~J is a unit vector normal to the area, A.

(ii) The magnetic dipole moment is proportional to the axialangular momentum
vector. Let~Π to be a general angular momentum vector. The fundamental rela-
tionship between magnetic dipole moment and the angular momentum vector
is:

µ = g
e

2m
Π µ = g

e

2mc
Π (19.8)

g is called theLande g-factor. For an orbiting electron the constantg = 1. The
dipole moment associated withspin angular momentumhasg = 2.

(iii) In quantum mechanics, every electron has a dipole moment associated with it’s
spinning charge density (spin) and its orbit about the nucleus (orbit). Angular
momentum is quantized in units ofPlanck’s constant divided by2π (h̄ =
h
2π = 1.05 × 10−34J − s = 1.05 × 10−27erg − s). A fundamental unit of
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magnetic dipole moment, theBohr magnetonis defined:

µB =
e

2m
h̄ µ = µB =

e

2mc
h̄ (19.9)

The Bohr magneton has the value:

µB = 9.27× 10−24Am2(
J

T
) µ = µB = 9.27× 10−21 erg

G
(19.10)

(iv) An atomic dipole moment,µatom, is calculated by summing all of the electron
dipole moments for an atom in accordance withHund’s rules.

(v) For a collection of identical atoms the magnetization, M, is:

M = Naµatom (19.11)

whereNa is the number of dipole moments per unit volume.
(vi) The potential energy of a dipole moment in the presence of a field is:

Ep = ~µ · ~B = µB cos θ (19.12)

whereθ is the angle between the dipole moment and~B. The magnetization
(or other field quantity) multiplied by another field has units of energy per unit
volume. In quantum mechanical systems, the component of thedipole mo-
ment vector projected along the field direction is quantizedand only particular
values of the angleθ are allowed.

19.1.2.3 Magnetization and Dipolar Interactions

We now turn to the definition of the magnetization, M.

Magnetization, M, is the net dipole moment per unit volume.

It is expressed as:

M =
Σatoms × µatom

V
(19.13)

where V is the volume of the material4. Magnetization is an extrinsic materials prop-
erty that depends on the constituent atoms in a system, the individual dipole moments,
and how the dipole moments add vectorially. Collinear dipoles can add or subtract
depending on whether they are parallel or antiparallel. This can give rise to many
interesting types of collective magnetism.

A paramagnet is a material where permanent local atomic
dipole moments are aligned randomly.

4 Magnetization can also be reported as specific magnetization which is net dipole moment per unit weight
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Fig. 19.4. (a) Geometry of two coplanar dipole moments used to define dipolar interactions, (b)
net surface dipole moments at the poles of a permanent magnetwith a single domain and (c)
flux return path for magnetic dipoles in a horseshoe magnet.

In the absence of an applied field,Ha, the magnetization of a paramagnet is precisely
zero since the sum of randomly oriented vectors is zero. Thisemphasizes the im-
portance of the word ”net” in the definition of magnetization. A permanent non-zero
magnetization does not necessarily follow from having permanent dipole moments. It
is only through a coupling mechanism which acts to align the dipoles in the absence
of a field that a macroscopic magnetization is possible.

Two dipole moments interact through dipolar interactions that are described by an
interaction force analogous to the Coulomb interaction between charges. If we con-
sider two collinear dipoles pointing in a direction perpendicular to ~r12 the potential
energy between the dipoles can be expressed:

Ep =
±µ1µ2

4πµ0r312
Ep =

±µ1µ2

r312
(19.14)

which is the familiar Coulomb’s law.5

Free poles collect at surfaces to form the North and South poles of a magnet (Fig. 19.4(b)).
Magnetic flux lines travel from the N to the S pole of a permanent magnet causing a
self-field, thedemagnetization field, Hd, outside the magnet. Hd can act to demagne-
tize a material for which the magnetization is not strongly tied to aneasy magnetiza-
tion direction, EMD.

Most hard magnets have a largemagnetocrystalline anisotropywhich acts to fix the
magnetization vector along particular crystal axes. As a result they are difficult to de-
magnetize. A soft magnet can be used as permanent magnet, if its shape is engineered
to control the path of the demagnetization field to not interact with the magnetization

5 Some authors (Cullity, e.g. use p to denote dipole moment.
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Fig. 19.5. J, L, and S quantum numbers for (a)TM2+, and (b)RE3+, ions.

vector. Fe is an example of a soft magnetic material with a large magnetization. To
useFe as a permanent magnet it is often shaped into ahorseshoe magnet(Fig. 19.4(c))
where the return path for flux lines are spatially far from thematerial’s magnetization.

19.1.2.4 Magnetic States.

In systems (ionic compounds and rare earths), with localized atomic orbitals responsi-
ble for the atomic magnetic dipole moments, discrete magnetic states can be calculated
using quantum mechanical rules calledHund’s rules[Hun27]. Systems with delocal-
ized electrons states are treated within the band theory of solids.

For localized electrons assigned to a particular atom, discrete magnetic states are
calculated using quantum mechanical rules. The general angular momentum vector,
~Π, has contributions fromorbital angular momentum,~L andspin angular momentum,
~S, both quantized in units of̄h. Orbital and spin angular momentum are summed using
Hund’s rules[Hun27] shown in Fig. 19.5 and tabulated in Table 19.1.

The ground state multipletincluding the ml and ms eigenstates allows us to cal-
culate the components of the orbital, L, spin, S, and total angular momentum, J. The
magnitudes of orbital and spin angular momenta sum angular momentum over a mul-
tielectron shell:

L =

n
∑

i=1

(ml)ih̄ S =

n
∑

i=1

2(ms)ih̄ (19.15)

The projection of the total angular momentum vector,~J = ~L+ ~S along an applied
field direction is subject to quantization conditions that require that (J = L+ S), J, is
J = |L−S| for less than half-filled shells andJ = |L+S| for greater than half-filled
shells. To determine the occupation of eigenstates of S, L, and J we use Hund’s rules:
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d-shell Ion S L J Term neff Obs. neff

electrons g
[

J(J + 1)
] 1

2

g
[

S(S + 1)
] 1

2

1 Ti3+, V4+ 1
2

2 3
2

2D 3

2

1.55 1.70 1.73

2 V3+ 1 3 2 3F2 1.63 2.61 2.83
3 V2+,Cr3+ 3

2
3 3

2
4F 3

2

0.77 3.85 3.87

4 Cr2+,Mn3+ 2 2 0 5D0 0 4.82 4.90
5 Mn2+,Fe3+ 3

2
0 5

2
5S 5

2

5.92 5.82 5.92

6 Fe2+ 2 2 4 5D4 6.7 5.36 4.90
7 Co2+ 3

2
3 9

2
4F 9

2

6.63 4.90 3.87

8 Ni2+ 1 3 4 3F4 5.59 3.12 2.83
9 Cu2+ 1

2
2 5

2
2D 5

2

3.55 1.83 1.73

10 Cu+,Zn2+ 0 0 0 1S0 0 0 0

f-shell Ion S L J Term neff Obs. neff

electrons g
[

J(J + 1)
] 1

2

g
[

S(S + 1)
] 1

2

1 Ce3+ 1
2

3 5
2

2F 5

2

2.54 2.51

2 Pr3+ 1 5 4 3H4 3.58 3.56
3 Nd3+ 3

2
6 9

2
4I 9

2

3.62 3.3

4 Pm3+ 2 6 4 5I4 2.68 -
5 Sm3+ 5

2
5 5

2
6H 5

2

0.85 (1.6)* 1.74

6 Eu3+ 3 3 0 7F0 0 (3.4)* 3.4
7 Gd3+,Eu3+ 5

2
0 5

2
8S 7

2

7.94 7.98

8 Tb3+ 3 3 6 7F6 9.72 9.77
9 Dy3+ 5

2
5 15

2
6H 15

2

10.63 10.63

10 Ho3+ 2 6 8 5I8 10.60 10.4
11 Er3+ 3

2
6 15

2
4I 15

2

9.59 9.5

12 Tm3+ 1 5 6 3H6 7.57 7.61
13 Yb3+ 1

2
3 7

2
2F 7

2

4.53 4.5

14 Lu3+, Yb3+ 0 0 0 1S0 0 -

Table 19.1.Ground state multiplets of TM and RE ions from van Vleck (The Theory
of Electric and Magnetic Susceptibilities, Oxford Univ. Press, 1932, 243).

(i) We fill ml states ( which are2l + 1 - fold degenerate) in such a way as to first
maximize total spin.

(ii) We fill ml states first in such a way as to first maximize total spin.

We consider the ions of transition metal series,TM2+, i.e. ions which have given up
2s electrons to yield a 3dn outer shell configuration in Fig. 19.5 (a). The ground state
J, L and S quantum numbers for rare earth,RE3+, ions are shown in Fig. 19.5 (b).
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d-electrons 1 2 3 4 5
cations Ti3+,V4+ V3+ V2+,Cr3+ Cr2+,Mn3+ Mn2+,Fe3+

S 1
2

1 3
2

2 5
2

µ(µB) 1 2 3 4 5

d-electrons 6 7 8 9 10
cations Fe2+ Co2+ Ni2+ Cu2+ Cu+,Zn2+

S 2 3
2

1 1
2

0
µ(µB) 4 3 2 1 0

Table 19.2.Transition Metal Ion Spin and Dipole Moments (L= 0)

Defining L, S. and J specifies the ground state multiplet written compactly in the
spectroscopic term symbol:

2S+1LJ (19.16)

where L is the symbol for orbital angular momentum (L = 0 = S, L = 1 = P ,
L = 2 = D, L = 3 = F , etc.) and2S + 1 and J are the numerical.Cr3+ with
L = 3, S = 3

2 andJ = 3
2 would be assigned the term symbol:4L 3

2

. We can relate the

permanent local atomic moment vector with the total angularmomentum vector,~J :

~µ = γh̄ ~J = −g(J, L, S)µB ~J (19.17a)

whereγ is thegyromagnetic factorandg = g(J, L, S) is theLande g-factor:

g(J, L, S) =
3

2
+

1

2

[S(S + 1)− L(L+ 1)

J(J + 1)

]

(19.17b)

Table 19.1 tabulates the ground state multiplets for transition metal and rare earth
cation species that are prevalent in interesting ionic systems.

The Lande g factor accounts for precession of angular momentum and quantum
mechanical rules for projection onto the field axis [RS25]. For identical ions with
angular momentumJ we define an effective magnetic moment in units ofµB:

peff = g(J, L, S)[J(J + 1)]
1

2 (19.18)

In many systems the orbital angular momentum is quenched. Thequenched orbital
angular momentumrefers to the fact that the orbital angular moment vector is strongly
tied to a crystallineeasy magnetization direction, EMD. For this reason to a good
approximation we can takeL = 0 andJ = S. In this caseg = 2 and peff =

2[S(S + 1)]
1

2 . This is true for transition metals and their simple oxides.
Systems with delocalized electron states are treated within theband theoryof solids.

This is important for transition metals, rare earths, and their alloys. In such systems
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Fig. 19.6. (a) Free electron density of states and (b) free electron density of states where the
spin degeneracy is broken by a Zeeman energy due to an appliedor internal (exchange) field.

energy levels6 form a continuum of states over a range of energies called anenergy
band. Thedensity of states(per unit volume),g(ǫ), is defined so thatg(ǫ)dǫ represents
the number of electronic states (per unit volume) in the energy range fromǫ to ǫ+ dǫ:

g(ǫ)dǫ =
1

V

dNe

dǫ
dǫ (19.19)

Fig. 19.6 (a) shows the density of states for free electrons with a characteristicǫ
1

2

energy dependence. Many other forms forg(ǫ) are possible with different potentials.
Fig. 19.6 (b) shows the density of states for free electrons where the spin degeneracy

is broken by aZeeman energydue to an applied or internal (exchange) field. We divide
the density of states,g(ǫ)dǫ, by two, placing half the electrons inspin-up statesand
the other half inspin-down states. Spin-up electrons have potential energy lowered
by −µBH where H is an applied,Ha, or internal exchange,Hex field. Spin-down
electrons have their potential energy increased byµBH . We integrate each density of
states separately to yield a different number of electrons per unit volume in spin-up
and spin-down bands, respectively:

n↑ =
N↑

V
=

∫ ǫF

0

g↑(ǫ)dǫ n↓ =
N↓

V
=

∫ ǫF

0

g↓(ǫ)dǫ (19.20)

The magnetization, net dipole moment per unit volume is then:

M = (n↑ − n↓)µB (19.21)

The magnetization of elemental ferromagnets can be calculated using atomic dipole

6 We useǫ to denote the energy per electron.
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Fig. 19.7. Schematic densities of states for (a)Fe and (b)Ni (adapted from O’Handley
[O’H00]) used for the illustration of how to calculate the atomic dipole moment for each.

moments from energy band theory and atomic density from crystallography. Band
theory gives the number of spin-up and spin-down electrons per unit volume or per
atom. Fig. 19.7 shows schematic densities of states for (a)Fe and (b)Ni (from
O’Handley [O’H00]). In each case we have a separate spin-up and spin-down density
of states for the s- and d- electrons, respectively. The s-electrons are most important
for conduction and have little splitting in energy between their spin-up and spin-down
density of states. Thus they do not contribute much to the netdipole moment. The
d-electrons have very substantial splitting in energy between their spin-up and spin-
down density of states. Thus they have the most contributionto the net dipole moment.

We can integrate the densities of states for (a)Fe and (b)Ni (Fig. 19.7), to determine
the net dipole moment per atom and determine the magnetization for each. This is
done in Box 19.2. Notice one other feature of the densities ofstates forFeandNi . Ni
is an example of astrong ferromagnetin that the Fermi level only passes through one
of the d-electron spin bands.Fe is an example of aweak ferromagnetin that the Fermi
level passes through both d-electron spin bands.

In dilute alloy solutions (having a valency difference∆Z ≤ 1) a rigid band model
can be employed to explain alloying effects on magnetic moment. Rigid band theory
assumes that d-bands do not change much in alloys but just getfilled or emptied to
a greater or lesser extent depending on composition. The magnetic moment of the
solvent matrix remains independent of concentration. A moment reduction of∆ZµB
is predicted at the solute site. The resulting average magnetic moment per solvent
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Box 19.2 Dipole Moments and magnetizations in Fe and Ni

ForFe we calculate the number of spin-up and spin-down electrons to be:

N↑ =

∫ ǫF

0

g
↑

ddǫ = 4.62 N↓ =

∫ ǫF

0

g
↓

ddǫ = 2.42

and its net atomic dipole moment is then:

µatom = (N↑ −N↓)µB = (4.62 − 2.42)µB = 2.2µB

Given thatFe is bccwith a0 = 0.28664 nm, the atomic density forbccFe is:

Na =
2 atoms

cell

(0.28664 × 10−9)3 m3
= 8.49× 1028

atoms

m3

and the magnetization is therefore calculated to be:

M = Naµatom = 8.49×1028
atoms

m3
×2.2×9.27×10−24

A−m
2 = 1.73×106

A

m

andµ0M = 2.17T .
Repeating forNi we calculate the number of spin-up and spin-down electrons to be:

N↑ =

∫ ǫF

0

g
↑

ddǫ = 5 N↓ =

∫ ǫF

0

g
↓

ddǫ = 4.4

and its net atomic dipole moment is then:

µatom = (N↑ −N↓)µB = (5− 4.4)µB = 0.6µB

Given thatNi is fccwith a0 = 0.3524 nm, the atomic density forbccFe is:

Na =
4 atoms

cell

(0.3524 × 10−9)3 m3
= 1.69 × 1029

atoms

m3

and the magnetization is therefore calculated to be:

M = Naµatom = 9.14×1028
atoms

m3
×0.6×9.27×10−24

A−m
2 = 0.508×106

A

m

andµ0M = 0.64T .

atom is the concentration weighted average of that of the matrix and that of the solute:

µ = µmatrix −∆ZCµB (19.22)

where C is the solute concentration and∆Z is the valency difference between solute
and solvent atoms. This relationship is the basis for explaining the Slater-Pauling
curve (Fig. 19.8) [Sla37] [Pau38]. Fig. 19.8 (b) shows a bandstructure determination
of the Slater-Pauling curve forFeCo alloys that is an alloy discussed below. Fig. 19.8
(b) shows a band theory prediction of the average (spin only)dipole moment inFeCo
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Fig. 19.8. (a) Slater-Pauling curve for Fe alloys and (b) spin-only Slater-Pauling curve for an
orderedFe -Co alloy as determined from LKKR band structure calculations [MSB+98].

as a function of composition is in good quantitative agreement with the experimentally
derived Slater-Pauling curve.

For transition metal impurities that introduce a strongly perturbing, highly localized
potential, Friedel proposed avirtual bound state, VBS[Fri58] model to explain depar-
ture from the simple relationship for the compositional dependence of dipole moment
above. Friedel suggestsed that when the perturbation due toalloying is strong enough,
a bound state will be subtracted from the full d-band majority spin) and moved to
higher energies. When the virtual bound state’s (VBS) lies below the Fermi energy
the moment of the alloy will change slowly with concentration. As the VBS moves
above the Fermi level, however, a dramatic change in the magnetic moment is pre-
dicted to take place as electrons in the VBS empty into previously empty minority
spin states. At this point for every additional solute atom added, a five fold degenerate
majority spin 3d VBS will empty into five unoccupied minorityspin 3d states. The
change in average magnetic moment is predicted to be:

µ = µmatrix − (∆Z + 10)CµB (19.23a)

Magnetic moment suppression is given by the VBS as:

dµ

dC
= −(∆Z + 10)µB (19.23b)

The VBS model predicts a moment reduction of -6µB for V or Nb additions to
Co , e. g. The Friedel model was extended by Malozemoff et al [MWM84]. regarding
the effect of the valence of the solute species on the magnetization in late transition
metalmetalloid/early transition metal systems. VBS effects have been looked at in
amorphous magnets [CO85], [GMO89]. In particular, when early transition metal
glass formers are used these reduce the induction of the amorphous phase. Current
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efforts discussed below, seek to reduce early transition metal and metalloid glass for-
mer concentrations to optimize the inductions in amorphousand nanocomposite sys-
tems [MWL+10], [KMS+11]

19.1.3 Temperature Dependent Magnetic Properties.

19.1.3.1 Collective Magnetism

Dipolar interactions are important in defining demagnetization effects. However, they
are much to weak to explain the existence of a spontaneous magnetization in a mate-
rial at any appreciable temperature. This is because thermal energy at relatively low
temperature will destroy the alignment of dipoles. To explain a spontaneous magneti-
zation it is necessary to describe the origin of an internal magnetic field or other strong
magnetic interaction that act to align dipoles in the absence of a field.

A ferromagnet is a material for which an internal field or
equivalent exchange interaction acts to align atomic dipole
moments parallel to one another in the absence of an applied
field (H = 0).

Ferromagnetism is acollective phenomenonsince individual atomic dipole moments
interact to promote parallel alignment with one another. The interaction giving rise to
the collective phenomenon of ferromagnetism has been explained by two models:

(i) Mean Field Theory: considers the existence of a non-local internal magnetic
field, called theWeiss field, which acts to align magnetic dipole moments even
in the absence of an applied field,Ha.

(ii) Heisenberg Exchange Theory: considers a local (nearest neighbor) interaction
between atomic moments (spins) mediated by direct or indirect overlap of the
atomic orbitals responsible for the dipole moments. This acts to align adjacent
moments in the absence of an applied field,Ha.

Both of these theories help us to explain the T-dependence ofthe magnetization.
The Heisenberg theory lends itself to convenient representations of other collective

magnetic phenomena such asantiferromagnetism, ferrimagnetism, helimagnetism, etc.
illustrated in Fig. 19.9.

An antiferromagnet is a material for which dipoles of equal
magnitude on adjacent nearest neighbor atomic sites (or
planes) are arranged in an antiparallel fashion in the absence
of an applied field.
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(a)       (b)

(c)       (d)

Fig. 19.9. Atomic dipole moment configurations in a variety of magnetic ground states: (a)
ferromagnet, (b) antiferromagnet, (c) ferrimagnet, and (d) non-collinear spins in a helimagnet.

Antiferromagnets have zero magnetization in the absence ofan applied field because
of the vector cancellation of adjacent moments. They exhibit temperature dependent
collective magnetism, though, because the arrangement of the dipole moments is not
random but precisely ordered.

A ferrimagnet is a material having two (or more) sublattices,
for which the magnetic dipole moments of unequal magni-
tude on adjacent nearest neighbor atomic sites (or planes)
are also arranged in an antiparallel fashion.

Ferrimagnets have non-zero magnetization in the absence ofan applied field because
their adjacent dipole moments do not cancel.7 All of the collective magnets described
thus far acollinear magnets, meaning that their dipole moments are either parallel or
antiparallel. It is possible to have ordered magnets for which the dipole moments
are not randomly arranged, but are not parallel or antiparallel. The helimagnetof
Fig. 19.9 (d) is an example of a non-collinear ordered magnet. Other examples of
non-collinear ordered magnetic states include the triangular spin arrangements in some
ferrites [YK52].

The temperature dependence of the magnetization in a systemwith collective mag-
netic response is calculated within the context of statistical mechanics. We consider
the ordering effect of an applied and internal field and the disordering effect of ther-
mal fluctuations. We illustrate this for ferromagnetism in terms of mean field theory
as introduced by Pierre Weiss in 1907 [Wei07]. Weiss postulated aninternal magnetic
field (the Weiss field),~Hint, which acts to align atomic dipole moments even in the
absence of an external applied field,Ha. The of mean field theory is that the internal

7 ferrimagnets are named after a class of magnetic oxides called ferrites.



18 Magnetic Properties of Metals and Alloys.–January 4, 2013

field is directly proportional to the magnetization of the sample:

~Hint = λ ~M (19.24a)

The constant of proportionality ,λ, is called theWeiss molecular field constant.
A statistical mechanical treatment (the canonical ensemble) of the quantum theory

of paramagnetism describes the magnetization as a functionof H
T

in terms of aBril-
louin function:

M = NgJµBBJ (x) x =
gJµBB

kBT
(19.24b)

with:

BJ(x) =
2J + 1

2J
coth

[ (2J + 1)x

2J

]

− 1

2J
coth

[ x

2J

]

(19.24c)

For spin only angular momentum,J = S this reduces to:

M = Nµ
expx− exp(−x)

expx+ exp(−x)
= Nµ tanhx x =

µB(µ0H)

kBT

and in the classical limit,J = ∞ reduces to:

M = Ms

(

coth(x)− 1

x

)

= MsL(x) x =
µatomµ0H

kBT

where L(x) is theLangevin function. To consider a ferromagnet we treat the problem
in analogy to a paramagnet but now consider the superposition of applied and internal
magnetic fields. We conclude:

M = Ms

(

coth(x′)− 1

x′

)

= MsL(x
′) x′ =

µ0µatom
kBT

[

Ha + λM
]

(19.24d)

for a collection of classical dipole moments. Similarly,M = Nm < ~µatom > and:

M

Nmµatom
=

M

Ms

= L
(µ0µatom

kBT

[

Ha + λM
])

(19.24e)

This transcendental equation has solutions with a non-zeromagnetization (sponta-
neous magnetization) in the absence of an applied field. We show this graphically
consideringM(H = 0) the variables:

b =
µ0µatom
kBT

[

λM
]

Tc =
Nmµ0(µatom)2λ

3kB
(19.24f)

Notice thatTc has units of temperature. Notice also that:

b

Tc
=

3

T

[M(0)

Ms

] M(0)

Ms

=
bT

3Tc
= L(b) (19.24g)

The two equations for the reduced magnetization (i.e.,M(0)
Ms

= bT
3Tc

and M(0)
Ms

=

L(b)) can be solved graphically, for any choice of T by considering the intersection of
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Fig. 19.10. (a) Intersection between the curves,b
3
( T
Tc

), and L(b) forT < Tc gives a non-zero,
stable ferromagnetic state and (b) the locus of M(T) determined by intersections at temperatures
T < Tc, (c) reduced magnetization, m, vs. reduced temperature,t = T

Tc
, as derived from (b)

the two functionsb3 (
T
Tc
), and L(b). ForT ≥ Tc the only solutionis forM = 0, i.e.

paramagnetic response.
ForT < Tc we obtain solutions with a non-zero, spontaneous, magnetization, the

defining feature of a ferromagnet. ForT = 0 to T = Tc we can determine the
spontaneous magnetization graphically as the intersection of our two functionsb3 (

T
Tc
),

and L(b). This allows us to determine the zero field magnetization,M(0) as a fraction
of the spontaneous magnetization as a function of temperature. Fig. 19.10(c) shows
M(0,T )
Ms

to decrease monotonically from 1, at 0 K, to 0 atT = Tc, whereTc is called
the ferromagnetic Curie temperature. At T = Tc, we have a higher order phase
transformation from a ferromagnetic phase to paramagneticphase. In summary, mean
field theory for ferromagnets predicts:

(i) For T < Tc collective magnetic response gives rise to a spontaneous magne-
tization even in the absence of a field. This spontaneous magnetization is the
defining feature of a ferromagnet.

(ii) For T > Tc, the misaligning effects of temperature serve to completely ran-
domize the direction of the atomic moments in the absence of afield. The loss
of the spontaneous magnetization defines the return to paramagnetic response.

(iii) In zero field the ferromagnetic to paramagnetic phase transition is higher order
(first order in a field).

19.1.3.2 Landau Theory of Magnetic Phase Transitions.

The Landau theoryalso describes collective magnetism in systems that undergo para-
magnetic to ferromagneticphase transitionsin terms of anorder parameter.

The order parameter, η, quantifies a new physical property of
the system that arises from a phase transformation.
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The order parameter is defined such that it is zero on one side of the transforma-
tion (disordered) and finite and positive on the other side ofthe transformation. It
approaches unity when the transformation nears completion. The order parameter is
determined from the condition that the free energy is a minimum. In 1937, [Lan37]
was the first to expand theFree energyin a Taylor’s series about theCurie temperature
TC in a ferrromagnet:

G = G0 +
(∂G

∂η

)

η=0
η +

1

2

(∂2G

∂η2

)

η=0
η2 +

1

6

(∂3G

∂η2

)

η=0
η3 + . . . (19.25a)

This can also be written as:

G = G0 + aη + bη2 + cη3 + . . . (19.25b)

where it may be assumed that the expansion is valid away from the transition temper-
ature. To express equilibrium, it is required that:

(∂G

∂η

)

and
(∂2G

∂η2

)

> 0 (19.25c)

and thereforea = 0. For magnetic materials the order parameter is related to the
magnetization, M. Above the Curie temperature this value goes to zero and below the
Curie temperature, M rises until it reaches its maximum value at 0 K, which can be
written as M(0). M(0) is also called thespontaneous magnetization. In order to define
an order parameter which varies from 0 to 1 we can define thereduced magnetization:

m(T ) =
M(T )

M(0)
(19.26)

The value of m(T) thus is 0 above the Curie temperature and unity at 0 K. This is
the order parameter for magnetic materials. It can further be remembered that the
magnetization is a vector. In this case the order parameter can be written as:

m(T ) = mx
~i +my

~j +mz
~k (19.27)

where the components of the magnetization, mx, my and mz represent the direction
cosines of the magnetization vector with respect to a reference coordinate system. This
distinction will become important in a discussion ofmagnetic anisotropylater in the
course. For now we continue our discussion using a scalar order parameter, m. The
free energy (in light of equilibrium conditions) can be expressed:

G = G0 +
a

2
m2 +

b

4
m4 + . . . b > 0 (19.28a)

there are no odd order terms in this expansion because the free energy must be invariant
with respect totime reversal symmetry. Time reversal symmetry refers to the fact that
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M

Fig. 19.11. (a) Gibb’s free energy functional dependence onm for a paramagnet, ferromagnet
and at Tc, (b) resulting temperature dependence of the spontaneous magnetization within the
Landau theory.

changing the direction (sign) of the magnetization must yield the same free energy.
We now consider the conditions for thermodynamic equilibrium:

( ∂G

∂m

)

= am+ bm3 = 0
( ∂2G

∂m2

)

= a+ 3bm2 (19.28b)

which can be true form = 0, the paramagnetic state (α > 0) and form2 = −a
b

the
ordered state for which a spontaneous magnetization existsanda < 0. Examination of
the second derivative allows us to infer that fora < 0 m is non-zero (ferromagnetic),
for a > 0 m is zero (paramagnetic) anda = 0 at Tc. Fig. 19.11 (a) shows the Gibb’s
free energy functional dependence on m for a paramagnet, ferromagnet and at Tc and
Fig. 19.11 (b) shows temperature dependence of the spontaneous magnetization To
first order we can reflect the sign change occurring at Tc by writing:

a = aθ(T − Tc) and m2 =
aθ(Tc − T )

b
m =

(aθ
b

)
1

2

(Tc − T )
1

2 (19.28c)

The free energy can thus be rewritten:

G = G0 −
(a2θ
4b

)

(Tc − T )2 + . . . (19.28d)

The magnetic phase transition (ferromagnetic to paramagnetic) that occurs at the
Curie temperature is an example of asecond order phase transition.

The Landau expansion can be expanded to include the conjugate thermodynamic
parameters (including applied fields) of the order parameter. When the order parame-
ter is the magnetization, we can write:

G = G0 +
a

2
m2 +

b

4
m4 + . . .− µ0MH (19.29)
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Fig. 19.12. (a) Gibb’s free energy functional dependence onm (b) the same with the inclusion
of a field (Zeeman) energy term.

where in a scalar formalism we take M and H as parallel. This isan example of a free
energy functional that gives rise to afirst order phase transitionin field.

It is often of interest to determine the Curie temperature ofa magnetic material
from magnetization vs. temperature data taken in a constantapplied field. There are
a variety of fitting procedures for this including taking thetemperature at which an
inflection point in such a curve occurs as an estimation of Tc. A more satisfying
method for determining the Curie temperature is in terms of theArrott plot [Arr57],
[Bel56] which is rooted in a consideration of the first order phase transition in the
presence of an applied field, H. Taking the derivative of the function above with respect
to m and setting it equal to zero yields:

a(T )m+ b(T )m3 = µ0H = aθ(T − Tc)m+ b(T )m3 (19.30)

At Tc, a plot of m3 vs. H is therefore predicted to be linear.
The influence of an applied field on the magnetic transition can be rationalized as

follows. Fig. 19.12 (a) shows the previous Gibb’s free energy functional dependence
on m. Fig. 19.12 (b) shows the same with the the inclusion of a field (Zeeman) energy
term. In zero applied field, both domains (±M ) have equal free energies, thus either
or both domains may form. In the presence of an applied field, one domain (that with
its magnetization parallel to the applied field) is favored over the other.

The Landau theory can be extended in several ways to considerother types of phase
transitions. These include:

(i) Explicitly considering the magnetization as a vector order parameter (magnetic
anisotropy);

(ii) considering spatial derivatives of the magnetizationin the expansion (micro-
magnetics); and
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(iii) including additional work terms in the free energy with or without coupling
terms to the magnetization (magnetostriction, e.g.).

These are the subject of several of the discussions below.

19.1.4 Angularly Dependent Magnetic Properties: MagneticAnisotropy.

Anisotropy refers to the phenomenon that certain properties of single crystal materials
depend of the the direction in which they are measured.Magnetic anisotropyincludes:
(i) Magnetocrystalline anisotropy; (ii) Shape anisotropy;(magnetostatic); (iii)Induced
Anisotropy(a) Stress; (b) Annealing; (c) Deformation; (d) Irradiation.

Only magnetocrystalline anisotropy is intrinsic, depending only on the symmetry
of the magnetic material. Most ferromagnetic materials derive from cubic or uniaxial
materials. The magnetic free energy is expressed in a tensorformalism:

Ea = kmnMmMn + k′mnopMmMnMoMp + k′mnopqrMmMnMoMpMqMr + . . .

(19.31)
where thek′s are 2nd, 4th, 6th, etc. rank tensors. M’s are axial vectors.

Only even powers of M occur in the expansion since Ea is invariant to thetime
reversal operation, R. We express the magnetization in direction cosines:

Mi = Ms cosαi = Ms

(

cosα1
~i+ cosα2

~j + cosα3
~k
)

(19.32a)

and we can construct thedyadic productof Mi with itself to be:

MmMn = M2
s





cos2 α1 cosα1α2 cosα1α3

cosα2α1 cos2 α2 cosα2α3

cosα3α1 cosα3α2 cos2 α3



 (19.32b)

If the paramagnetic phase is cubic, the second rank tensor isa scalar as shown:

k′mnMmMn = k1M
2
s

(

cos2 α1 + cos2 α2 + cos2 α3

)

= k1M
2
s = k′mnδmn

(19.32c)
whereδmn is theKronecker delta. For cubic materials, the first term in the expansion
is constant and we must go to the 4th order to obtain information on anisotropy.

For hexagonal symmetry, the 2nd rank anisotropy tensor has the form:

k′mn =





k1 0 0

0 k1 0

0 0 k3



 (19.33a)

k′mnMmMn = M2
s k1 +M2

s (k3 − k1) cos
2 α3 (19.33b)

Thus in hexagonal, or anyuniaxial materials, we need to include 2nd order terms in
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Fig. 19.13. (a) M-H Curves for a single Crystal ofhcpCo along different directions.

the expansion. Sincecos2 α3 = 1− sin2 α3, the last expression can be written:

Ea = K0 +K1 sin
2 θ (19.33c)

whereθ = α3 is the more common symbol used in the literature to denote theone
unique angle. When 4th order terms are included in the expansion the anisotropy is:

Ea = K0 +K1 sin
2 θ +K2 sin

4 θ (19.33d)

19.1.4.1 Uniaxial Symmetry

The work performed when a field, H, is applied to a magnetic material is HdM with
dM the change in magnetization. Fig. 19.13 shows M vs. H plot for hexagonalCo .
With H along the[0001] direction M changes more easily than when perpendicular to
this direction. Thus the[0001] is theeasy direction of magnetization, EMD. The area
between two H(M) curves (the work difference to saturate) isthemagnetocrystalline
anisotropy energywith units of energy per unit volume. Since a large amount of work
must be performed to align M along basal plane directions (⊥ to the EMD), these are
hard axes. Materials with a single easy axis have uniaxial symmetry.

The magnetocrystalline anisotropy energy of a hexagonal material is written to 1st
order in 19.33c, whereθ is the angle from the[0001] axis . For positive K1, the
minimum energy is forθ = 0◦ and the maximum forθ = 90◦. If K 1 is negative, the
minimum in energy is in the basal plane. The expression for the energy denoted in
equation 19.33c is a 1st order expansion in terms ofsin2 θ. If we add the 2nd term
we obtain equation 19.33d, where the 2nd order term, K2, allows more complicated
variation of energy with angle. The 3 extrema for this equation are at:θ = 0◦, θ = 90◦
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Fig. 19.14. H vs. M plots forFe andNi .

and at an intermediate value depending on K1 and K2. The third solution allows for
easy directions to lie on a cone at an angle from the vertical[0001] direction.

The field associated with magnetic anisotropy is called theanisotropy field, HK :

HK =
2K1

Ms

(19.34)

Ii K2 = 0. HK , is the field necessary to saturate the material along the harddirection
and serves as an upper bound for the coercivity.

19.1.4.2 Cubic Symmetry

H vs. M plots forFe andNi are shown in Fig. 19.14. ForFe , the〈100〉 directions are
the easy axis directions, whereas forNi the easy axes are the〈111〉 directions. Thus,
Fe has six easy axes (±〈100〉) andNi has eight easy axes (±〈111〉).

The cubic anisotropy energy is written to sixth order terms in direction cosines as:

Ea = K1

(

α2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1

)

+K2

(

α2
1α

2
2α

2
3

)

(19.35)

whereα’s are direction cosines of angles between M and the〈100〉 axes. For the case
whereK2 = 0 it can be shown that the minima are along the〈100〉 if K1 > 0 and
along the〈111〉) if K1 < 0. This is the case ofFe andNi , respectively. In these cases
the intermediate axes are along the〈110〉 and maxima (hard axes) are〈111〉 if K1 > 0

and along the〈100〉) if K1 < 0 (i. e. opposite the easy axes).
ConsiderFe with saturation induction,Bs = 2.2T and cubic magnetocrystalline

anisotropy, withK1 = 4.8×105 erg
cm3 . If we consider the magnetization oriented along
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Fig. 19.15. (a) Schematic of isotropic and anisotropic magnetostriction and (b) magnetostrictive
strain as a function of the magnitude of the applied field, H.

[111] thenEa = 1.28× 105 erg
cm3 . We can calculate an anisotropy field, HK :

HK =
2K1

Ms

=
9.6× 105 erg

cm3

21580
4π

= 559Oe

This is the field necessary to saturate when oriented along the hard axis. Recognizing:
B = µrH , the relative permeability is:

µr =
4πMs

HK

=
M2
s

2K1
=

21580

2× 559
= 19.3

For M ‖ [100], µr is unbounded if there aren’t impediments to domain wall motion.

19.1.4.3 Coupling of Magnetic Properties to Stress Fields:Magnetostriction.

The coupling of magnetic and mechanical properties is termedmagnetostriction. Mag-
netoelastic interactions result from coupling magnetic anisotropy and elastic response.
Magnetostriction can cause dissipative energy loss in magnetic materials. Coupling of
residual stress in alloys with non-zeromagnetostriction coefficient,λ (units of strain)
results in stress induced anisotropy that can reduce the ease of magnetization, lowerµ
and increaseHc. 8 In Invar alloys magnetostrictive volume changes cancel thethermal
expansion coefficient making material dimensions temperature-independent [Gig95].

A change in dimension during magnetization by an applied field isanisotropic mag-
netostriction. Along the direction of the applied magnetic field the sampleelongates
or shrinks and perpendicular to the field the sample shrinks or elongates, respectively
(Fig. 19.15 (a)). Anisotropic magnetostrictionor exchange magnetostriction, arises
from coupling of the exchange energy to the interatomic spacing. This occurs during

8 Strain is defined as the change in length divided by the original length, a dimensionless quantity.
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Fig. 19.16. Reduction in the demagnetization field as a result of the introduction of magnetic
domains into a ferromagnetic sample.

cooling through Tc without an applied magnetic field. For anisotropic magnetostric-
tion there are both longitudinal and transverse effects that add to zero volume change.
A tensor property, magnetostriction is tied to the crystallography.

Magnetostrictive strains,δl
l

, (whereδl is the magnetostrictive displacement) for
typical transition metal ferromagnets are∼ 10−5 − 10−6 at saturation. The mag-
netostriction coefficient in the saturated state is thesaturation magnetostriciton,λs.
Beyond saturation there is a small increasingforced magnetostrictiontypically mea-
sured on a logarithmic scale with field, H.Co has the largest magnetostriction of the
elements with a value ofdl

l
∼ 60× 10−6 at room temperature. For interesting alloys

dl
l

can be large.dl
l
∼ 10−3 for Terfenol,Tb1−xDyxFe2.

19.1.5 Microscopic Magnetization and Domains.

A magnetic domain is macroscopic volumes over which
atomic magnetic moments are aligned.

For a ferromagnet, whenHa = 0, the existence of a spontaneous magnetization re-
quires the existence of domains . It is perhaps surprising, that ferromagnetic materials
can exist in a ”virgin state” for which the magnetization is zero in the absence of
an applied field. This is understood by ferromagnetic domaintheory. In a typical
magnetic material a macroscopic volume contains many domains. Each domain has
a spontaneous magnetization of magnitude, Ms. In the absence of an applied field
the magnetization vectors are randomly aligned from domainto domain (just like in a
paramagnet atomic dipoles were random). Taking a vector sumof the magnetization
over many domains may yield zero sample magnetization because of vector cancella-
tion.

The energetic reasons for domain formation are discussed below. We can qualita-
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Fig. 19.17. Random domains in a ferromagnetic material, with the[100]-type directions as easy
direction of magnetization (a) a case where the net magnetization is zero and (b) where the net
magnetization is non-zero.

tively understand this by by recognizing that magnetic flux line leave the north pole
of a magnet and enter the south pole. This gives rise to a field outside the magnet,
thedemagnetization field, Hd which would like to misalign the dipole moments in the
ferromagnet. It requires internal energy to maintain the alignment of the dipoles.

A configuration for which the demagnetization field is reduced will lower the total
energy of the system. For two domains (Fig. 19.16) we significantly reduce the return
path which is necessary to be taken by fringing fields. By applying successively more
domains we can further reduce themagnetostatic self energyto nearly zero. In the case
where we have two long domains and two closure domains9 the magnetization makes
a nearly circuitous path reducing the demagnetization fieldto nearly zero. There is no
free lunch, though. Each boundary between domains requiresthat we pay an energy
associated with adomain wall. The configuration of domains and walls, ultimately
depends on the balancing of these two energies.

Magnetic domains were first postulated to exist by P. Weiss in(J. de Phys., 6, 661,
1907) [Wei07]. In his epoch paper he postulated their existence in order to explain
how a ferromagnet could exist in a demagnetized state below its Curie temperature. A
random array of regions with differing directions of magnetization could be imagined
to exist and the regions would align themselves with application of a magnetic field.

Magnetic domains existbecause of the lowering of the symmetry of a material when
it passes from the paramagnetic state to the ferromagnetic state. However, their spe-
cific arrangement in the material is dependent on the variousenergies associated with
the ferromagnetic state. These include:

9 This often happens in cubic materials with〈100〉 easy axes
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(i) Exchange
(ii) Magnetostatic
(iii) Applied fields
(iv) Magnetocrystalline anisotropy
(v) Magnetostriction

When cooling a cubic material with〈100〉 easy axes of magnetization from above the
Curie temperature, if all domains have equal probability offorming their arrangement
may be thought to look like Fig. 19.17.

Fig. 19.17 (a) illustrates an configurations for which ) the total magnetization would
be zero. If however the arrangement of domains were as shown in Fig. 19.17 (b), the
magnetization would be non-zero, with the largest component along the y-axis. The
material could magnetize this way if there were a field applied during the cooling
process. Such field processing can therefore be important indetermining the magnetic
remnant state and subsequent magnetization processes.

Breakup into domains is undesirable inpermanent magnetmaterials because it re-
duces the usefulremnant induction. For this reason permanent maganet materials are
engineered to have large magnetic anisotropies and consequently large coercive fields.
Magnetic anisotropy can also be developed by judiciously chosen shapes. The shape
of a horseshoe magnetwas developed to prevent the magnetic stray fields from de-
magnetizing a permanent magnet made from a relatively soft magnetic material.

19.1.6 Energies Determining the Magnetic Domain Size.

It can be seen from the schematic that the stray field in the first configuration of
Fig. 19.16. is much larger than the second. The second arrangement of domains
lowers this energy. However, a new feature appears, namely the wall between the two
domains. Thisdomain wallhas an energy of its own, so if the material in is to break up
into two domains, the decrease in stray field energy must be greater than the increase
in energy due to the domain wall.

Further subdivision into more domains is possible as seen inFig. 19.16. The ul-
timate size of the domains is determined as calculated belowbased on the balance
between savings of magnetostatic energy and the cost in wallenergy. The magneto-
static energy can be further reduced by ensuringflux closurethrough the introduction
of closure domainsat the surface of the sample [LL35] as illustrated in the lastframe
of Fig. 19.16.

In more complicated domain structures the principles of minimizing the total en-
ergy associated with free poles and walls applies. These canbe complicated by sam-
ple geometries, internal interfaces, surface morphological features and non-magnetic
inclusions.
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19.1.7 Domain Wall Configurations

There are a variety of configurations for domain walls [SH98]and their geometries
depend on a variety of considerations including:

(i) Theexchange stiffness, Awhich is a measure of the energy penalty for rotating
a spin against the exchange energy in a material. It is definedas:

Aex = A =
nJS2

a
(19.36a)

where n is the number of atoms (dipoles) per unit cell and a is the lattice con-
stant. This derives from the Heisenberg nearest neighbor exchange energy:

Eex = −2JS2 cosφij = −2A cos
(dφ

dx

)

(19.36b)

where the first expression is for a discrete lattice withφij the angle between
adjacent spins. The second expression is the continuum expression.

(ii) The crystal symmetry and the magnetocrystalline anisotropy energy density.
(iii) The material geometry. In particular, domains in bulksamples and thin films

are fundamentally different because of demagnetization effects. The magneto-
static energy is often a primary determinant of the wall configurations, espe-
cially in thin samples.

(iv) Volume and surface pinning effects.

Fig. 19.18 illustrates a few examples of domain wall configurations in magnetic ma-
terials. Fig. 19.18 (a) illustrates a 180◦ domain wall which accommodates a complete
magnetization reversal in a material. Fig. 19.18 (b) illustrates 90◦ domain walls which
provide a closed path for magnetic flux within a sample, minimizing free pole magne-
tostatic effects. Fig. 19.18 (c) shows curved walls and Fig.19.18 (d) spike domains.
Each of these offer a means of mixing the free pole density on afiner scale which can
be of energetic advantage in thin samples. The geometry of the reversal in a wall can
also differ from bulk to thin film samples as discussed in the context ofBloch walls
andNeel walls.

19.1.8 Energetics of a 180◦ Domain Wall.

We now discuss the relative values of energies in determining the geometry of the
domain wall. A possible wall structure is one with an abrupt change, (Fig. 19.19 (a)).
This abrupt change has a high energy because of the large value of theexchange energy
across the wall. This energy is estimated using:

Eex = −2Jex~Si · ~Sj (19.37a)
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Fig. 19.18. Examples of domain wall configurations in magnetic materials (a) 180◦, (b) 90◦,
(c) curved domain walls and (d) surface spike domains.

(a)           (b)

Fig. 19.19. Magnetic domains separated by an atomically sharp domain wall (a) and by a wall
with a gradual 180◦ rotation of the dipole moments in the wall.

and calculating the exchange energy for parallel and antiparallel spins:

Eex(↑↑) = −2JexS
2 cos(0) = −2JexS

2 Eex(↑↓) = −2JexS
2 cos(180) = 2JexS

2

The excess energy of the abrupt change wall is proportional to 4JexS
2. By spreading

the spin reversal over n equal steps of angleπ
n
= 180

n
, a lower wall energy is obtained

(Fig. 19.19 (b)). The potential energy between adjacent dipole moments is:

Eex(smallangle) = −2JexS
2 cos(

π

n
) (19.37b)

If the angle,θ between nearest neighbor dipole moments is small the we can use the
small angle Taylor series expansion forcos θ:

cos θ ≈
(

1− θ2

2

)

=
(

1− π2

2n2

)

and therefore:

Eex = −2JexS
2
(

1− π2

2n2

) (

∆Eex

)

= 2JexS
2
( π2

2n2

)

= JexS
2
(π

n

)2

(19.37c)



32 Magnetic Properties of Metals and Alloys.–January 4, 2013

and to obtain the total exchange energy over then+ 1 spins in the wall:

Uex = (n+ 1)
(

∆Eex

)

= JexS
2
(π

n

)2

(n+ 1) ≈ JexS
2π2

n
(19.37d)

As n → ∞, Uex goes to zero. Thus, if this were the only energy term the wall would
be infinitely wide. However, all the spins, in the domain wall, are not aligned in easy
axes directions so there will be a magnetocrystalline anisotropy energy term which
must be taken into account.

Since we are ultimately interested in normalizing energiesper unit area of a domain
wall, we can consider the contribution of the exchange energy to the wall energy. The
exchange energy per unit area is found by dividing the above energy bya2, where a is
the lattice parameter of the material sincea2 represents the area per spin:

Uex
a2

=
JexS

2π2

na2
= γex (19.37e)

Hence the exchange energy is inversely related to the wall thickness. A small exchange
energy gives rise to a larger wall width.

The magnetocrystalline anisotropy energy within the wall can be approximated by
multiplying the width of the wall times the anisotropy constant,K1:

γa = naK1 (19.37f)

The total wall energy is then the sum of the contributions from exchange and anisotropy:

γtot = γex + γa =
JexS

2π2

na2
+ naK1 (19.37g)

We can now determine the value of n (and therefore the width ofthe wall) which
minimizes this total energy:

dγtot
dn

= 0 = −JexS
2π2

n2a2
+ aK1 neq =

(JexS
2π2

a3K1

)
1

2

(19.37h)

and we can see that increasingJS2 increases n and increasingK1 decreases the value
of n. The thickness of a domain wall is given as:

δw = neqa = π
(JexS

2

aK1

)
1

2

= π
√Aex

K1
(19.37i)

The total energy of the wall is given as:

γtot = γex + γa = 2
(JexS

2π2K1

a

)
1

2

= 2π
(

AexK1

)
1

2

(19.37j)

The Box 19.3 shows that the wall energy is equally divided between exchange and
magnetocrystalline energy and calculates the domain wall width forFe .
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Box 19.3 Calculation of the domain wall thickness for crystalline Fe .

The domain wall thickness may be written as:

δw = neqa = π
(

JexS
2

aK1

) 1

2

whereneq is the value of n which minimizes the total wall energy. ForFe :

JexS
2 = 2.16 × 10−21

J, K1 = 4.2 × 104
J

m3
a = 2.86× 10−10

m

and we can calculateδFew to be:

δ
Fe
w = π

(

JexS
2

aK1

) 1

2

= 42nm

This value is≈ 150 lattice spacings.
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Fig. 19.20. Geometries of 180◦ domain walls (a) a Bloch wall and (b) a Neel wall.

19.1.9 Energetics of 180◦ Domain Walls in Thin Films.

In a thin film there are two ways of rotating the magnetizationwithin the wall, as
shown in Fig. 19.20. TheBloch wall, Fig. 19.20 (a) has a high demagnetization energy
since the magnetization vector points out of the thin film. For a Bloch wall, the rotation
of the magnetization is parallel to the wall surfaces. An alternative configuration, is
shown in Fig. 19.20 (b). Here the magnetization vector rotates in the film, thereby
minimizing the demagnetization energy. This type of wall iscalled aNeel wall. For
a Neel wall the rotation of the magnetization is normal to thewall surfaces.Typically
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the Neel wall is present in films less than∼ 10 nm thick. For thicker films the Bloch
wall may be present.

The demagnetization effects in domain walls has important implications for the sta-
bility of the domain wall as a function of the thickness of magnetic thin film samples.
We consider these stability arguments next. The energies and widths of these walls has
been reported by Middelhoek [Mid63]. For a 180◦ Bloch domain wall parallel to the
easy direction, as is illustrated in Fig. 19.20 (a), the direction of magnetization within
wall can be expressed as:

θ(x) =
( π

δw

)

x − δw
2

< x <
δw
2

(19.38)

whereδw is the thickness of domain wall andθ is the angle between the magnetization
and a direction in the plane of the wall and perpendicular to the plane of the film.

When the thickness of specimens is comparable to the domain wall width, it is not
correct to neglect demagnetization effects at intersections of the domain wall and the
specimen surface. The importance of this for thin films was first noted by Neel. The
lowest energy configuration is the Neel domain wall where thedomain wall magneti-
zation rotates from one domain direction to the next withoutleaving the plane of film.
A 180◦ Bloch domain wall parallel to the easy direction is illustrated in Fig. 19.20 (b).
In the Neel domain wall, the magnetization rotates about theaxis perpendicular to the
plane of film. Box 19.4 considers the energetics and the domain wall thickness for a
Bloch and Neel wall.

Fig. 19.21 shows results of calculations of domain wall energies and widths for an
Fe40Co40Nb4B13Cu nanocomposite alloy. For these calculations, the magnetocrys-
talline anisotropy energy density is taken as 1J

m3 , the exchange stiffness is2 × 1011

J
m

and the experimentally determined magnetization is1.088× 106 A
m

Fig. 19.21 (b)
shows that when the film thickness is less than 36 nm, the wall energy of Bloch wall
is higher than that of Neel wall. Therefore the Neel type domain wall is energetically
favored in the thinnest films. The wall width is roughly 28-40nm in Bloch walls when
the film thickness is larger than∼ 36 nm [LMU+08].

19.1.10 Magnetostatic Energy.

To evaluate the magnetostatic energy (stray field energy) itis easier to use spheres,
as their demagnetization factor is well known and does not vary with size. Fig. 19.22
shows how the stray field differs between a particle with one domain and one with two
domains. The magnetostatic energy in the single domain spherical particle is given as:

1EMS =
2

9
µ0M

2
s πR

3 (19.39)
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Fig. 19.21. Domain wall calculations: (a) wall energy of a Bloch and Neel wall as a function
thickness and (b) domain wall width for anFe40Co40Nb4B13Cu nanocomposite alloy.

The magnetostatic energy for the two domain sphere is estimated to be one half that
of the single domain particle; hence its total energy is :

2EMS + γπR2 =
1

9
µ0M

2
s πR

3 + γπR2 (19.40)

The single domain particle size is the size of the largest par-
ticle that can remain single domain, and also known as the
monodomain size

The single domain particle size is seen to be:

RSD =
9γ

µ0M2
s

=
36µ0

√
(AK1)

µ2
0M

2
s

(19.41)

Using typical values for these parameters this size is 6 nm for Fe and 16 nm forNi .
Box 19.5 calculates the single domain size for crystallineFe .

19.1.11 Other Length Scales in Ferromagnets.

19.1.11.1 Equilibrium Size of Domains.

The equilibrium size of domains in a sample depends on among other variables the
size of the sample. The relation is given as:

Deq =

√
(γwL)

Ms

(19.42)

Where L is a size of the sample. As L decreases the equilibriumdomain size decreases
but not as rapidly. Eventually a size is reached where there should only be one domain
in the particle. This the single domain particle size,RSD.

For Fe , the magnetic domain size in a sample ofL = 10−2 m is of the order of
5 × 10−6 m or about 5µm. Since the wall energy depends onK1 it can be seen
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Box 19.4 Calculation the domain wall thickness for a Bloch and Neel walls.

The exchange energy can be expressed as:

Eex = A
(

dθ

dx

)

= A
(

π

δw

)2

where A is the exchange stiffness. The mean anisotropy energy in the wall is written as:

EK =
1

δw

∫ δw
2

−
δw
2

δwK cos2 θdx =
K

2
δw

where K is the anisotropy constant. The demagnetization energy, is calculated assuming
a wall volume approximated by a cylinder with an elliptical cross section, and expressed:

Ed =
1

2
µ0HdMwall Hd = −NdMwall Nd =

δw

δw +D

where Hd is the demagnetization field and Mwall is the average magnetization in the
cylinder and D is the film thickness and:

Ed =
µ0

2

δw

δw +D
M

2
wall =

µ0

4

δw

δw +D
M

2
s

where Ms is the saturation magnetization. The total wall energy density sums the ex-
change, anisotropy and demagnetization energy densities.Multiplying by the wall width:

γ =
(

A
( π

δw

)2

+
K

2
+

µ0δw

4(δw +D)
M

2
s

)

δw = A
π2

δw
+

K

2
δw +

µ0δ
2
w

4(δw +D)
M

2
s

as before energy is minimized with respect to the domain wallthickness to yield:

∂γ

∂δw
= 0 = −A

(

π2

δ2w

)

+
K

2
+

µ0(δ
2
w + 2δw)D

4(δw +D)2
M

2
s

for a thick film, the 3rd term is neglected and the wall energy and wall width are:

γB = 0 =
√
2π

√
AK δw =

√
2π

√A

K

The variation of magnetization angle for a Neel wall differsfrom a Bloch wall in the
rotation direction. The total wall energy density is calculated without ignoring the de-
magnetization term and the expression and solved numerically for the Neel wall width.

that decreasing the magnetocrystalline anisotropy decreases the equilibrium size of a
domain.

19.1.11.2 Ferromagnetic Exchange Length.

The ferromagnetic exchange length is the distance over which a perturbation in the
spins of a material can be detected due to the changing (flipping) of a single spin. This
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M MM

Fig. 19.22. Monodomain spherical particle (a) and break up into two domains to reduce the
magnetostatic energy.

Box 19.5 Calculation of the single domain size for crystalline Fe .

The single domain size for crystallineFe is calculated:

RSD =
9γ

µ0M2
s

=
36µ0

√
(AK1)

µ2
0M

2
s

=
36× (4π × 10−7)

√
((8.3× 10−12)× (5× 104))

(2.15T )2
= 6nm

value is written as:

Γex =
( Aex
µ0M2

s

)
1

2

(19.43)

19.1.11.3 Magnetic hardness parameter.

The quotient of the ferromagnetic exchange length to the magnetic domain wall width
divided byπ is a parameter that is called themagnetic hardness parameter,κ. It is
dimensionless and is given as:

κ =
( K1

µ0M2
s

)
1

2

(19.44)

κ is a measure of the relative strengths of the magnetocrystalline anisotropy and mag-
netostatic energies. Forκ > 1 the material is termed apermanent magnet. If κ < 1

the material is asoft magnet.
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19.1.11.4 Superparamagnetic Particle Size.

Below a certain size, the thermal energy is greater than the anisotropy energy of a
ferromagnetic particle, which causes the magnetization tobe unstable in the particle
with respect to thermally activated switching. This means that it can take on different
orientations with time. The probability per unit time that Mswitches is given as:

P = f0 exp
(∆fV

kBT

)

(19.45)

wheref0 is an attempt frequency on the order of109 Hz. The value of∆f depends on
whether there is strong shape or strong magnetocrystallineanisotropy. For the former,
∆f = ∆Nµ0M

2
S and for the latter it equals the anisotropy constant,K1.

It can be shown that the size of a particle withK1 of 105 J
m3 that will prevent

switching within one second is about 6 nm whereas the size of aparticle with the
sameK1 that will prevent switching for one year is about 7.5 nm.

These size particles are easily made, and current magnetic recording media are
pushing the limits of superparamagnetism. It can be shown that if the anisotropy con-
stant is raised to3× 106 the size of a particle that will prevent switching for one year
is about 2.4 nm. The materialFePt , with theL10 structure (Space Group P4/mmm,
Pearson Symbol tP2) has this value of a magnetocrystalline anisotropy constant.

19.2 Magnetic Domains and the Magnetization Process.

There are two ways to magnetize a polydomain ferromagnetic material, namelydo-
main wall displacementor rotation of the magnetization vector. Consider the process
as shown schematically in Fig. 19.23.

Considering Fig. 19.23, if the applied field, H, is directed at an arbitrary angle with
respect to the magnetization, as shown in (b), for small H magnetic wall displacement
occurs. As H increases, the fraction of the domains with M pointing up increases until
in (c) only a single domain exists. Going from (d) to (e) occurs by M rotating toward
H until saturation at (f). The application of the field H does not change the direction
of M anymore but it does increase the magnitude of M until it reaches the value of
its saturation at 0 K,. This process, in which the entropy dueto finite temperature is
overcome by the magnetic field is called theparaprocess.

Now consider what happens if H is applied perpendicular to the easy axis. There is
no force available to move the magnetic domain wall since it is perpendicular to the
field. Thus rotation of the moments occurs from the start and the response as shown
in Fig. 19.23 (g). The magnetocrystalline anisotropy tendsto keepMs aligned in the
c direction but interaction with H tends to turn M toward H. The total energy is:

E = K1 sin
2 θ −HM sin θ (19.46)
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Fig. 19.23. Steps in the magnetization process (a) virgin state, (b) wall motion, (c) mon-
odomain, (d) rotation, (e) saturation and application of a field exceeding that required to sat-
urate.

whereθ is measured from the c-axis. To determine the equilibrium configuration, we
take the first derivative and obtain:

∂E

∂θ
= 2K1 sin θ cos θ −HM cos θ = 0 sin θ =

HM

2K1
(19.47)

The susceptibility in the direction H perpendicular to c equals the component of M
along H divided by the magnitude of H, that is:

χ⊥ =
Ms sin θ

H
=

M2
s

2K1
(19.48)

At saturationθ = 900 andsin θ = 1. This occurs when:

H = HK =
2K1

Ms

H = HK +
4K2

Ms

(19.49)

whereHK is called the anisotropy field of the material, the first expression is 1st order
(whenK2 = 0) the second includes a non-zeroK2.

19.2.1 Frequency Dependent Switching of Magnetic Materials.

19.2.1.1 Bulk Materials.

When a magnetic material is cycled, the area of the hysteresis loop transversed corre-
sponds to the energy loss and consequent heat generated during this cycling process.
These energy losses are referred to ascore lossesand are generated due to irreversible
magnetization processes occurring in the material. The core losses tend to increase
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significantly with increased cycling frequency and maximumsaturation induction ac-
cording to theSteinmetz equation[Ste84]:

Ptot = CfαBβ
m (19.50)

where Pc are the total core losses per unit volume or mass, C is a constant, α andβ
are calledSteinmetz coefficients, f is the cycling frequency, and Bm is the maximum
induction during magnetic cycling. While these coefficients are material and geometry
dependent, typical values areα ∼ 2 andβ ∼ 1− 2.

Since soft magnetic materials are used in alternating current circuits, the dynamic
response as a function of frequency is very important. This response is dictated by
magnetic loss mechanism. The total power loss,Ptot can be partitioned:

Ptot = Ph + Pec + Pan (19.51)

which is the sum of hysteresis,Ph, classicaleddy currentPec, and excess or anoma-
lous eddy current loss,Pec components. Loss separation is a useful way to analyze
each loss term as if they were independent each other. The static part of loss represents
that determined by the quasi-static hysteresis loop at a given maximum induction and
varies linearly with frequency. Classical eddy current losses depend on the electrical
resistivity, sample geometry and dimensions compared to theskin depthfor EM radia-
tion. These losses increase with the square of frequency. For clockwise eddy currents
in a monodomain cylinder uniformly magnetized along the±z-axis:

Pec ∼
(µ0M0)

2R2

8ρ
f2 (19.52)

whereM0 is the magnetization, R the radius,ρ the resistivity and f, frequency of
switching. It can then be seen that eddy currents become increasingly important at
higher frequencies and can be mitigated by control of magnetdimension (R) and the
material’s resistivity. The magnetization is typically required to be large.

Anomalous eddy currents associated with domain walls give rise to losses which
increase at a power of frequency that is greater than 2. Ultimately, in a material in
which all sources of losses have been minimized, losses willoccur at a frequency of
an RF magnetic field that corresponding to the precession of atomic dipole moments
about a static magnetic field, theferromagnetic resonance, FMRfrequency.

19.2.1.2 Relaxation Processes in Magnetic Fluids.

Ferrofluids are colloidal suspensions of magnetic nanoparticles (MNPs) in liquids that
have properties important to applications discussed below. Particles in a ferrofluid
have a magnetization aligned along the EMD. Dipole moments align in direction of
applied field, either by the rotation of the magnetization vector out of the EMD or by
the rotation of the particle with the magnetization remaining fixed along the EMD.
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Fig. 19.24. 2-d square nanoparticle with a[11] EMD (a)H = 0 equilibrium configuration, (b)
Neel rotation of ~M against anisotropy and (c) Brownian rotation with~M along the EMD.

The magnetization decay with time after field removal occursby either aNeel process
associated with magnetization rotation or aBrownian processassociated with parti-
cle rotation. Fig. 19.24 illustrates these processes for a hypothetical 2-dimensional
nanoparticle. Both processes have particle size dependentrelaxation times:τN and
τB.

For many applications Brownian relaxation controls heat transfer from monodomain
MNPs, excited by a time-varying magnetic field. This heat is transferred to the liq-
uid by rotational processes. Of interest is the power dissipation in a ferrofluid. The
response to an AC field can be expressed as:

B = B0 exp(i[ωt− δ]) M = M0 exp(i[ωt+ δ]) (19.53a)

where field quantities are collinear scalar quantities and the response functions B and
M lag the stimulus H by a phase angle,δ due to dissipative losses in the material. The
magnetic permeability and susceptibility in SI units are:

µ =
B

H
=

B0

H0
exp(iδ) = µDC exp(iδ) χ =

M

H
=

M0

H0
exp(iδ) = χ0 exp(iδ)

(19.53b)
The complex permeability or susceptibility is depicted in an Argand diagram. Fig. 19.25

illustrates the complex permeability in an Argand diagram.The complex permeability
is:

µ = µ′ + iµ′′ µ′ = µDC cos(δ) µ′′ = µDC sin(δ) (19.53c)

Similarly the susceptibility is expressed as:

χ = χ′ + iχ′′ χ′ = χ0 cos(δ) χ′′ = χ0 sin(δ) (19.53d)

We define aloss tangent,tan δ andquality factor,Q as:

tan δ =
µ′′

µ′ =
χ′′

χ′ Q =
1

tan δ
(19.53e)
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Fig. 19.25. Argand diagram of the complex permeability.

When the magnetization is switched, it relaxes on a time scale called themagnetic
relaxation time,τ . This is determined by dissipative processes that occur in switching.
For an equilibrium DC magnetization,M0 = χ0H0 and time dependent magnetization
M(t) = M0 exp(i[ωt − δ]), with an equilibrium susceptibility,χ0 the relaxation of
the magnetization the first order relaxation of the magnetization is:

∂M(t)

∂t
=

1

τ

(

M0(t)−M(t)
)

(19.54a)

SubstitutingM0 andM(t) into this partial differential equation yields:

iωM0(i[ωt+ δ]) =
1

τ

(

M0 −M0 exp(i[ωt+ δ])
)

(19.54b)

from which we can arrive at:

χ =
χ0

1 + iωτ
=

χ0(1− iωτ)

1 + (ωτ)2
(19.54c)

where:

χ′ = Re[χ] =
χ0

1 + (ωτ)2
χ′′ = Im[χ] = −χ0

ωτ

1 + (ωτ)2
(19.54d)

The preceding relationships areKramers-Kronig relationships[Kra27] [Kro]. At
ω = 0, the real component of the susceptibility reduces to the DC valueχ0 and the
imaginary component is zero. The imaginary component reflects frequency dependent
losses.

The differential form of the the first law of thermodynamic (conservation of energy)
is:

dU ′ = δq′ − δw′ (19.55a)
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where dU’ is the differential internal energy,δq′ = heat absorbed by the system and
δw′ = work done by the system. For an adiabatic process (δq′ = 0) and for work done
δw′ = − ~H ·d ~B = HdB, where the last scalar expression derives from the assumption
of collinear fields H and B. In SI units, ignoring work done on the vacuum:

∆U ′ = −µ0

∮

MdH (19.55b)

and for excitation by a time varying magnetic field, the powerdissipation is given by:

P = f∆U ′ = −µ0f

∮

MdH (19.55c)

Consider an alternating magnetic field of the formH = H0 exp(iωt). We are con-
cerned with the real part of this complex function which is:

H(t) = Re[H0 exp(iωt)] = H0 cos(ωt)] (19.56a)

whereH0 is the field amplitude andf = ω
2π is the frequency of the field. Since the

magnetization isM = χH the time variation of the magnetization is:

M(t) = Re[χH0 exp(iωt)] = H0

(

χ′ cos(ωt) + χ′′ sin(ωt)
)

(19.56b)

whereχ′ andχ′′ are the in- and out of phase components of the susceptibility. The
adiabatic change in internal energy for one cycle of the magnetization is:

∆U = −µ0

∮

MdH = 2µ0H
2
0χ

′′
∫ 2π

ω

0

sin2(ωt)dt = µ0πχ
′′H2

0 (19.56c)

and the power loss is:

P = µ0πχ
′′fH2

0 (19.56d)

In general, relaxation processes have time constants whichcan be expressed as:

τ = τ0 exp
(−EA
kBT

)

(19.57a)

whereEA is the activation energy barrier appropriate for the physical process equal to
the product of an energy density and material volume. The denominator expresses the
thermal energy. For rotation of MNPs in the fluid, theBrownian time constantis:

τB =
3ηVH
kBT

(19.57b)

whereη is the fluid viscosity containing the MNPs and the associatedvolume,VH is:

VH =
(

1 + (
δ

R
)3
)

VM VM =
4

3
πR3 (19.57c)

with R the MNP radius and volumeVM , andδ an incremental surfactant radius.
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The Neel time constant energy barrier is themagnetic anisotropy energy density, K
which determines the easy direction of magnetization (EMD). We define a constant,Γ
as the ratio ofKVM to the thermal energy:

Γ =
KVM
kBT

(19.58a)

For rotation of the magnetization out of the EMD, theNeel time constantis:

τN =

√
π

2
τ0
expΓ

Γ
1

2

=

√
π

2
τD

expΓ

Γ
3

2

τD = Γτ0 (19.58b)

Materials properties that tune the relaxation and therefore dissipation in the ferrofluid
are fluid viscosity for the Brownian relaxation and magneticanisotropy for Neel re-
laxation. In both cases, a particle volume is a parameter. Parallel Brownian and Neel
relaxation processes have an effective relaxation time:

1

τ
=

1

τB
+

1

τN
(19.58c)

if the ferrofluid can be made of monodisperse particles, thenthe size can be chosen so
that relaxation is dominated by the dissipative Brownian motion. The power dissipa-
tion for this Brownian motion is given by:

P = πµ0χ0H
2
0f

2πfτ

1 + (2πfτ)2
(19.59a)

H0 andχ0 are experimentally chosen parameters as is the RF frequencyof the exciting
field. To quantify the power loss, we need a reasonable estimate of initial susceptibility
χ0. For monodomain, superparamagnetic MNPs it obeys theLangevin relationship:

χ0 = χi
3

ξ

(

coth ξ − 1

ξ

)

ξ =
µ0MdHVM

kBT
Md =

Ms

φ
(19.59b)

Ms is the saturation magnetization in the MNP andφ the volume fraction of the mag-
netic material in the ferrofluid. The initial susceptibility, χi is :

χi =
µ0φM

2
dVM

3kBT
(19.59c)

Temperature rise is calculated from a volume average heat capacity of MNPs and fluid,
cp:

∆T =
P∆t

cp
(19.59d)
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Fig. 19.26. Hierarchy of magnetic length scales.

19.2.2 The Hierarchy of Length Scales in a Magnetic Material.

Describing magnetization curves for a ferromagnet involves discussing equilibrium
and non-equilibrium (reversible and irreversible) magnetization processes and several
contributions to the magnetic energy density. Fig. 19.26, considers of magnetic dipoles
on several different length scales. Collective magnetic phenomena considers the mag-
nitude of the magnetic moments and their coupling with one another (i.e., the direction
of the moments). This description is on the atomic scale of the atomic orbital and spin
angular momentum and exchange interactions.

In ferromagnets, atomic dipole moments are parallel at 0 K. The next length scale
of importance in describing a ferromagnetic material is that of magnetic domains. A
magnetic domain is a macroscopic volume which might contain, ∼ 1015 atoms with
magnetic moments aligned. Each domain is a tiny magnet with adipole moment:

µ = Nµatom (19.60)

where N is the number of atoms in the domain. In a typical polycrystalline material
with ∼ 100−1000 µm grains, individual grains will contain∼ 105 magnetic domains
whose moments are randomly oriented in the virgin state. Between two adjacent do-
mains individual atomic dipoles are viewed rotate from the orientation of the dipole
moment in one domain to that of the other. The region over which this rotation oc-
curs is called thedomain wall. In our hierarchy of length scales we might take 1000
or more individual crystalline grains to form a polycrystalline aggregate in 1 cm3 of
material. The sizes chosen here are subject to variation with a variety of materials
parameters but give a feel for the order of magnitude of the size of various entities.
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Element Structure Ms (290 K) Ms (0 K) nB Tc

( emu

cm3 ) ( emu

cm3 ) (µB) (K)

Fe bcc 1707 1740 2.22 1043
Co hcp, fcc 1440 1446 1.72 1388
Ni fcc 485 510 1.72 627
Gd hcp —– 2060 7.63 292
Dy hcp —– 2920 10.2 88

Table 19.3.Structures, room temperature and 0 K saturation magnetizations and
Curie temperatures for elemental ferromagnets [O’H87].

19.3 Alloy Survey

We next survey important alloys systems with interesting soft and hard magnetic prop-
erties. We discuss (a) attractive intrinsic magnetic properties of the alloy system; (b)
phase relations in the system; (c) synthesis and processingtechniques to develop mi-
crostructures of interest for particular technical magnetic properties; and (d) perfor-
mance issues in some prototypical applications. Table 19.3summarizes structures,
room temperature and 0 K saturation magnetizations and Curie temperatures for ele-
mental ferromagnets [O’H00].

Fe , Co , Ni andGd are the only elemental ferromagents at room temperature. Ele-
mentalFe andNi are cubic materials used as soft ferromagnets because of their high
symmetry, relatively low values ofcubic magnetocrystalline anisotropyand low mag-
netostriction coefficients. All of these can be improved upon by alloying as discussed
below. Steels (Fe-C alloys) can serve as reasonably good hard magnetic materials as
well if second phase impurities and grain size are controlled to increasedomain wall
pinning. Co has two allotropic forms,fccα-Co , andhcpǫ-Co . α-Co is a relatively
soft magnetic material.ǫ-Co hasuniaxial magnetocrystalline anisotropywith a c-axis
easy direction of magnetization, EMDmaking it a hard magnetic material. Both hard
and softFe were developed early as magnetic materials because of the natural abun-
dance and consequent low cost ofFe and the importance of the mechanical properties
of steels in many applications.Fe has〈100〉 EMDs andNi has〈111〉 EMDs.

Gd is also a hexagonal material with uniaxial magnetocrystalline anisotropy. It has
an [0001] EMD. It is the only rare earth which is ferromagnetic at room temperature.
Because its Curie temperature is close to room temperature,its alloys are widely in-
vestigated for magnetocaloric applications as discussed below.Dy is another example
of anhcpferromagnet but with a Curie temperature well below room temperature.
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Fig. 19.27. (a) P-T phase diagram forFe [Din91] and (b) crystal structures at atmospheric
pressure [GW74], (c) schematic of theFe-C eutectoid as a portion of theFe -C phase diagram.

19.3.1 Fe and Steels Structure, Properties, and Applications.

19.3.1.1 Phase Diagram and Physical Properties Survey forFe

Understanding structure properties relationships inFe for magnetic applications re-
quires a knowledge of both thermal and physical properties of Fe . We also need to
know the phase transformation temperatures and details of the binary phase diagrams
of elementalFe and other alloying additions, e.g. theFeC phase diagram (Fig. 19.27).

Fig. 19.27(a) shows the unary phase diagram for elementalFe to have several im-
portant allotropes (or polymorphs). Allotropes are named with successive letters in the
Greek alphabet, e.g.α, β, γ, δ . . . Notice that there is noβ-iron on the diagram. Be-
fore about 1922 the paramagneticbcciron that formed above the Curie temperature of
ferromagneticbcc iron was identified as theβ-phase. However, since it was believed
that there was no change in the crystal structure after the ferromagnetic magnetic iron
transformed to paramagnetic iron, it was concluded that theα toβ transformation was
not a phase change. Implicit was a definition of phase that only included structure and
composition. But paramagneticbcc-Fe is a different phase than ferromagneticα-Fe
since it has different properties and symmetry. See below and T. B. Massalski and D.
E. Laughlin [ML09] from which the following discussion is derived.

Fig. 19.27(b) summarizes crystal structures of elementalFe at atmospheric pressure
(this figure ignores the magnetic symmetry). Theγ-phase of iron and steels is called
austenite. Austenite is a high temperature phase and has afcc [close packed] structure.
Theα-phase is calledferrite. Ferrite is a common constituent in steels and has abcc
structure (less densely packed thanfcc). Table 19.4 gives a summary of thermal and
physical properties ofFe including phase transformation temperatures [Boz93].
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Property Value

Density,ρ( g

cm3 ) at 293 K 7.874
Thermal expansion coefficient×106 at 293 K 11.7

Lattice constant, a0 (nm) 0.2861
Melting Point, Tm, (◦C) 1539

α → γ transition temperature, Tα→γ , (A3) on heating (◦C) 910
γ → δ transition temperature, Tα→γ , (A4) on cooling (◦C) 1400

Table 19.4.Selected thermal and physical properties of bccFe including phase
transformation temperatures [Boz93].

Allotropic transformations in Iron are examples of additional contributions to struc-
ture stability from magnetic transitions that can bring about phase changes in a unary
system. The temperature/pressure phase diagram for iron indicates that the stable
phase, at ambient temperatures and pressures, is theα iron. It has thebccstructure
and remains stable up to about 910◦C (1183K). On heating above 910◦C,α iron trans-
forms to thefcc γ iron, but it reverts again tobcc(δ) at 1140◦C. Theδ phase is thus
a continuation of theα phase in the sequenceα → γ → δ → liquid. Application of
pressure changes the temperatures of these transitions (which can be calculated using
the Clapeyron equation). A substantial pressure also makespossible another structure
modification, to thehcpǫ-form ofFe , above approximately 15.2 MPa (∼110K bar).

The trends with temperature at ambient pressure of the closest interatomic distances
(d) and volumes per atom (Ω) are shown in Fig. 19.28 (a) [BM80]. The d values in
the close-packedfcc structure are larger than in thebcc, but comparableΩ values are
slightly smaller. Hence, thebccis more open and allows for more vibrational choices,
making the vibrational entropy larger in thebcc than in thefcc phase. The fact that
volume per atom differences between the two structures are quite small indicates that
the total energies are similar, and confirms that the bondingbetween atoms in the two
different crystal structures of iron remains essentially metallic.

Several interesting questions about the allotropic changes inFe include:

(i) Why is thebcc form stable at low temperatures? Usually, a close packed al-
lotrope (e.g.fcc or hcp) is stable at low temperatures because enthalpy is gen-
erally lowered by close-packing.

(ii) Why does the bcc phase transform to the close-packedfcc phase on heating?
This seems backwards because usually on heating a more open,and therefore
higher entropy phase, is observed to form at elevated temperatures.
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Fig. 19.28. (a) Atomic volumes and lattice spacings and (b) heat capacity as a function of
temperature for elemental solidFe [BM80]

(iii) When the fcc γ reverts to thebcc δ at even higher temperatures, what is the
cause of this? Is the large vibrational entropy of thebccδ the only factor?

(iv) Why is there noβ phase in the sequence?

In answering the last question we note that currently both the paramagnetic and fer-
romagnetic states ofbcciron are most commonly designated by the same Greek letter
α. However, strictly speaking, it can be argued that the ferromagnetic to paramagnetic
transition (α → β) is a phase change because because a symmetry change accompa-
nies the magnetic change. This is so, because the ferromagnetic form is not truly cubic
because of its magnetic symmetry; see Fig. 19.29 (a). Considerations of magnetism
also explain the free energy vs. temperature curves of Fig. 19.29 (b) discussed below.

The loss of ferromagnetism on heating takes place by what is called a higher order
transition, which occurs over a range of temperatures from 600K to nearly 1200K ,
as can be seen from the large peak in the specific heat curve forα-iron corresponding
to the magnetic disordering in Fig. 19.28 (b). The temperature associated with the
highest point of the peak corresponds to the largest number of the magnetic moments
becoming random (or becoming aligned on cooling) and is designated as the Curie
temperature,TCurie (∼1042K (769◦C)). This magnetic transition, and the accompa-
nying increase in entropy contributes to the reappearance of the bcc form of Fe at
higher temperatures (δ).

Thefccγ-phase undergoes a magnetic change below about 50 K, namely aantifer-
romagnetic transition. The temperature of this transitionis called theNeel tempera-
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Fig. 19.29. (a) Abccarrangement of atoms with[001] oriented magnetization, showing that its
symmetry is I4/mmm. [LWM00]; (b) G(T) curves forα andγ Fe

ture, TN . In antiferromagnetically (AF) ordered materials, the atomic dipoles become
aligned in opposite directions with respect to neighboringspins. This has been demon-
strated in micron-size metastableγ-iron particles embedded inCu which remainfcc
on cooling. In an antiferromagnetic arrangement the opposite magnetic moments can-
cel with the overall magnetization equal to zero. However, this antiferromagnetic
arrangement contributes to the structure energy, and heat is needed to remove it. The
transition is indicated by the small peak in the curve for theγ-phase in Fig. 19.28 (b).
This figure shows the trends for both thefcc andbccFe phases, with extrapolations
into metastable regions (shown by dashed lines), which seemquite reasonable. Both
magnetic states stabilize the respective crystal structures at low temperatures.

Question 1 can be addressed as follows. At 0K, the ferromagnetic ordering in the
bccα phase causes the internal energy (and enthalpy) to be lower than the internal en-
ergy (and enthalpy) of the antiferromagnetic (and paramagnetic) fcc phase. This is so
because the large exchange energy of the aligned magnetic moments of the ferromag-
neticbcciron greatly reduces its internal energy. Thus, even thoughthe ferromagnetic
bcciron is less close-packed thanfccγ, it is the equilibrium phase at low temperatures.

The answers to questions 2 and 3 are more complex and involve the influence of
entropy of each of the phases, as well as their internal energies. Here, we need to
consider the behavior of the specific heats with temperaturefor theα andγ phases in
more detail (see Fig. 19.28 (b)). Both curves show a peak corresponding to a magnetic
transition. We consider two aspects of the entropy of theα andγ phases, namely their
vibrational entropy and their magnetic spin entropy. The vibrational entropy usually is
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larger forbccstructures than forfccstructures because the atoms vibrate with a higher
frequency in the more close packed structures. This is the reason thatbccstructures
are usually more stable thanfcc ones at the high temperatures. In the case ofFe , we
must also take into account the entropy due to the disordering of the spins.

The low temperature antiferromagnetic to paramagnetic transition inγ-Fe increases
its configurational spin entropy to the extent that the overall entropy for the close
packedγ phase becomes greater than that of the more loosely packed ferromagnetic
α phase. This excess entropy (due to the disordering of the magnetic spins at the Neel
temperature) is the cause of the appearance of theγ phase at higher temperatures, as
can be seen considering the following for theγ phase:

Gγ = Hγ
0 +

∫ T

0

CpdT − T

∫ T

0

Cp
T

dt (19.61)

From this equation and Fig. 19.28(b),we conclude that the TSterm eventually
causes theγ phase to have a lower Gibbs Energy at higher temperatures, since this
term continues to decrease as the temperature increases. Hence thefcc phase replaces
the bcc one at about 910◦, that is theα → γ structural transformations occurs (or
betterβ → γ). Thisbccto fcc transformation on heating is opposite to the more usual
fcc to bccone, because, in the case of iron, it is the entropy due to the spin disordering
that determines the equilibrium phase, not the vibrationalentropy term.

Fig. 19.29 (b) shows free energy versus temperature curves of these transforma-
tions. At 910◦C theGγ curve crosses below theGα curve, producing a phase change.
However, the excess specific heat of theα phase in the vicinity ofTc makes theα-
phase TS term important and, thus, theGα curve re-crosses theGγ at 1400◦C. The
large entropy due to the randomizing of the spins in theα phase along with its larger
vibrational entropy allows thebccphase to reappear, this time labeled as theδ phase.

If the ferromagnetic to paramagnetic transition of theα phase were slightly lower in
temperature, its large negative TS term would stabilize theα- relative to theγ-phase
andfcc iron might never form at elevated temperatures. Also, although the exact form
of the cp trends at very low temperatures has not been determined experimentally, it
can be argued that ifγ-Fe were not AF at the very low temperatures, it might never be
stable enough to form as the higher temperature phase because ferromagneticbcc-Fe
has low enthalpy and paramagneticbcc-Fe has higher entropy. This demonstrates the
importance of magnetic transformations in iron in determining the equilibrium phase
stability. If the antiferromagnetic Neel transition temperature inγ iron were higher, or
if the ferromagnetic to paramagneticTc in α iron were a little lower,fcc iron would
never be a stable phase! In terms of Fig. 19.29, theGα curve may shift to the left,
making thebccstructure stable at all temperatures.
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19.3.1.2Fe Properties and Performance

The magnetic softness ofFe is related to the purity ofFe . For very pure,〈100〉
oriented single crystals ofFe magnetic permeabilties of 106 have been attained in the
laboratory. Typical commercial alloys have permeabilities less that104, though this
can be increased to105 by annealing in vacuum or hydrogen. Such annealing serves
to remove most of theC ,S ,N andO impurities inFe . These elements are relatively
insoluble in solidFe but form second phase carbides, sulfides, nitrides and oxides,
respectively, which can act as impediments to the motion of magnetic domain walls.

Prototypical softFe has a saturation induction,Bs = 2.1T, a cubic magnetocrys-
talline anisotropy energy density,K1 = 4.8×104 J

m
and a magnetostriction coefficient,

λ111 ∼ −20× 10−6 (20 ppm). Coercivities of∼ 1 Oe are achievable in commercially
rolledFe . A typical commercial alloy is Armco iron which isFe sheet rolled from
ingot with typical impurity levels of 0.014 wt %C , 0.007 wt %N , 0.15 wt %O , 0.003
wt %Si , 0.005 wt %P , 0.025 wt %S , 0.03 wt %Mn , and 0.003 wt %Al . The biggest
disadvantages of softFe for many applications is that it is also mechanically soft and
has low electrical resistivity. The latter makes it unattractive for high frequency ap-
plications for which eddy current losses are prohibitive. Mechanical strength can be
improved by reducing the grain size but at a cost of coercivity because of consequent
grain boundary pinning of domain walls.

Understanding domain wall pinning is fundamental to understanding coercivity in
softFe TheHerzer curve, which will be discussed in the context of amorphous and
nanocomposite materials below, shows the important relationship between the coer-
civity and the grain size of crystalline magnetic material.Notable for understanding
alloy development in soft magneticFe is the 1

Dg
dependence of the coercivity onDg

at large grain sizes. Box 19.6 develops a relationship between pinning and grain di-
ameter for large grained materials.

Box 19.6 Pinning of domain walls by grain boundaries.

A domain wall can be viewed as a planar defect with an energy per unit area,γwall and
a thickness,δ w. It will be ideally pinned by a grain boundary of similar thickness,δg.
If δg > δw then the pinning force,fp ∼ δw

δg
. The coercivity, Hc of the material will be

proportional to the summed pinning force in a unit volume. This will depend linearly on
grain boundary area per unit volume. For grains of diameter,Dg:

Hc ∼ fp ∼ δw

δg

4π
Dg

2

2

4
3
π

Dg

2

3 =
δw

δg

6

Dg
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Fig. 19.30. (a) Schematic of a symmetrical objective lens ofan electron microscope and (b)
magnetic properties of commercial materials used for magnetic lens circuits [Rei82].

19.3.1.3 Materials Application: SoftFe for Magnetic Lenses.

A magnetic lens consists of a coil ofCu or superconducting wires withinFe pole
pieces. Current through the coils creates an exciting field in the bore of the pole
pieces. Electrons (or other charge particles) are deflectedby aLorentz force:

~F = −e
(

~v × ~B
)

(19.62)

where e is the electron charge and~v is the electron velocity. Pole piece design is aimed
at providing a rotationally symmetric magnetic field that isinhomogeneous in such a
way that it is weak in the center of a gap and stronger close to the bore. This causes
electrons close to the central axis of the lens to be less strongly deflected than those
passing far from the axis, allowing a beam of parallel electrons to be focused into a
spot. This requires that large magnetic fields and their distributions are confined to
narrow regions comparable to the lens focal length. Electron lenses quality suffers
from aberrations resulting from geometrical lens precision and inhomogeneous mag-
netic properties of pole materials. Aberrations limit the spatial resolution of an image
in the image plane of a transmission electron microscope, e.g.

Magnetic lens design for electron microscopy depends on theoperating mode of the
lens. The fundamental operating modes in electron microscopy requireobjective lens,
projector lensandcondenser lens. Fig. 19.30 (a) shows a schematic of a symmetrical
objective lens of an electron microscope. Rotationally symmetric magnetic fields can
be used to focus electrons in a manner similar to how glass lenses focus light [Rei82].
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The first design of objective lenses for electron microscopy[Bus26], [RR66] used high
permeability pole pieces which were tapered to concentratethe magnetic flux in the
working area of the lens.Fe -shrouded lenses are a commonly adopted magnetic lens.

Although details of the lens design can differ for differentoperating modes, the
design invariably considers flux concentration at the lens working point, geometrical
optical aberrations (which result from inhomogeneity in the flux distribution) and gen-
eral concerns as to flux paths in the magnetic circuit as a whole. The components of
a lens include the pole pieces systems with casing, the lens coil, stigmators, aperture
alignment systems and exchange systems for control of vibrations and stray fields.

Electron optical design of a magnetic lens has the followingconsiderations [Rei82]:

(i) Specifying the field which differs for objective, projector and condenser lenses.
(ii) Specifying focal length and acceptable values for geometrical aberrations.
(iii) Choice ofgap width, s, andbore diameter, Dand the number ofampere-turns,

NI for the exciting field.
(iv) Design of the shape of the magnetic circuit to prevent saturation of the pole

pieces and achieve tolerable stray fields.
(v) Provide alignment apertures, stigmators and beam deflection systems.
(vi) Design to avoid environmental disturbance including shielding AC stray fields

and mechanical decoupling to avoid vibrations.

The issues of intended field, gap geometry, and shape of the magnetic circuit pose the
most restrictions on the magnetic materials.

Ferromagnetic materials for lens components are chosen so that none of the materi-
als in the magnetic circuit saturate and their relative permeabilities can be maintained
at ∼ 100. A characteristic parameter for the scaling of the magneticcircuit is I√

V

where I is the field generating current and V is the relativistically corrected beam
voltage, the dispersion of which is related to the flux in the magnetic circuit. For an
objective lens geometrical aberration results from spherical, chromatic and diffraction
aberrations. The latter two of these depend on the fluctuations in V and therefore the
uniformity of the field.

The choice of ferromagnetic materials for the magnetic circuit is quite important and
distinctly different considerations are made for thepole piecesand thelens core. For
the pole pieces, high saturation inductions are the primaryconsideration and therefore
Co-Fe alloys such asPermendurare chosen as they provide maximum flux densities.
For the lens core, where lower magnetizations and higher permeabilities are desirable
softFe is chosen. Fig. 19.30 (b) shows the field dependence of the magnetic properties
of some commercial materials used for magnetic lens circuits [Rei82]. Specification of
the field dependence of the induction and permeability for fields less than saturating
fields are required for magnetic circuit design. Predictable magnetic response is of
paramount importance.
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19.3.1.4 Steels

19.3.1.5 Phase Diagram the BinaryFe-C System

The Fe -C phase diagram is shown in Fig. 19.27(c) for compositions in the in the
eutectoid portion of the phase diagram. If extended to 6.7 wt. % C (corresponding
to 25 at. %) the intermetallic phaseFe3C , calledcementite is observed. Steels are
restricted toC concentrations of up to 1.4 wt % and the portion of theFe -C phase
diagram pertaining to steels and technical or pureFe is the simpler one illustrated in
Fig. 19.27(c).Fe3C is calledcementiteand has an orthorhombic crystal structure.
Cementite is a magnetically hard phase. Carbides are magnetic hardening agents in
technicalFe .

Fig. 19.31(a) shows the portion of theFe -C phase diagram relevant to processing
low C and ultra-lowC steels [CW86]. Themaximum solubility, 0.0218 wt %of C
in α-Fe occurs at theeutectoid transition temperature, 727◦C. Typically lowC and
ultra-lowC steels are kept to concentrations near or below this solubility limit so as
to limit the amounts of second phase carbides in the steel. Inthe discussion of steel
microstructures, it is important to define several other important metastable phases and
phase mixtures which are observed in steel. The first,pearlite, is a two-phase, lamellar
structure having alternating layers of ferrite (88 wt %) andcementite (12 %). Pearlite
forms by a eutectoid reaction:

γ(Fe) → α(Fe) + Fe3C (19.63)

when austenite is slowly cooled below 727◦C. In this reaction, austenite ofeutectoid



56 Magnetic Properties of Metals and Alloys.–January 4, 2013

composition, 0.77 wt %transforms to the 2-phase, equilibrium mixture where the
alternating layers (lamellae) ofα-ferrite and cementite grow cooperatively .

19.3.1.6 Phase Diagram and Physical Properties of LowC Steels

Low-carbon steels areFeC alloys for which theC concentration is kept to less than
∼ 0.1 wt % so that the maximumC content lies close to or within the single phase
α-ferrite (ferromagnetic,bcc) phase field at the eutectoid temperature (Fig. 19.27(c)).
ASTM A848 is an example of an ultra-low-carbon steel (C <∼ 0.02 wt %), where
C content allows the eutectoid transformation to be completely avoided. Thus, the
characteristic pearlite and bainite obtained in medium andhigh carbon steels are not
typically observed in low-carbon steels used for magnetic applications. This choice
minimizes non-magnetic second phases which is important from the standpoint of both
induction and structure sensitive properties such as permeability and coercive force.

Alloying and impurity elements in low carbon steels have a variety of effects on
the overall performance of the material. From the standpoint of technical magnetic
properties, the nonmetallic elements which are present interstitially such asC , O , S ,
andN have the largest effect. Removal of such impurity atoms can result in higher
permeabilities and reduced coercive force and several strategies for purifying the iron
exist [CW86]. The allowable degree of purity is dictated primarily by the material re-
quirements of the intended application. Compositional additives that can be used for
controlling the magnetic aging behavior can be found in the discussion on magnetic
aging below. Although impurity elements typically degradethe technical magnetic
properties of freshly prepared (before magnetic aging) magnetic iron alloys, such im-
purities may be desirable in order to tailor the features of the microstructure for other
design purposes. In particular, impurities or alloying elements such asCr , Mo , and
Mn can help to achieve a refined grain size due to a solute drag effect. The presence
of P can result in improved machinability.

19.3.2 AlNiCo Permanent Magnets: Precipitation and Spinodal Decomposition.

Fe and subsequentyC steels were used as permanent magnets [Gil58]. Hardening
mechanisms inC steels are largely associated with pinning of domain walls by car-
bide precipitates.W andCr steels were developed in mid- to late 1800’s. The 1917
development ofCo steels [HS20] permanent magnets was followed by the discov-
ery of AlNiCo permanent magnets [Mis31]. This major breakthrough realized the
potential for refining microstructures throughspinodal decomposition. Alloys near
the compositionFe2NiAl and alloys withCo substituted forFe are calledAlnico
magnets. Alnico magnets still have significant markets today.Fe2NiAl has apseudo-
binary phase diagramdescribed in terms of a single composition variable as illustrated
in Fig. 19.32. Alnico alloys typically contain8 − 12% Al , 15 − 26% Ni , 5 − 24%
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Co , < 6% Cu , < 1 % Ti , with the remainderFe . The low cost of raw materials
makes these particularly economical permanent magnet materials. Alnico magnets
can have remanent inductions as large as 1 T, coercivities aslarge as 2000 Oe and
energy products as large as∼ 10 MGOe.

The pseudo-binary PD for Alnico exhibits a miscibility gap between theFe and
NiAl components.NiAl is a near stoichiometric compound due to strongNi -Al
bonds. Alloys below the maximum in the gap will decompose into anFe-rich α and
NiAl -richα phase. Theα phase has someFe solubility to low temperature it therefore
designates the low temperatureNiAl -rich phase and the high temperature solution.
This decomposition reaction can be written:α′ = α′ + α where it is implied that
the newα’ is of a different composition. Spinodals (not shown), fromregular solution
theory exist in a system that exhibits tendency to cluster (in this case intoFe andNiAl
rich regions). TheNi andAl rich regions subsequently order to the B2 phase. This
phase forms coherently withbccFe. The fine microstructures which can be developed
by spinodal decomposition give rise to development of regions of monodomainFe
separated by regions providing excellent pinning by the weakly magneticNiAl phase.

Permanent magnets require largemagnetic anisotropyto develop significant Hc. In
Alnico magnets, much of the anisotropy is derived fromshape anisotropy, by con-
trolling the free pole distribution of the high moment particles in the alloy. Alnico
magnets are further drawn so that the high moment particles deform to take acicular



58 Magnetic Properties of Metals and Alloys.–January 4, 2013

shapes from which significant shape anisotropy can be derived. Box 19.7 calculates
typical values of the shape anisotropy [O’H00] forFe in Alnico magnets. Spinodal
decomposition and thermomechanical processing then allowAlnico magnets to take
advantage of shape anisotropy effects originally used inFe horseshoe magnets to re-
tain hard magnetic properties. In this case it is the nanostructures which retain single
domains.

Box 19.7 Calculation of Shape Anisotropy in Alnico Magnets.

Shape anisotropy in Alnico magnets derives from acicular particles of the high moment
phase and the difference in demagnetization factors along long and short particle dimen-
sions. The magnetostatic anisotropy energy density, Ems can be calculated:

Ems =
µ0∆N < M > ∆Ms

2

for typical Alnico magnetsµ0 < M >∼ 2.1 T for Fe particles. ∆N ∼
0.5andµ0∆Ms ∼ 2.1 T, considering the typical aspect ratios for the particles and differ-
ences in the saturation magnetizations of the particles andtheNiAl matrix. Using these
parameters a value of the magnetic anisotropy can be calculated:

K = Ems = 1.1× 105
J

m3
= 1.1× 106

ergs

cm3

It is instructive to estimate an upper bound for this anisotropy, if the even larger mag-
netization differences and particle aspect ratios were possible. For this we consider the
case ofFeCo particles in a non-magnetic matrix for which needle like particles with
δN = 1.0 could be developed. For such materials,µ0 < M >∼ 2.5 T for FeCo
particles andµ0∆Ms ∼ 2.5 T could be achieved in a non-magnetic matrix and:

K = Ems = 2.5× 105
J

m3
= 2.5× 106

ergs

cm3

19.3.3 Fe -Si alloys.

19.3.3.1Si steels

Silicon steels are alloys ofFe andSi having important electrical applications (motors,
transformers, etc.). With lowC steels,non-oriented (NO) steelsandgrain oriented
(GO)Si steelsare referred to aselectrical steels. NO silicon steels have applications in
rotating machinery, GO silicon steels are used in devices (e.g. transformers) where an
easy direction of magnetization parallel to a roll direction is desired. GO silicon steels
are further subdivided intoregular grain oriented (RGO)andhigh permeability grain-
oriented (HGO)materials [Bol94]. The drive to developSi steels was motivated by
the large increase in the resistivity ofFe with Si additions, Fig. 19.33(a). Fig. 19.33(b)
shows the variation of properties withSi content inFe-Si steel.
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Fig. 19.33. (a) Effect of alloying additions on the resistivity of Fe , and (b) the variation of
magnetic properties withSi concentration inSi -steels.

Studies ofFe -Si dates back to 1885 [Hop85].Fe-Sialloys with 2 - 4.5 wt %Si were
the most important soft magnetic material in both volume andmarket value by 1934
[Che86]. Before 1950 electrical sheet for transformers wasproduced by melting, ingot
casting and hot rolling. By 1951 [Boz93],Si-Fe transformer sheet was produced by
cold rolling. Polycrystalline NOFe -Si materials were followed by the GO materials
first with (110)/[001] (Goss texture) and later(100)/[001] texture. Efforts to reduce
losses in transformer gradeSi steels has focussed on (1) improving Goss texture in
GO steel and (2) reducing eddy current losses by decreasing thickness and surface
treatment.
Si steels are commonly rated on the basis of core loss (the combined power lost

due to (a) magnetic hysteresis, (b) eddy currents and (c) anomalous losses). Limiting
hysteresis losses requires a magnetically soft material. Magnetic softness is rooted
in (1) low magnetocrystalline anisotropy, (2) low magnetostrictive coefficients, and
(3) maximizing the magnetic domain wall mobility. Eddy current losses are limited,
along with (3) by having large electrical resistivities.Si additions to Fe have beneficial
effects that include: (1) improved magnetic softness and (2) increase in electrical resis-
tivity; [Che86]. This is coupled with the disadvantageous:(1) decrease in Curie tem-
perature and saturation magnetization and (2) embrittlement in alloys with> 2%Si .
Embrittlement increases approaching theFe3Si intermetallic with the DO3 structure,
Fig. 19.34. Thermomechanical processing is used to developa texture that aligns
magnetic easy axes. Impurity removal (e.g.C , N , S , OandB) reduce impediments
to magnetic domain wall motion by second phase impurities. Surface modification of
Si-Fe sheet decreases domain size, and reduces anomalous eddy current losses.
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Fig. 19.34. (a)Fe-Si phase diagram, (b) Goss texture schematic and (c) DO3 structure ofFe3Si

In Fe-Si alloys, magnetic moment reduction withSiconcentration, (from 2.2µB
per atom) can be predicted from dilutional arguments. Tc decreases gradually up to 2
wt % and at an increasing rate for> 2 wt % Si . The first cubic magnetocrystalline
anisotropy constant, K1 decresaes linearly for< 5 wt% Si concentration. ForFe -Si ,
with 3.2 wt. %Si , at RT,[100] is the EMD. ForFe -Si with 3.5 wt. %Si , λ100 =

24× 10−6 andλ111 = −2.3× 10−6. Bothλ100 andλ111 decrease in magnitude with
Si concentration with a zero crossing inλ111 occurring at∼ 5 wt. % Si.

Processing developments for GOSi steel include promoting polycrystalline Goss
(110)/[001] recrystallization texture. This not ideal, but is practically and economi-
cally viable. A figure of merit is the average deviation angleof the [100] axis from
the roll direction of cold reduced materials. Evolution of GO Sisteels have focussed
on efficient primary crystallization grain growth inhibitors, e.g.MnS [McC82]. Im-
proved GO laminates haveMnS andAlN grain growth inhibtors and achieve 7-9 mm
grain diameters and 30 the average deviation angles (as compared to 2-4 mm and 70).

GO silicon steel has a glass film with the main component beingforsterite (Mg2SiO4)
produced prior to secondary recrystallization. This is an electrical insulator and in-
duces a tensile stress in theFe-Si core. The latter reduces magnetostrictive losses
(and transformer hum), decreases domain wall spacing, and promotes favorable do-
main orientations with respect to the roll axis (limiting anomalous losses). GO silicon
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Fig. 19.35. Magnetic anisotropy (a) and magnetostriction (b) in anFe -Si-Al ternary [O’H87].

steel processing to reduce eddy current and anomalous losses includes: (1) a reduction
in sheet thickness from the original 0.35 mm to 0.23 mm now standard, and scratching
or laser scribing to form180◦ magnetic domain walls parallel to the roll direction.

Sendust has compositionFe1−x−ySixAly, with the optimum composition occurring
near the zero anisotropy zero magnetostrictive compostionwith x = 0.1 andy = 0.05.
Fig. 19.35 shows how these compositions were discovered by determining constant
magnetic anisotrpy (a) and (b) magnetostriction contours in theFe -Si-Al ternary sys-
tem. Because of the appearance of the brittle DO3 structure in these highSi containing
alloys Sendust is very brittle and is used in powder or dust form in applications such
as magnetic recording heads.

19.3.4 Fe -Co alloys.

FeCo -based alloys are technologically important materials, for soft magnetic appli-
cations that require high saturation inductions and high temperature operation. The
largest RT saturation induction (Bs ∼ 2.5T) is documented for bulkFeCo -based bi-
nary alloys. This was illustrated earlier within the context of energy band theory and
the Slater Pauling curve. Energy band theory predicts well the moment variation in the
FeCo alloy system. This alloy system is one for which the peak in the Slater-Pauling
occurs, making alloys in this system, those with the highestinductions of transition
metal systems. Fig. 19.36 (a) illustrates (courtesy Paul Ohodnicki) within the frame-
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work of the Bragg-Williams model and the shift in phase boundaries in the presence
of a large static magnetic field.

Processing magnetic materials in fields can lead to dramaticchanges in proper-
ties and is used a processing tool in many important magneticmaterials. With the
ability to generate large magnetic fields it is now possible to contribute enough mag-
netic work to make significant changes in phase boundaries inmagnetic materials
systems. Fig. 19.36 (a) shows calculated shifts in theFeCo phase boundaries in ex-
perimentally accessible 50 T fields. The shift in phase boundaries can also be realized
by including surface energy effects in free energy calculations. Such surface energy
terms become noticeable in magnetic nanostructures. Suppression of phase transfor-
mations inmetastable nanostructurescan produce materials with properties that are
not obtainable in equilibrium structures. Recent examplesare found in the suppression
of nucleation of the stableγ-phase inCo -Fe-based nanocomposites at compositions
where the binaryFe -Co phase diagram would predict that theα andγ- phases should
coexist [OML+08], [OPL+08], [OQL+09] FeCo alloys will be discussed below in
the context of nanocrytals and nanocomposite systems.
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The Curie temperature,Tc, of the low temperature disorderedbccα-phase is such
that ferromagnetic behavior persists to temperatures approaching 1273 K. At equiatomic
composition, the extrapolatedTc of theα-phase is significantly higher than the tem-
perature above which ferromagnetic behavior is no longer observed. The abrupt loss of
ferromagnetism results from the structural phase transformation from chemically dis-
ordered ferromagneticbccα-FeCo to the high temperature paramagneticfccγ-phase.
If the low temperaturebccphase could be stabilized relative to theγ-phase, ferromag-
netism would persist to higher temperatures. InFeCo , the chemical order-disorder
phase transformation is a higher-order transition where the equilibrium value of the
chemical order parameter falls continuously to zero with increasing temperature. The
phase transition is from an orderedCsCl structure to a disorderedbccphase.

Fig. 19.36 (b) illustrates the variation of saturation magnetization,Tc, (c) magne-
tocrystalline anisotropy, K1, and (d) magnetostriction,λ, in FeCo alloys. In choosing
a binary alloy composition in the binaryFe1−xCox system it is important to consider
the maximum induction which occurs nearx = 0.3, the minimum magnetocrystalline
anisotropy occuring nearx = 0.5, and finally compositions which minimize mag-
netostrictive coefficients. In theFeCo alloys magnetostriction coefficients,λ100 and
λ111 are both substantial near the equiatomic composition wherethe magnetocrys-
talline anisotropy vanishes. Across this alloy system,Tc’s are larger thanFe orCo).

Consideration of alloy resistivity (important for determining eddy current losses)
and alloy additions which influence mechanical properties are used to design alloys
for rotor applications in electric aircraft engines. Magnetostriction considerations are
also known to be quite important in the design of soft magnetic materials for induc-
tive devices, transformers and a host of other applications. Notable commercial alloys

includePermendur
TM

, anFe1−xCox alloy with x = 0.5, near the minimum magne-

tocrystalline anisotropy,Supermendur
TM

andHiperco-50
TM

a similarFe1−xCox alloy
with x = 0.5, but with a 2%Vaddition to increase strength and electrical resistivity.

SmallNb additions to Hiperco-50
TM

have led to grain size refinement in the alloy

Hiperco-50 HS
TM

which improves mechanical properties of these materials aswell as
their degradation in long term ageing at elevated temperatures. [FCT02]

19.3.5 Ni -Fe Alloys.

Fe-Ni alloys are among the most important soft magnetic alloy systems. Ni -rich
alloys are called Permalloys. There are three important permalloy compositions. The
first is the 78 %Ni Permalloy. This alloy has a zero magnetostriction coefficient.
Variations of this alloy are sold under the names, Supermalloy, Mu-metal and Hi-mu
80. The second is the 65 %Ni Permalloy. This alloy hasK1 ∼ 0, and exhibits a
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Fig. 19.37. (a) saturation magnetization and Curie temperature, magnetocrystalline anisotropy,
K1 and magnetostriction,λ, in theFeNi system [O’H87]; (b) the disorderedfcc and ordered
superlattice structure of the L12 Ni3Fe intermetallic phase and (c) frequency dependence of the
effective permeability for permalloy as a function of thickness.

strong response to field annealing. The third is the 50 %Ni Permalloy. This alloy has
higher Bs, strong response to field annealing and produces square loopmaterials.

Fig. 19.37 (a) shows saturation magnetization and Curie temperature, magnetocrys-
talline anisotropy, K1 and magnetostriction,λ, in theFeNi system forfcc or fcc-
derivative alloys. Details of the magnetic properties and response to field annealing to
induce anisotropies in permalloys depend on whether the material has a disorderedfcc
or ordered L12 Ni3Fe intermetallic phase structure. These structures are illustrated in
Fig. 19.37 (b). Crystallographic texture in permalloys is often developed by suitable
themomechanical processingto take advantage of the strong variation in properties
with direction. Thesefcc-derivative alloys have[111] EMDs and strong anisotropy
in magnetostriction coefficients. Rolling can also benefit the high frequency magnetic
properties which are limited by eddy current losses. Fig. 19.37 (c) shows the frequency
dependence of the effective permeability for permalloy as afunction of thickness.

In Fe-Ni-based nanocomposite systems, exhibit similar nanostructure phenomena
as noted forFeCo . This is observed inFe-rich alloys [GW02] where the nucleation of
the equilibriumα-phase is suppressed in favor of the metastableγ-phase. This can also
have profound effects on technical magnetic properties because on theFe -rich side of
theFe -Ni phase diagram there is a strong compositional dependence ofthe Curie tem-
perature, Tc, on composition in theγ-phase [RWG89]. Fig. 19.38 (a) illustrates the
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Fig. 19.38.Fe-Ni phase diagram with Tc-composition curves [Mas90] and (b) higher resolu-
tion depiction of Tc-composition curves.

Fe-Ni binary phase diagram [Mas90] with Fig. 19.38 (b) showing information on the
compositional dependence of the Curie temperature, Tc(XNi ). This Tc(XNi ) behavior
for theγ-phase can be extrapolated to metastable regions of theFe -Ni phase diagram
where desirable Tcs near100◦C for magnetocaloric [MSMM10] and biomedical ap-
plications [MKLM10] are predicted to occur near the 27 %Ni composition.

It can be seen that theγ-phase ofFe -Ni has appreciable magnetization on theFe-
rich side of the phase diagram. Because of the variations in K1 andλ with composition
interesting variations in properties can be observed as described for the Permalloy al-
loys. Another important set of alloys in theNixFe1−x family are theInvar alloys
which are based on the36% Ni alloys. Theinvar effector invar anomalyoccurs
because of the magnetoelastic effects near its Curie temperature. Magnetoelastic ef-
fects (magnetostriction) gives rise to spontaneous changes in the lattice parameters as
a function of temperature. Like themagnetocaloric effectthese are also largest where
the temperature dependence of the magnetization is the largest, i. e. near the Curie
temperature. In Invar alloys the magnetostrictive volume change can be tuned to pre-
cisely cancel the thermal expansion coefficient, near room temperature, making the
material dimensions temperature-independent [Gig95].

19.3.6 Giant Magnetostrictive Materials

19.3.6.1 Terfenol and Galfenol

In soft magnetic materials, magnetostriction can be a deleterious property for certain
applications (i.e. it is the source of loss in transformers which is accompanied by
”transformer hum”). In other applications, however, a large value of the magnetostric-



66 Magnetic Properties of Metals and Alloys.–January 4, 2013

tive coefficient is critical to the operation of devices. Forexample, the generation
of magnetostatic waves and consequent magnetoacoustic emission is of paramount
importance in sonar applications. Materials with large values of magnetostrictive co-
efficients are often found by looking for large magnetoelastic coupling coefficients.
However, as illustrated in Box 19.8 the magnetostrictive coefficient is also predicted
to be large in materials compositions where the mechanical properties are soft and the
elastic complianceC ∼ 0.

Box 19.8 Example calculation of magnetostrictive strain for a tetragonal
magnetostrictive material.

Consider a tetragonal material having a[001] easy direction of magnetization (EMD).
We can construct a Landau free energy consisting of elastic,Cǫ2, and magnetoelastic
αBǫm2 terms. We take:

G = G0 + Cǫ
2 + αBǫm

2

whereα is a geometric constant;α = 1 for m‖[001] andα = −0.5 for m⊥[001]. The
elastic compliance constant,C = 3V0

4
(C11 − C12), B is the magnetoelastic coupling

constant, m the reduce magnetization andǫ the strain. Minimizing the free energy with
respect toǫ yields:

∂G

∂ǫ
= 0 = 2Cǫ+ αBǫ

and therefore:

λ = ǫeq =
B

2C

for m‖[001] and:

G
[100] −G

[001] = −3Bǫ

2

and therefore the effective uniaxial anisotropy energy density is:

K
eff
u = Ku − 3Bǫ

2

Large dl
l

’s are observed in interesting rare earth/transition metalalloys. For the cu-
bic Laves phasematerialTerfenol,Tb1−xDyxFe2. Terfenol-Ddl

l
∼ 10−3 , is an alloy

with the compositionTb0.3Dy0.7Fe1.9 is a state of the art magnetostrictive material.
Terfenol was first developed in the 1970’s by the U. S. Naval Ordnance Laboratory
and further developed in the 1980’s at Ames Laboratory. Terfenol is named after its
components terbium (ter), iron (fe), and Naval Ordnance Laboratory(nol). The D in
Terfenol-D reflects the dysprosium additions which increase the magnetostrictive co-
efficients. Terfenol-D has a saturation magnetostrictionsas high as 1000 ppm.

The reciprocal effect to magnetostriction is theVillari effect or inverse magne-
tostriction. It is the change in a material’s magnetization when subjected to a stress,
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σ. For a material with a non-zero magnetostriction coefficient, a mechanical stress can
alter the magnetic domain structure of a material. This in turn influences the effective
magnetic anisotropy, the permeability and the coercivity of a magnetic material.

Magnetostrictive strain is observed to saturate as a function the applied field, H,
in Terfenol [Cla80]. Because the effective anisotropy constant is strongly depen-
dent on stress, the approach to saturation of the magnetostriction follows the mag-
netization of Terfenol-D at room temperature for compressive preloads from 4 to 39
MPa [WFRLC99]. A theory of the mechanism of magnetostriction in Terfenol-D has
been presented by James and Kinderlehrer [JK94].

Changes in magnetization with stress can be predicted basedonLe Chatelier’s prin-
ciple. A material with a positive magnetostriction coefficient will elongate along the
axis of magnetization and one with a negative magnetostriction coefficient will con-
tract. Therefore a material with a positive magnetostriction coefficient, under a tensile
stress along the direction of magnetization, will exhibit an increased magnetization
and under a compressive stress a decreased magnetization inthe direction of a field
at a fixed non-saturating value of the field. These conclusions are true for all but the
virgin remnant state where the magnetization is zero.

Terfenol has a saturation magnetization is approximately 1.0 T at room temperature.
Many of Terfenol’s material constants vary widely depending on the initial and final
magnetic states. Terfenol’s initial applications were in sonar systems but has since
been applied in magnetomechanical sensors, actuators, andacoustic and ultrasonic
transducers. It has also been considered for use in fuel injectors for diesel engines
because of the high stresses that can be produced. It is also employed in devices for
which passive energy absorption is desired.

Another alloy of recent interest is the shape memory alloygalfenolwith composi-
tions nearFe3Ga [CHWF+03]. Again, galfenol is named after its components gallium
(gal), iron (fe), and Naval Ordnance Laboratory (nol). Galfenol is a more recently in-
vented magnetostrictive and is currently under active development. Galfenol has mag-
netostrictions only 25-33 % that of Terfenol-D, but becauseit doesn’t have rare earth
components, it is much less susceptible to corrosion. It cantherefore more robust be
used in more challenging environments. Galfenol is also of interest for sonar applica-
tions. This interesting magnetostrictive behavior in galfenol results from a maximum
in the magnetoelastic coupling constant ofFewith increasingGa concentration, com-
bined with a temperature dependent elastic shear modulus that becomes small near
27%Ga [CHWF+03].

19.3.6.2 Ferromagnetic Shape Memory effects in Heusler Alloys.

The shape memory effecthas been explored for a variety of applications, including
notable applications in dentistry and biomedicine [VMCR+98]. A shape memory
alloy, SMAis one that can undergo large plastic deformations and then return to its
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Fig. 19.39. (a) Thermal hysteresis and temperatures in a martensitic phase transformation and
(b) shape memory effects in a stress strain curve for an SMA.

original shape upon heating. SMAs can exhibit bothsuperelasticityand theshape
memory effect. Superelasticity referrs to materials for which strains exceeding 10
% can be recovered elastically. Superelasticity is a straininduced transformation.
Shape memory effects were first noted inAuCd alloys in 1932 [Ola32] and then
again inCuZn alloys in 1956 [Hor56]. Of widespread current interest is the NiTi

alloy Nitinol. This alloy was also discovered at the Naval Ordnance Laboratory in
1962, by William Buehler and Frederick Wang.

Shape memory effects derive frommartensiteto austenitephase transformations.
These terms derive from phases ofFe , which are used generically to describe a low
temperature, low symmetry deformed phase and a high temperature, high symme-
try undeformed phase. This phase transformation is adiffusionless. Since it doesn’t
require long range atomic movement, it can be made potentially reversible with tem-
perature. In practice, there isthermal hysteresisin these transformations and four
temperatures are used to define this response as illustratedin Fig. 19.39 (a). f(T) is the
volume fraction of martensite in the material. Starting with pure martensite,f = 1,
at low temperature on heating to the temperature As the transformation to austenite
starts and finishes at Af . On cooling pure austenite,f = 0, at high temperature the
transformation to martensite begins at the temperature Ms and finishes at Mf .

The shape memory effect is described with reference to Fig. 19.39 (b). In the elastic
region theσ(ǫ) response is linear until the elastic limit (A) after which non-linear
plastic deformation occurs until (B). At point (B) the stress is released and the material
returns to a zero stress state with the permanent plastic deformation (C) caused by
martensitic distortions. This plastic deformation can then be removed through thermal
treatment to arrive back to (0,0).
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There has been much recent interest in the development of actuator materials capa-
ble of large strains, appreciable thrust and rapid responsetime. Some representatives
of the Heusler alloyfamily exhibit a cubic to tetragonal martensitic phase transfor-
mation (MPT). Since this transformation can occur between two ferromagnetic states,
and involves large strains, these materials belong to a class calledferromagnetic shape
memory alloys, FSMA. Unlike magnetostrictive materials (e.g., Terfenol-D), which
derive their magnetostrictive strains from large magnetoelastic coupling coefficients,
FSMAs can have vanishing elastic compliance upon approaching the MPT tempera-
ture and correspondingly large strains.

Magnetic field induced strain of several percent inNi2MnGa Heusler alloys [UHK+96],
[JTW99] are attributed to the motion of martensitic twin boundaries. The mechanism
for the large strains in FMSA is explained in terms of the response of martensitic
twin boundaries to a magnetic field pressure as illustrated schematically in Fig. 19.40
[O’H00]. At high temperatures, the materials exist in a highsymmetryaustenitephase
and undergoes adisplacive phase transformation, DPTat the martensitic phase trans-
formation temperature, TM . At low temperatures the material has transformed into
a low symmetrymartensitephase. T his DPT is accompanied by a large crystallo-
graphic distortion. Fig. 19.40 (a) shows a schematic crystal structure in the austenite.
Fig. 19.40 (b) shows a configuration of distorted cells in themartensite phase.

The crystallographic distortion can involve large strainsand large strain energies.
The strain energies can be accommodated by slip Fig. 19.40 (b) or twinning Fig. 19.40
(c). In a material where the strain of the martensitic phase transformation is accom-
modated in twins, mechanical response to a stress can take place by twin boundary
motion. Fig. 19.40 (d) shows such a deformation in a materialsubjected to mechan-
ical shear. Since the martensitic phase is lower symmetry, there will typically be a
uniaxial magnetocrystalline anisotropy determining the direction of the magnetization
in the martensite as illustrated in Fig. 19.40 (e). For fields, H < HK , the normal
component of the field will exert a magnetic pressure on the twin boundary in a man-
ner similar to the magnetic pressure on a domain wall. If the boundaries are mobile
then this pressure will cause one of the twin variants to growat the expense of others
(Fig. 19.40 (e)). This can result in large field induced deformation of the material.

The temperature of ferromagnetic (Tc) and structural martensitic (TM ) phase tran-
sitions of the FSMAs are important to determining the temperature dependent mag-
netoelastic properties of the materials. The magnetic and structural phase transfor-
mations can be characterized by discontinuities in the temperature and/or field de-
pendence of its properties. Such properties include strain, magnetization, resistivity,
enthalpy and magnetocrystalline anisotropy energy. When ferromagnetic materials
undergo a symmetry lowering structural phase transformation, the crystallographic
orientation of the magnetization vectors within the domains displays a corresponding
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Fig. 19.40. (a) Magnetostrictive strain as a function of themagnitude of the applied field, H, in
Terfenol [Cla80] and (b) magnetostriction and magnetization of Terfenol-D at room temperature
for compressive preload from 4 to 39 MPa [WFRLC99].

change. Thus the magnetic anisotropy and other properties of the magnetic material
can be used as a probe of the change in state in an FMSA [CCDG+00], [CGGM01].

The temperature dependence of the magnetization of the as-grown and post-annealed
single crystals with a nearly stoichiometricNi2MnGa composition is shown in Fig. 19.41
(a) [CGGM01]. An experimental protocol was employed where :(1) the sample was
first cooled from 385 K to 5 K in zero field; (2) then its DC magnetic moment was
measured as a function of increasing temperature as the sample was heated above the
ferromagnetic Tc in a applied field of 0.08 T; (3) finally the crystal was cooled to 5
K under the same applied field. In comparison with the as-grown sample, the onset
temperatures of the austenite to martensite, TM , and martensite to austenite, TA, tran-
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Fig. 19.41. (a) Temperature dependence of the magnetization of the as-grown and post-
annealed single crystals with a nearly stoichiometricNi2MnGa composition; (b) shows a dif-
ferential scanning calorimetry (DSC) curve for a crystal ofcompositionNi52.7Mn22.6Ga24.7
and (c) magnetic torque curves for a stoichiometric crystalin the austenite and martensite
phases, respectively.

sitions in the post-annealed sample were significantly enhanced from 177.5 to 221.5
K and from 202.5 to 224.5 K, respectively.

A post-annealing process reduces the temperature hysteresis for the structural phase
transition from 25 K to less than 4 K. This is a signature of themobility of the twin
boundaries in the as-grown and annealed states. Both the hysteresis in the magne-
tomechanical response and the field induced strain rate reflect this mobility. The post-
annealing effect can be interpreted in terms of a reduction of compositional fluctua-
tions and/or second phase in the as-grown sample. High temperature annealing made
the sample more homogenous in composition and microstructure. A sharp step in a
magnetization curve is a signature of a cooperative phase transition. The elimination
of a possible contamination phase may result in a decrease ofthe magnetic coercivity
because an impurity phase in a ferromagnetic material can serve as a pinning phase
and increase the coercivity. A magnetic hysteresis measurement in the post-annealed
sample shows its coercivity to be 50 Oe which is much smaller than the 250 Oe
coercivity of the as-grown sample.

Fig. 19.41 (b) [CGGM01] shows the temperature hysteresis aswell as the heat
evolved during the structural transition as measured by differential scanning calorime-
try (DSC). Again the calorimetric results probe the hysteresis in the martensitic phase
transformation. Evidence for a spin reorientation in a stoichiometric sample was also
obtained by magnetic torque measurements (Fig. 19.41 (c)).Following a zero field
cooling, the torque is shown as a function of angle between the applied field (1 T)
and a reference orientation. A large value from peak to peak on the torque curve im-
plies that in comparison with the cubic austenite structure(at 340 K) the tetragonal
martensite structure (at 213 K) exhibits a strong magnetic anisotropy.

Vasil’ev et. al. [VBKea99] have constructed a free energy functional that describes
the energy behavior of a magnetoelastic material that undergoes a cubic to tetrago-
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Fig. 19.42. Magnetic phase diagram forNi2−xMnxGa [VBKea99].

nal martensitic transformation. This functional uses two order parameters, the elastic
strain tensor and the magnetization vector and has been usedto predict a magnetic
phase diagram forNi2−xMnxGa . This phase diagram is illustrated in Fig. 19.42 and
has five phase fields. These are a tetragonal paramagnet, an axial tetragonal ferromag-
net, a conical tetragonal ferromagnet, a cubic paramagnet and cubic ferromagnet.

For stoichiometricNi2MnGa the ferromagnetic cubic phase with the L21 Heusler
structure has〈111〉 easy axes. The low temperature tetragonal phase has〈001〉 easy
axes with 3 possible orientations of the tetragonal phase with respect to the cubic
parent phase. There is a close correlation between crystallographic twins and magnetic
domain walls in the martensitic state.

Magnetic domain configurations in theNi2MnGa FMSA have been observed by
means Lorentz microscopy and noninterferometric phase reconstruction methods [DWMZ01].
So-calledcross-tie wallswere observed in the thinnest sections of the cubic austenite
phase. In thicker regions for the cubic austenite phase 180◦ domain walls are most
prevalent, along∼ 300 nm spaced regular arrays of 71◦ domain walls. The observa-
tions indicate that there is a critical thickness below which the nature of the magnetic
domains changes consistent with the observations ofBloch wall andNeel wall tran-
sitions as a function of thickness. In the low temperature tetragonal martensite phase
the domain configurations correlated with the EMDs for this uniaxial material.
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Fig. 19.43.L10 prototype structure [DM07].

19.3.7 L10 Permanent Magnets.

BinaryFePt andCoPt alloys are studied as magnetic materials for both bulk and thin
film magnetic recording applications. Alloys with low symmetry crystal structures
possess largeKu’s that can be exploited to yieldHc’s in appropriate microstructures.
EquiatomicFePt andCoPt possess largeKu’s (for CoPt : Ku = 4.9 × 107 ergs

cm3

and forFePt : Ku = 6.6 × 107 ergs
cm3 ) due to their tetragonal L10 crystal structures.

Metastable hexagonal derivative structures inCoPt thin films also possess large uni-
axial magnetic anisotropies in alloys with less of the expensivePt [HWR+93].
FePt CoPt and other alloys crystallizing in theL10 structure have hard mag-

netic properties deriving from a tetragonal crystal structure. FePt adopting theL10
prototype structure has theP4/mmm space group withFe in the 1a[(0, 0, 0)] and
1c [(12 ,

1
2 , 0)] andPt in the 2c [(0, 1

2 ,
1
2 )] special positions in a 4 atom supercell.

Fig. 19.43 illustrates the relationship between the ordered tetragonalL10 and fcc
phases. Anisotropy is derived from atomic ordering and variation of the tetragonal
c
a

ratio.
ThisL10 structure has alternate stacking of(001) planes ofFe(Co) andPt atoms.

ElementalPt exhibits Stoner enhance paramagnetic susceptibility but in structures,
wherePt is in contact with a ferromagnetic speciesPt can also have an appreciable
moment [MM91] [MMC91]. The dipole moment forPt atoms is induced by polariza-
tion effects mediated both by conduction electrons throughdirect exchange interaction
with Co orFe atoms. Further large spin-orbit interactions ascribed toPts outer shell
electrons gives rise to the high magnetocrystalline anisotropy of such materials.

The FePt andCoPt systems were first studied by Jellinghaus [Jel36] who ob-
served the highest energy products known at the time [Boz93]. Engineering interest in
FePt andCoPt thin films arise from applications in extremely high densityrecording
(EHDR) and permanent magnets . The magnetic properties ofFePt andCoPt alloys
strongly depends on annealing temperature, time and composition due to the influence
of each on the atomic ordering fraction of the anisotropic tetragonal phase. Recent
efforts have concentrated on developing optimum microstructures to harness the large
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magnetic anisotropies inFePt andCoPt alloys to develop coercivities. A focus is on
nanometer sized, exchange decoupled grains approaching monodomain sizes.
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19.3.8 RT Permanent Magnets

Importantrare earth-transition metal (RT ) alloy permanent magnets have properties
that depend on theT toR ratio. Alloys where the ratio is2, often adopt a cubic Laves
phase structure which does not promote permanent magnetic properties. For alloys
with ratios above2, low symmetry crystal structures can result in large uniaxial mag-
netocrystalline anisotropy impacting the coercivity, Hc, of permanent magnets. The
magnitude of the coercivity depends further on the microstructure of the magnet. The
magnetocrystalline anisotropymust be understood with respect to crystal structure.

R metals (Dy ,Nd ,Pr , Sm , etc.) have metallic radii of∼ 0.175−0.185 nm,∼30 %
larger than early and∼ 50− 60 % larger than late transition metals. Crystal structures
exist in RT systems with stoichiometries ofRT2, RT3, R6T23, RT5, R2T17, R3T29,
RT12, etc. RT phase diagrams often contain many line compounds (with limited solu-
bilities). Fig. 19.44 shows a schematic RT phase diagram (approximating theSm-Co
system.). Near line compounds occur at the stoichiometries: R2T17,RT5,R2T7,RT3,
RT2, R9T4, andR3T . In state of the artSm -Co permanent magnets a2-phase mi-
crostructure relies on the large magnetic anisotropy ofSmCo5 and the high moment
of Sm2Co17. Alloys of composition SmCo7.7 have achieved the largest magnetic
energy products (highest stored magnetic energy) in this system .

Properties ofRT permanent magnets derive from the magnetic ground states ofthe
rare earth species. Other properties derive from the low symmetry crystal structures
and the separation of theT -atom planes. It is important to understand how the cou-
pling between the dipoles on theR andT sites are influenced by the choice ofR and
T species and constituents. Just as in strengthening in steels interstitial modification
can be used to great benefit in optimizing properties in hard magnets.
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19.3.8.1 Magnetic Dipole Moments and Coupling.

The magnetic dipole moments inRT permanent magnets depend on several significant
variables related to the two species, the atomic spacings and the coupling between the
dipoles. These aspects are summarized:

(i) R atom moments derive from the localized 4f electrons and thusR dipole
moments are well described by the Hund’s rule ground state which do not
differ from theR3+ species tabulated above.

(ii) T dipole moments derive fromT d-bands. Since rare earth planes pushT

planes further apart, this narrows theT bands, decreasing band widths, W,
in comparison with respect to their exchange splitting, Jex. This serves to
increase theT dipole moments in cases where weak ferromagnetic bands are
transformed into strong bands.

(iii) The largeR species require larger volumes. Since magnetization is netdipole
moment per unit volume, this larger volume reduces the magnetization.

(iv) R andT dipole coupling changes from ferromagnetic forlight rare earths(< 7

f electrons) to antiferromagnetic forheavy rare earths(> 7 f electrons).

The coupling between the dipole moments can be transmitted by direct or RKKY
exchange interactions. RKKY exchange is mediated through the conduction electron
gas associated, for example, with sp conduction electrons of the magnetic atoms in
rare earths. This indirect exchange is transmitted by polarization of the free electron
gas and influences the coupling to the local f-electron dipoles.

For atoms with open shells, however, the occupation of angular momentum states
in accordance with Hund’s rules can lead to anisotropic charge distributions. This is
especially pronounced in rare earth species. Depending on the details of the filling
of the 4f states the resulting charge density can be oblate, prolate or nearly spherical
(i.e. forGd3+). For a material to exhibit magnetic anisotropy, both the orbital angular
momentum (Lz) and the crystalline electric field need to have less than spherical sym-
metry. The crystal field causes the orbital angular momentumto be strongly tied to
particular crystallographic directions. The coupling of spin angular momentum to the
orbital angular momentum comes about through thefspin-orbit interaction. Spin-orbit
interactions give rise to an interaction energy, thespin-orbit energy:

Eso = −λ~L · ~S (19.64)

whereλ is a phenomenological parameter called thespin-orbit coupling constant. For
λ > 0 the lowest spin-orbit energy occurs for spin’s aligning parallel to the orbits and
for λ < 0 for spin’s aligning anti-parallel to the orbits. The spin-orbit interactions
can lead to an energy lowering for spin dipole moments aligned with the orbitals and
consequently with specific crystallographic directions! This lower energy for dipoles
in particular crystallographic directions is the origin ofmagntocrystalline anisotropy.
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Fig. 19.45. Variation of the Curie temperature inR-Co andR-Y compounds and those pre-
dicted from Wohlfarth’s [Woh79] Landau theory formalism.

19.3.8.2 Curie Temperatures.

Tc’s for RT permanent magnets depend on the composition and the sign of the cou-
pling between theR andT species dipoles. Wohlfarth [Woh79] considered the vari-
ation of Tc with R species inR-Co compounds using a Landau theory (discussed
above). The model was modified to account for the largeR dipole moments and the
coupling between theR andCo species by replacing the first Landau coefficient, a(T)
with a coefficient a′(T) defined as:

a′(T ) = a(T )− α

T
α =

Nµ2
BJ

2
RCo

[

g − 1
]2

J(J + 1)

3kB
(19.65)

where NR atoms have momentsgJµB andJRCo is theR-Co exchange constant
which changes sign on moving from light to heavy rare earth species. In general,
JRT , theR−T exchange constant to changes sign on moving from light to heavy rare
earths due to the change in spin-orbit interactions betweenoblate and prolate 4f elec-
tron distributions. .The parameterα can equivalently be expressed more compactly in
terms of theDeGennes factor, D:

α =
Nµ2

BJ
2
RCoD

3kB
D =

[

g − 1
]2

J(J + 1) (19.66)

The scale for the Tc’s was set by consideringY -Co compounds for whichD = 0

sinceY has an empty f-shell. Fig. 19.45 shows the variation of Tc in R-Co andR-
Y compounds and those predicted from Wohlfarth’s [Woh79] Landau theory. Tc’s are
largest in the compounds with the largestCo -content.Gd gives the strongest coupling
toCo . UnfortunatelyGd is not a good choice for permanent magnet systems because
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its half-filled f-shell does not allow for magnetocrystalline anisotropy because there
f-electron energy can not be decreased by a symmetry lowering distortion.

19.3.8.3 Magnetocrystalline Anisotropy.

There are also several considerations necessary to understand the origin of magne-
tocrystalline anisotropy inRT permanent magnets. For the large magnetic anisotropies
required to develop high coercivities in permanent magnets, these include:

(i) The compound’s crystal system should be uniaxial ratherthan cubic.

(ii) The anisotropy should give rise to an easy axis (Ku > 0) rather than an easy
plane (Ku < 0), since for an easy plane the magnetization can rotate without
rotating through a hard direction! It is therefore easier todemagnetize.

(iii) The anisotropy associated with theR species depends on the 4f-electron charge
distribution. RE3+ ions have oblate or prolate ellipsoidal charge distributions
depending on whether the f-shell is more or less than half-filled [Coe91].

(iv) The anisotropy associated with theR species depends on the details of the
crystalline electric fieldseen by theR species in their special positions.

(v) The anisotropy associated with theT species can be greatly enhanced if the
structure has planes for which are 2- as opposed to 3-d.T planes can be iso-
lated by the incorporation of the largeR species in the structure or through
interstitial modifications which can serve to expand the lattice anisotropically.

In a quantum mechanical framework the energy of electronic states for atoms expe-
riencing a crystal field can be summarized in terms of acrystal field Hamiltonian:

H = H0 − eVel + λ~L · ~S (19.67)

whereH0 is the Hamiltonian giving rise to electronic energy levels in the absence of
the crystal field.Vel is the electrostatic Coulomb potential due to ions (viewed as point
charges) surrounding the ion for which crystal field energy levels are to be calculated
andλ~L · ~S is the aforementionedspin-orbit coupling. The electrostatic potential at an
ion of interest and the resulting total electrostatic energy is written:

V (r, θ, φ) =
∑

j

qj

|(~Rj − ~r|
V (r, θ, φ) =

∑

i

∑

j

qiqj

|(~Rj − ~r|
(19.68a)

where~r is the position vector to the ion of interest,~Rj is the position of the jth ion
surrounding the ion of interest andqj is the charge of the jth surrounding ion. The total
energy involves summing over all ions in the structure (

∑

i) whereqi is the charge of
the ith reference ion. The solution to crystal field problemsis aided by expanding in
terms of powers of r andspherical harmonicsor tesseral harmonics, since the potential
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must be a solution toLaplace’s equation. An expansion in spherical harmonics is:

V (r, θ, φ) =
∑

l,m

CrlY m
l (θ, φ) (19.68b)

where C is a constant andY m
l (θ, φ) are spherical harmonics.

19.3.8.4 Extrinsic Magnetic Properties.

For applications, it is the extrinsic properties, coercivity, remnant induction and the
derivative energy product that are most important as figuresof merit. These are deter-
mined by the intrinsic properties and the the magnetizationreversal mechanism. The
reversal mechanism is intimately related to the microstructure. Processes involved in
the reversal of the magnetization in the second quadrant of the hysteresis loop include:
nucleation of a reverse domain(s) at a defect, reversible growth of a reverse domain,
irreversible motion of domain walls passed pinning centers.

In real materials reversal takes place by nucleation of reverse domains on microstruc-
tural imperfections or Inhomogeneities such as defects, surfaces, interfaces, etc. and
coercivity is less than that predicted by a rotational mechanism alone.

Brown’s paradox states that only a fraction of the anisotropy
field is practically realizable in coercivity.

Values of the coercivity do not typically exceed 50 % of the anisotropy field in the best
permanent magnet microstructures.

Microstructural development is very important to determining the ultimate prop-
erties of a permanent magnet. Microstructural developmentcan be thought of as at-
tempting to control two distinct aspects of the magnetic microstructure. These are:

(i) Engineering the free pole distribution (demagnetization factors) in the mi-
crostructure. This was seen in the discussion of Alnico magnets above.

(ii) Engineering the spatial variation of magnetic anisotropy by the distribution
and texture of low and highK phases. Domain wall pinning is maximized in
regions of lowK and isolated particles can be forced to reverse by rotation.
Texture is important for achieving optimal alignment of easy and hard axes.

As a practical limitation, these are very difficult microstructural features to control and
require clever applications of phase relations and phase diagrams coupled with state
of the art processing techniques.

Kronmuller’s formalism parameterizes the contributions to the coercivity as fol-
lows:

Hc = α
2Ku

µ0Ms

−NdMs (19.69)
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Type System Space Group Z a, c (nm)

SmCo5 hex P6/mmm 1 0.51, 0.41
β-Sm2Co17 hex P63/mmm 2 0.84, 0.82
α-Sm2Co17 rhom R3m 3 0.843, 1.2222
Nd2Fe14B tetra P42/mnm 4 0.88, 1.22
Nd3Fe29 mono A2/m 2 1.05, 0.97 (b=0.85)

α-Sm2Fe17N3 rhom R3m 3 0.843, 1.222
Sm(Fe ,Ti)12N tetra I4/mmm 2 0.893, 0.522

Table 19.5.Summary of structural information for some non-cubicRT phases.

where Ku is the uniaxial anisotropy and Nd is a spatially averaged effective demag-
netization factor associated with the switching entities (i.e. isolated particles).α is
a microstructural parameter that can further be expressed as α = αKαψ whereαK
describes spatial variations in the anisotropy andαψ describes texture variations.

19.3.8.5 Selected Low SymmetryRT systems.

Table 19.5 summarize structural information for some non-cubicR-T phases.

19.3.8.6SmCo5

SmCo5 is a premiere permanent magnet. This hexagonal material (Fig. 19.46), with
the largest value of magnetocrystalline anisotropy, was first reported in 1967, by Str-
nat, et. al. [SHO+67]. Non-magneticRT5 compounds were first synthesized by of W.
E. Wallace et. al. [Wal60] of the University of Pittsburgh and subsequently Carnegie
Mellon University. In many applicationsSm2Co17 with largerT fractions and larger
inductions are more attractive. However, theSm2Co17 phases do not achieve magne-
tocrystalline anisotropy comparable toSmCo5.

In state of the artSm -Co permanent magnets a2-phase microstructures rely on
the large magnetic anisotropy of theSmCo5 and the high moment of theSm2Co17

materials. Alloys of compositionSmCo7.7 have achieved the largest magnetic energy
products (highest stored magnetic energy) in this system . In these non-stoichiometric
2-phase materials someCo is substituted for byFe , Cu and/orZr [Bus88].
SmCo5 is a template for many important permanent magnets.CaCu5, with the

hexagonal P6/mmm (#191) space group, is the prototype forSmCo5 [WG59]. Fig. 19.46,
shows a formula unit ofSmCo5 in the unit cell [DM07], to have8 Ca atoms in each
cell each shared with8 other cells for a total of oneCa . There are1 + 8(12 ) = 5
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Fig. 19.46. Hexagonal unit cell ofCaCu5 (a) ball and stick and (b) space filling depictions.
Reproduced from DeGraef and McHenry [DM07].

Cu atoms per unit cell. The tetrahedral interstices inSmCo5 are empty. Rare earth
intermetallics are important forH storage in these tetrahedral interstices.

19.3.8.7 Dumbell Substitutions:α-Sm2Co17 andβ-Sm2Co17.

Other important REPM’s are related to theSmCo5 structure throughdumbell substi-
tutionsreplacing aR atom with a pair ofT atoms. The stoichiometry is changed to
enrich theT content at the expense of theR species. Stadelmeier [Sta84] proposed
the formula,Rm−nT5m+2n where m and n are integers, to describeRT compounds
formed dumbell transformations. When m= 1 and n= 0 we describe the parentRT5

structure. For other structures m represents the number ofRT5 formula units and n
the number of dumbell substitutions within the m units. A stoichiometry ofR2T17 is
obtained for m= 3 and n= 1. If m = 2 and n= 1, aRT12 is compound is obtained.
If m = 5 and n= 3, aR3T29 compound is obtained. The transformation by which1

3

of theR atoms in theCaCu5 structure ofSmCo5 are replaced with pairs of transition
metal atomdumbells, is represented:

3RT5 −R+ 2T = R2T17 (19.70)

where a single rare earth (Sm) is removed from3 units ofSmCo5 and replaced by a
transition metal (Co) dumbell,2T , to yield theSm2Co17 compound. Phases with this
stoichiometry exist in both hexagonal and rhombohedral variants. Pairs ofT atoms
are arranged along the c-axis at dumbbell sites (Fig. 19.47).

TheTh2Ni17 structure (P63/mmc #194), shown in Fig. 19.47. It is the structure
of theβ-Sm2Co17 phase.β-Sm2Co17 has lattice constants a= 0.84 and c= 0.81

nm respectively. Fig. 19.47 shows the structure of theβ-Sm2Co17, a single unit cell
depicted in (a) space filling and (b) ball and stick formats.
2−17 phase magnet microstructures are multiphase microstructures with each phase
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Fig. 19.47.β-Sm2Co17 phase unit cell, depicted in (a) space filling and (b) ball andstick for-
mats. The hexagonal prismatic representation with3 cells is shown projected along the[001]
direction. Reproduced from DeGraef and McHenry [DM07].

Fig. 19.48. The structure of theα-Sm2Co17 phase, a single rhombohedral unit cell depicted
in (a) space filling and (b) ball and stick formats. The hexagonal prismatic representation pro-
jected along[001] is shown in (c) and (d) shows theCo atom Kagome net in the z= 1

6
plane.

Reproduced from DeGraef and McHenry [DM07].

having an important role in developing hard magnetic properties. TheSmCo5 phase
develops on the6 equivalent pyramid planes of the2 : 17R phase. A small amount of
Zr stabilizes the2 : 17 phase withFe substitutions (partial substitution ofFe for Co
increases the magnetization of the material, but a correspondingSm2Fe17 does not
possess a large Tc). The presence ofFe is also thought to promote the formation of a
cellular structureillustrated in Fig. 19.49.SmCo5 is metastable at room temperature,
but can generally be retained.Sm2Co17 takes the2 : 17R at room temperature, but
the2 : 17H can be retained by rapid quenching.

In magnetic systems, it is often interesting to look mixFe andCo as the transition
metal species. This is motivated by the binaryFe–Co systems, where a magnetization
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Fig. 19.49. Cartoon and typical microstructures ofSm2Co17 magnetic materials with a cellular
structure along with an actual TEM micrograph showing the cell structure. Reproduced from
DeGraef and McHenry [DM07].

larger than pureFe or pureCo is attainable. Also, sinceFe is cubic andCo has an
hcpstructure, their alloys can often be engineered to show preferences for low sym-
metry phases, influencing the resulting magnetocrystalline anisotropy. Studies have
been performed in phases with theSm2Co17 structure. Deportes, et al. [DGL+76]
studiedY2(Co1−xFex)17 alloys and Herbst, et al. [HCL82] studiedT site selection
in Nd2(Co1−xFex)17 alloys.

19.3.8.8 The tetragonalNd2Fe14B Phase.

TheNd2Fe14B (2 : 14 : 1) phase is the most important tetragonal permanent mag-
net material because of its large magnetocrystalline anisotropy and large magnetic
induction [HCP84], [GLM84]. It is also less costly than the SmCo-based magnets.
Nd2Fe14B has an P42/mmm (D4h

14, #136) space group with a= 0.88 nm and c
= 1.22 nm. Since it has four formula units per unit cell, theNd2Fe14B cell contains
68 atoms. Herbst et al. [HCP84] solved the magnetic structure by neutron diffraction.
Fig. 19.50 shows theNd2Fe14B single tetragonal unit cell. For a review of properties
the reader is referred to Herbst, 1991 [Her91].
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Fig. 19.50.Nd2Fe14B unit cell depicted in (a) space filling and (b) ball and stick formats.
Reproduced from DeGraef and McHenry [DM07].

19.3.8.9 MonoclinicR3(Fe ,Co)29 Phases.

The monoclinicR3(Fe ,Co)29 phase is a lower symmetryRT magnets for which the
hard axis is not orthogonal to a basal plane because the crystal system has all non-
orthogonal basis vectors [CLM+94]. Their structures result form the dumbell substi-
tution:

5RT5 − 2R+ 4T = R3T29 (19.71)

TheR3T29 prototype has a A2/m (#12) space group with two inequivalentR sites and
11 inequivalentT sites, respectively. Relationships between the A, B and C lattice
constants in the monoclinic unit cell and a, b and c lattice constants in the unit cell of
the similar 1:5 derivative structure exist:

B = 3
1

2 a; A = (4a2 + c2)
1

2 ; C = (a2 + 4c2)
1

2 (19.72)

A single cell of theR3T29 phase has 2 formula units (64 atoms). This structure is
formed by alternative stacking of1 : 12 and2 : 17 type segments. The R3T29’s
are an example of a phase that is stabilized by ternary additions. The composition of
the phases are reported as R3(Fe ,M)29 with M being a larger early transition metal.
Substitution of other magnetic transition metals forFe (notablyCo) is also possible,
but do not impact the stability of the phase.

For the example ofNd3Fe27.5Ti1.5, illustrated in Fig. 19.51 the phase has lattice
constants a= 1.06382 nm, b = 0.85892 nm, and c= 0.97456 nm, respectively.
A monoclinic tilting angle,β =arctan(2a

c
), for the structure illustrated is 96.93◦.

Fig. 19.51 illustrates the structure of theNd3Fe27.5Ti1.5 with a monoclinic unit cell.
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Fig. 19.51. The structure ofNd3(Fe ,Ti)29, a single unit cell depicted in (a) space filling and
(b) ball and stick formats. Reproduced from DeGraef and McHenry [DM07].

The R3(Fe ,TE)29 (3:29) (TE (early transition metal)= Ti , etc.) compounds have
been reported as potential high temperature permanent magnet applications. Synthesis
structure and properties of the 3:29 phase magnets [SMRR+98], [SMRR+99], were
examined in the (Pr3(Fe1−xCox)27.5Ti1.5 (x = 0, 0.1, 0.2, 0.3, 0.4 and0.5) system
with up to 50%Co substitution forFe . Co substitutions in alloys of composition
(Pr3(Fe1−xCox)27.5Ti1.5 have been shown to increase Tc, induction and anisotropy
field in these magnets. With largerT content the magnetic exchange and consequent
Tc’s of these magnets can be increased. The attractiveness of ahigh T:R ratio in this
phase is mitigated by the fact that 1.5 of 29T atoms are replaced byTi to stabilize
the metastable phase.

Site selection with substitution ofTi for Fe in (Pr3(Fe1−xCox)27.5Ti1.5 (x = 0,
0.1, 0.2, 0.3, 0.4) magnets was studied [HHS+99] using EXAFS and neutron diffrac-
tion showing thatTi substitutes in the 4g and 4i special positions, consistent with the
observations [HYKP96] in (Pr3Fe27.5Ti1.5 materials. The distribution ofTi between
the 4g and two 4i sites agreed with observations [YH96] on (Pr3Fe27.5Ti1.5) materials.

19.3.8.10 Interstitial Modifications.

Interstitial modificationcan improve properties of REPM materials. Interstitials should
have covalent radii less than∼ 0.1 nm [Sko96] to occupy interstitial sites (often octa-
hedral) in the REPM lattice.B has a covalent radii of 0.088 nm, but, it has a strong
preference for trigonal prismatic coordination which can dictate the structure as in
2:14:1 magnets.C andN with covalent radii of 0.077 nm and 0.070 nm, often occupy
interstitial sites in a REPM structure. These promote volume expansions as large as
8%. Anisotropic volume expansion by interstitial modification can increaseKu.

Dramatic effects on the magnetization and Tc’s of interstitially modified REPM
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Fig. 19.52.Sm2Co17N3 structure (a) single unit cell, with 3 formula units of the rhomahedral
Sm2Co17 and 9N atoms (highlighted) in octahedral interstices; (b) polyhedral setting, illus-
tratingN octahedral coordination polyhedra. Reproduced from DeGraef and McHenry [DM07].

materials, are observed especially for those containingFe as theT species. Larger
spacing between theFe atoms causes narrowing and closing of the majority spinFe

d-band, increasingFe ’s dipole moment. The increased separation ofFe atoms also
favorably influences exchange and increases Tc.

For N interstitial modification [CS90] of theSm2Fe17 phase, gas-phase reaction
with fine particles is a typical synthesis route. A nitrogenation reaction is:

2Sm2Fe17 + (3− δ)N2 = 2Sm2Fe17N3−δ (19.73)

The nitride disproportionates, above 720 K, by the reaction:

2Sm2Fe17N3 = 2SmN + Fe4N + 13Fe (19.74)

N occupies large octahedral interstices in the nitrides. Structural features of the
modification in the rhombohedralSm2Fe17 phase are explained considering a vol-
ume expansion of the parentα-Sm2Co17 phase lattice with occupation of octahedral
interstitial sites. Fig. 19.52 (a) shows three formula units in the single unit cell of the
rhombahedralSm2Co17 phase. Here, nineN atoms (highlighted) are incorporated
into octahedral interstices to yield the compoundSm2Co17N3.

TheN interstitials sit at the 9e special positions in the R3m space group with the
sites of the R and T atoms the same as in the parent phase. Fig. 19.52 (b) shows a
polyhedral setting, illustrating theNoctahedral coordination polyhedra. Notice the
vertex sharing polyhedra connected along[100] and[010] directions, in this structure.
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Table 19.6.Classification of materials by range and type of atomic order.

SRO Range LRO Range Material
of SRO LRO of LRO Classification

Crystalline ≥ 10µm Crystalline ≥ 10µm Macrocrystalline
Crystalline 100 nm -10µm Crystalline ≥ 100 nm Microcrystalline
Crystalline ≤ 100 nm Crystalline ≤ 100 nm Nanocrystalline
Crystalline ∼ 1 nm No LRO Amorphous I
Non Cryst. ∼ 1 nm No LRO Amorphous II
Non Cryst. Quasiperiodic ∼ 1µm - 0.1 m Quasicrystalline

Interstitial modification withC to form Sm2Fe17Cx has been demonstrated. Solid
state diffusion is used for interstitial modification [SC93].

Interstitial modification of theSm(Fe ,Ti)12 phase structures has been investigated
by Yang, et al., [YPZ+93]. HereN occupies large octahedral interstices. The Sm(Fe ,Ti)12
phase requires one of the 12 T sites be occupied byTi in order to stabilize theFe
containing compound. The structural features of the modification in the tetragonal
Sm(Fe ,Ti)12 phase can also be explained by considering a volume expansion of the
parent phase with occupation of octahedral interstitials.

Interstitial modification of theSm3(Fe ,Ti)29 phase structures [CLM+94] includ
hydrogen, nitrogen and carbon interstitial modifications.Sm3(Fe ,Ti)29N5 alloys
have been synthesized with notable increase in the anisotropy fields, saturation mag-
netization and Tc’s.

19.3.9 Amorphous and Nanocomposite Materials.

Amorphous and more recently nanocomposite materials have been investigated as
magnetically soft materials for many applications. The term nanocompositewill be
used for alloys that have a majority of grain diameters in therange from∼ 1− 50 nm
embedded in an amorphous matrix. Interest in nanocompositesoft magnetics derives
from synergy in the properties of the amorphous and crystalline phases from which it
is composed. Interesting properties in amorphous and nanocomposite materials derive
from chemical and structural variations on a nanoscale which are important for devel-
oping unique magnetic properties. We review structure→ properties relationships in
amorphous and nanocomposite material. Nanocomposites arediscussed further below.

Amorphous alloys are topologically disordered. Crystalline alloys have long range
(periodic) order in their atomic and (usually) spin positions. The magnitudes of the
spin dipole moments are typically uniform and exchange interactions are discrete as
a result of the periodicity. Amorphous alloys have short range atomic order but lack
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long range order and have disordered spin positions, spin magnitudes and exchange
interactions. Attributes of amorphous alloys which derivefrom disorder are:

(i) More possible spin configurations, including non-collinear arrangements.

(ii) More free volume in the amorphous state than in the crystalline state influences
the size of dipoles and net magnetization.

(iii) The metastable thermodynamic state is promoted by alloying with glass form-
ers which reduce net dipole moments by dilution and/or bonding.

(iv) Magnetic species can have different coordination polyhedra and different near-
est neighbor symmetries than in their crystalline counterparts.

(v) Strong positional disorder cause large fluctuations in exchange. There can be
competing ferromagnetic and antiferromagnetic exchange interactions.

(vi) Amorphous alloys possess random magnetic anisotropy.

These contribute to rich magnetic phase diagrams.

19.3.9.1 The Structure of Amorphous Materials.

Table 19.6 classifies amorphous and nanocrystalline alloysby short-range order, long-
range order, and the ordering length scales [O’H87]. Crystalline alloys are designated
macrocrystalline, microcrystalline, or nanocrystalline. Amorphous alloys with local
order similar to crystalline counterparts are known as Amorphous I alloys, whereas
amorphous alloys with non-crystalline local order belong to the Amorphous II type.

In amorphous solids, atomic positions lack crystalline (periodic) or quasicrystalline
order but have short-range order. Amorphous metals are usually structurally and
chemically homogeneous, which gives them isotropic properties attractive for many
applications. Chemical and structural homogeneity can lead to isotropic magnetic
properties that are important in materials for many inductive components.

In amorphous metals, atomic correlations extend only to a few coordination shells
(0.1 to 0.5 nm out from the central atom), resulting in significant broadening of peaks
and fewer features in x-ray diffraction patterns. Innanocrystalline alloys, finite size
effects give rise toScherrer broadeningof the XRD peaks. For a particle size of1 nm
(i.e., about4 unit cells) the peaks have broadened so much that they overlap and the
high angle peaks are no longer resolved. The peak broadeningis a signature of the
nanocrystalline structure.

Atomic distances in an amorphous solid can be described by the pair correlation
function,g(r). The pair correlation function is defined as the probabilitythat a pair
of atoms are separated by a distance,r. We considerN atoms in a volumeΩ; let
r1, r2, . . . rN represent the positions of these atoms with respect to an arbitrary origin.
The distancer = |ri−rj | is the length of the vector connecting atomsi andj. Related
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is the spatially dependent atomic density,ρatom(r), defined as:

ρatom(r) =
N

Ω
g(r), (19.75a)

and theradial distribution function, RDF(r), defined in terms of the atomic density:

RDF(r) = 4πr2ρatom(r)dr, (19.75b)

The radial distribution function, RDF(r), represents the number of atoms between the
distancesr andr + dr.

The functionsρatom(r) andg(r) are determined from scattering experiments using
wavelengths on the order of atomic distances. A completely structurally disordered
material (e.g. a gas) has a uniform probability of finding neighboring atoms at all
possible distances (larger than twice the atomic radius), leading to a featurelessg(r).
In a crystalline solid,g(r) is represented by a set ofdelta functions related to the
discrete distances between pairs of atoms (i.e., a diffraction pattern). In amorphous
alloys, broad peaks ing(r) reflect the presence of short range order.

19.3.9.2 Amorphous Metal Synthesis

Fig. 19.53(a) illustrates that it is possible to cool alloysfast enough to avoid the nose of
the liquid to solid phase transformation in aTTT diagram. This requires solidification
fast enough to preclude nucleation of the stable crystalline phase. In this case an
amorphous structure. Such a material is called ametallic glass. Eutectic alloys where
the liquid phase is already stable to low temperatures are ideal. Also of interest is the
return to thermodynamically stable phases (or intermediate metastable phases) in the
process of crystallization (or nanocrystallization) in Fig. 19.53(b).

The pioneering work of Duwez [DWW60] was followed by discovery of many
metallic glass sytems produced by rapid solidification. Amorphous alloy synthesis
typically require cooling rates> 104 K

s
[MWL99]. Rapid solidification techniques

includesplat quenching, melt spinning, etc. In melt spinning, alloys at temperatures
typically greater than 1300 K are cooled to room temperaturein 1 ms, at cooling
rates of∼ 106 K

s
. Fig. ?? illustrates the melt-spinning process where an alloy charge

is placed in a crucible with a small hole at one end. The alloy is typically induction
melted. Surface tension keeps the melt in the crucible untilan inert gas overpressure
pushes the melt through the hole onto a rotatingCu wheel. The stream rapidly solid-
ifies into∼ 20µm thick amorphous ribbons. Reviews of melt spinning includethose
by Liebermann [Lie83] by Davies [Dav85] and by Boettinger and Perepezko [BP85].

Many other techniques have been used in amorphous metal synthesis including:

• Rapid Solidification Processing:Amorphous alloys can be produced by rapid so-
lidification processing routes, typically requiring cooling rates≥ 104 K/s. Examples
of these techniques include splat quenching, melt spinning, etc.
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Fig. 19.53. TTT diagram for a hypothetical eutectic alloy [MB01].
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Fig. 19.54. Schematic of melt spinning, illustrating flow ofmolten metal onto rotating wheel.

• Solidification of Bulk Amorphous Alloys: Bulk amorphous alloys are formed by
conventional solidification with slow cooling rates. Alarge glass forming ability
allows producing amorphous materials with much larger dimensions (up to cm).
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• Powder Synthesis: Amorphous metals may be synthesized as powders or com-
pacted to form bulk alloys with an amorphous structure. Techniques includeplasma
torch synthesis[Tur99] , gas atomization, andmechanical milling. Rapid solidifi-
cation in the gas phase (e.g. ultrasonic gas atomization) orsplatting on a substrate
can lead to the formation of nanometer-sized glassy droplets,nanoglasses[Gle89].

• Solid State Mechanical Processing:In mechanical alloying, the energy of the
milling process and constituent thermodynamic propertiesdetermine whether amor-
phization will occur. Mechanical alloying is also a means ofsynthesizing amor-
phous alloys by solid state reaction of two crystalline elemental metals in multilayer
systems with a fine interlayer thickness [JAVR+85].

• Amorphization by Irradiation: Crystalline alloys can be made amorphous by ir-
radiation by energetic particles beam [MN82]. Amorphization is an effect that is
often observed at high particle fluences in radiation damaged materials [Sut94].

• Thin Film Processing: Thin film depositiontechniques were shown as early as
1963 [MWdN63] to produce amorphous alloys.

19.3.9.3 Thermodynamic and Kinetic Criteria for Glass Formation

Glass forming ability(GFA) involves suppressing crystallization by preventingnucle-
ation and growth of the stable crystalline phase. The solidification of a eutectic liquid
involves partitioning of the constituents so as to form the stable crystalline phase. GFA
can be correlated with thereduced glass forming temperature, Trg , defined as:

Trg =
Tg
TL

(19.76)

where TL and Tg are the liquidus and glass transition temperatures, respectively. Be-
low the glass transition temperature, Tg, the atomic mobility is too small for diffu-
sional partitioning of alloy constituents.

The thermodynamic condition for glass formation is described by the T0 construc-
tion illustrated in Fig. 19.55, for anA−B eutectic system. For compositions between
the T0 curves the liquid phase can lower its free energy only through the partitioning
of the chemical components, nucleating anA-rich or B-rich region that expels the
other (B or A) constituent as it grows. This nucleation and growth process requires
long range diffusion to continue. If an alloy can be quenchedbelow its glass transition
temperature, Tg in the region of compositions between two T0 curves, then the atomic
motion necessary for this partitioning will not be possibleand the material will retain
the configuration of the liquid. The glass forming ability isincreased for materials
where the reduced glass forming temperature, Trg, is large.

Massalski [1981] [Mas81] presented thermodynamic and kinetic considerations for
the synthesis of amorphous metals. The criteria suggested for partionless freezing(no
composition change) of a liquid to form a metallic glass are:
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Fig. 19.55. (a) T0 construction for anAB binary alloy with a deep eutectic. (b) In an alloy for
which the T0 curves intersect above Tg partitionless solidification is not possible [Wil00].

(i) Quenching to below the T0 curve: The T0 curve is the temperature below
which there is no thermodynamic driving force for partitioning and the liquid
freezes into a solid of the same composition. The T0 curve is the locus of
T-composition points where the liquid and solid phase free energies are equal.

(ii) Morphological stability:depends on the comparison of imposed heat flow and
the velocity of the interface between the amorphous and liquid phases.

(iii) Heat flow: To prevent segregation, liquid supercooling must exceedL
C

where
L is the latent heat of solidification and C is the specific heatof the liquid.

(iv) Kinetic Criteria: A critical cooling rate, Rc, for quenching of the liquid is
empirically known to depend on thereduced glass forming temperature, Trg.

(v) Structural: Atomic size ratios with difference exceeding∼13 % (consistent
with Hume-Rothery rules) retard the diffusion necessary for partitioning.

Fig. 19.56 illustrates examples of two alloy systems that exhibit relatively deep
eutectics and can be rapidly solidified to form a metallic glass. TheFe-Zr , system is
an example of a eutectic in a late transition metal/early transition metal system. The
Fe-B system is an example of a eutectic in a (transition) metal/metalloid system.

Criteria i is a condition on the supercooling of the liquid. Criteria iii requires that
heat must be transported quickly enough from the moving solidification front. This
is determined by heat transfer between the amorphous solid phase and the wheel and
depends on the wheel conductivity, speed and the degree of wetting by the liquid.
Criteria iv defines a critical cooling rate required to prevent thenucleation and growth
of the crystalline phase. Deep eutectics occur in systems with large positive heats of
mixing and consequent atomic size differences motivating the criteria v
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Fig. 19.57. Spin configurations possible in amorphous magnets, (a) ferromagnet, (b) antiferro-
magnet or ferrimagnet, (c) speromagnet and (d) sperimagnet.

19.3.9.4 Magnetic Dipole Moments and Their Ordering.

The most important determinant in the magnitude of magneticdipole moments in
amorphous alloys is alloy chemistry and then positional disorder. The issue of the
influence of alloy chemistry on magnetic dipole moments and magnetization, previ-
ously illustrated in the Slater-Pauling curve, can be addressed in a more quantitative
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manner in a variety of empirical models. Weak solutes, as defined by a valence dif-
ference∆Z ≤ 1, are explained by the previously discussedrigid band modelwhile a
virtual bound state modelis employed when the solute perturbing potential is strong,
∆Z ≥ 2. TM moment reduction due to sp-d bonding with metalloid glass formers
is in addiition to dilution effects! Therefore amorphous magnet inductions are signif-
icantly reduced as compared with elemental counterparts. Moment reduction due to
coordination bonding has been discussed by Corb and O’Handley [CO85] and mag-
netic valence ideas have been developed by Williams [WMMT83]

The absence of crystalline periodicity in amorphous materials leads to distributed
local exchange interactions and sometimes competing exchange interactions. This
leads to richness in the possible magnetic structures in amorphous materials. The
collinear magnetism found in crystals, i.e. ferromagnetism, anti- ferromagnetism and
ferrimagnetism are all observed in amorphous materials. Inaddition, non-collinear
magnetism can also be observed in the form ofsperomagnetism, asperomagnetism
and sperimagnetism. Competing exchange interactions can also lead to frustration
and spin-glass behavior [Coe78]. These configurations are depicted in Fig. 19.57.

19.3.9.5 Random Exchange

As compared with bulk crystalline materials amorphous alloys typically have reduced
Curie temperatures, due to alloying with glass forming elements [O’H87]. Amorphous
alloys also have large distributions of interatomic spacings resulting in distributed ex-
change interactions which alter the mean field description of M(T) [Chi78].

Distributed exchange is predicted on the basis of a distribution of nearest neigh-
bor distances andBethe-Slater curve. Observations of distributed hyperfine fields in
Mossbauer spectroscopyare consistent with this. Handrich and Kobe incorporated
distributed exchange into mean field theory to predict M(T) for amorphous magnets.
The mean field theory for the temperature dependence of the magnetization in amor-
phous alloys was proposed by Handrich and Kobe [Kob69] [Han69].

To consider the effects of positional and chemical disorderin amorphous alloys we
are guided by simple Taylor series expansions of the exchange energy:

J = J0 +
(∂J

∂r

)

∆r J = J0 +
( ∂J

∂C

)

∆C (19.77)

where the first expression reflects positional (R) and the second chemical disorder (C).
The starting point for each of these is a description of J(C) or J(R) in similar crystalline
alloys. For J(C) we can be guided by the Slater-Pauling curveand for J(R) we can be
guided by the Bethe-Slater curve. In the case of positional disorder, the first order

effects can be predicted by recognizing that forFe ,
(

∂J
∂r

)

> 0, for Co ,
(

∂J
∂r

)

∼ 0

and forNi ,
(

∂J
∂r

)

< 0 in their pure crystals according to the Bethe-Slater curve.
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Considering positional disorder the mean field theory description of the Curie tem-
perature can be modified to yield:

Tc =
NS(S + 1)

3kB

∫

J(r)g(r)dr (19.78)

whereg(r) represents the previously defined pair correlation function. Another ap-
proximate method for arriving at the positional disorder (∆r) is to use the Scherrer
peak broadening in an amorphous XRD pattern.

The temperature-dependence of the magnetization for amorphous alloys has been
fit using a two-parameter exchange fluctuation mean field theory [GWLM99]. This
is shown to give better fit m(T) data than a single parameter model for amorphous
alloys. The modification made to the Handrich-Kobe [Han69] [Kob69] model defined
two δ-parameters,δ+ andδ− to yield the mean field equation:

m(T ) =
1

2

(

Bs[(1 + δ+)x] +
(

Bs[(1 + δ−)x]
)

(19.79)

whereδ+ andδ− can differ due to the position on the Bethe-Slater curve. TheGal-
laghermodel gives a better quantitative fit to the temperature dependence of the mag-
netization.

19.3.9.6 Random Magnetic Anisotropy

The discussion of an effective magnetocrystalline anisotropy in both amorphous and
nanocrystalline materials is deeply rooted in the notion ofa random local anisotropy as
presented by [ABC78b] [ABC78a]. The original basis for thismodel is in the problem
of averaging over randomly oriented local anisotropy axes.The random anisotropy
model leads to a small effective magnetic anisotropy due to the statistical averaging of
the magnetocrystalline anisotropy.

In amorphous alloys the notion of acrystal field(which determined K in crystalline
materials) is replaced by the concept of a short-range localfield on the scale of several
∼ 1 nm. The symmetry of the local field determines the local magnetic anisotropy,
K1(r). The symmetry of the local field in amorphous alloys depends on local coordi-
nation and chemical short-range order in the amorphous alloys. The local anisotropy
may large but is averaged out due to fluctuations in the orientation of easy axes. The
statistical averaging of the local anisotropy takes place over a length scale equivalent
to the ferromagnetic exchange length length, Lex.

As in the macroscopic picture of a domain wall, the local anisotropy correlation
length is determined by a balance of exchange and anisotropyenergy densities. Con-
sidering these two terms in themagnetic Helmholtz free energy, FV (i.e. ignoring field
and demagnetization terms) can be expressed as:

Fv =

∫

V

A(r)|∇~m|2 −K1(r)[~m · ~n]2 (19.80)
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whereA = A(r) is the local exchange stiffness,~m =
~M(r)
Ms

is the reduced magne-
tization,~n is a unit vector in the local direction of an easy axis, andK1 = K1(r) is
the leading term in the expansion of the local magnetic anisotropy. If we denote the
length scale of chemical or structural fluctuations in the amorphous material as l (this
will be on the order of 1 nm for a typical amorphous material).For this caseLex >> l

(or Dg) in soft materials and a statistical averaging ofK1(r) over a volume of∼ L3
ex

is warranted. Considering a random walk through a volumeL3
ex, which samples all

local anisotropies, leads to a scaling ofK1(r) by (Lex

l
)

3

2 to arrive at an effective
anisotropyKeff . This scaling is responsible for the substantial reductionof the mag-
netic anisotropy in amorphous alloys. In TM-based amorphous alloys whereK1(r)

is small to begin with andLex >> l thenKeff is very small in good agreement with
experimental observations for amorphous transition metalalloys. On the other hand
for amorphous rare earth based materials whereK1(r) is large andL3

ex may sample
only a few fluctuations in n thenKeff can remain quite large [ABC78b] [ABC78a].
Amorphous rare earth alloys with substantial coercivitiesare often observed.

Consideration of the benefits of nanocrystalline alloys forsoft magnetic applications
include the coercivity and the permeability. Reduction of coercivity and the related
increase in permeability are both desirable properties that can be found in select amor-
phous and nanocrystalline alloys. The extension of the random anisotropy model by
Herzer [Her97] to nanocrystalline alloys has also been usedas the premise for explain-
ing the soft magnetic properties of these materials (Fig. 19.58). The Herzer argument
for effective anisotropies in nanocrystalline materials builds on the arguments of the
random anisotropy model for amorphous alloys presented above.

Herzer considers a characteristic volume whose linear dimension is the magnetic
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exchange length,Lex ∼ (A
K
)12 . The Herzer argument considers N grains, with ran-

dom easy axes, within a volume of Lex3 to be exchange coupled.Since the easy
axes are randomly oriented, a random walk over all N grains will yield and effec-

tive anisotropy which is reduced by a factor of
(

1
N

)
1

2

from the value K for any one

grain, thusKeff = K√
N

. The number of grains in this exchange coupled volume is

N =
(

Lex

D

)3

, where D is the average diameter of individual grains. Treating the

anisotropy self-consistently, then:

Keff ∼ KD
3

2 ∼
[Keff

A

]
3

2 ∼
[K4D6

A3

]

(19.81)

Since the coercivity can be taken as proportional to the effective anisotropy, this analy-
sis leads to Herzers prediction that the effective anisotropy and therefore the coercivity
should grow as the 6th power of the grain size:Hc ∼ HK ∼ D6 For such a reduc-
tion in the coercivity to be realized, Herzer noted that the nanocrystalline grains must
be exchange coupled. This is to be contrasted with uncoupledparticles that have an
exchange length comparable to the particle diameter and aresusceptible to superpara-
magnetic response.

19.3.9.7 Pair Order Anisotropy

Induced anisotropy is also very important in tailoring the properties of amorphous and
nanocomposite magnets. Many ferromagnetic materials exhibit an uniaxial anisotropy
when they are processed in a magnetic field. Aninduced anisotropyparallel (or per-
pendicular) to the applied magnetic field direction can be obtained .Controlling the
magnetic anisotropy in amorphous soft magnetic materials is important to technical
applications of the materials. Induced anisotropy includes: (a) roll-anisotropy, (b)
stress annealing anisotropy, (c) field induced anisotropy,etc.

Field induced anisotropy is obtained by annealing in a magnetic field. The mech-
anism requires the presence of different atomic species that are thought to form or-
dered atomic pairs aligned with, or perpendicular to the field as illustrated schemati-
cally in Fig. 19.59. Fig. 19.59 (a) shows hypothetical atomic arrangements in a ran-
dom equiatomic A-B alloy. Here the atoms are distributed among sites randomly.
Fig. 19.59 (b) shows an ordered equiatomic A-B alloy for comparison. Fig. 19.59 (c)
shows the same alloy with directional pair ordering. In directional pair ordering, more
atomic pairs A-B pairs point in the direction (or perpendicular to) the field direction.

Field annealing yields induced uniaxial anisotropy in the direction of the applied
field as shown in Fig. 19.59 (d). This can be used to tailor the hysteresis loop to
influence the permeability (Fig. 19.59 (d)). This can resultin the annealing field in a
direction transverse to the magnetic path will shear the loop and result in a nearly linear
B-H response. The magnetization process is dominated by therotation of moment



98 Magnetic Properties of Metals and Alloys.–January 4, 2013

Fig. 19.59. (a) Random atoms in an A-B alloy system, (b) an ordered equiatomic A-B alloy, (c)
directional pair ordering and (d) shearing of the hysteresis loop from pair ordering.

vectors within domains, and domain wall motion is minimized. This is important in
minimizing the power loss due to irreversible wall motion past defects.

Important technical magnetic properties of amorphous magnetics also derive from
random magnetic anisotropy. The magnetic anisotropy in amorphous materials is typ-
ically low. Interesting properties also derive from zero magnetostriction inCo -based
alloys.

19.3.9.8 Examples of Amorphous Metal Alloy Systems.

Common glass forming systems include Group IIa-transitionmetal, actinide-transition
metal, and early transition metal (TE)-Group IIa alloy systems [AE83]. There are
several classes of alloy systems that have been shown to havecommercial potential.
The first of these,metal-metalloid amorphous systemsinclude simple metal, early
transition metal and late transition metal metalloid systems. The second class are the
rare earth transition metal (RETM) amorphous systems, and the third class are thelate
transition metal (TL) - early transition metal (TE) systems. In this section, we discuss
each of these classes as well as a few interesting multicomponent systems.

Metal - Metalloid Systems.
Metal-metalloid systems include early (TE) or late (TL) transition metals along with

metalloids(M = C , B , P , Si , etc.). Eutectic compositions are found near20-30 at%
M in typical TL-M systems . The eutectic alloy composition isoften bracketed by a
solid solution and an intermetallic alloy with compositionricher in M. There may also
be other M-rich high temperature phases and/or metastable intermetallic phases.

TL-M systems are among the important amorphous systems for magnetic appli-
cations. In these alloys, considerations of glass forming abilities and the desire to
maintain high early transition metal (typicallyFe or Co and sometimesNi) concen-
trations are paramount. A series of eutectics that form neartheFe- andCo -rich edges
of TL-M binary phase diagrams are summarized in Table 19.7.
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Table 19.7.Glass forming ability parameters (eutectic composition and temperature,
and solubility) in binary TL-M systems [MWL99].

Binary xe xe Te Solubility of X Terminal
Alloy (at%) (wt%) (◦C) at600 (◦C) (at%) Phases

Fe-B 17 3.8 1174 0 Fe , Fe2B
Co -B 18.5 4.0 1110 0 Co , Co2B , (Co3B)
Cr -C 14.0 3.6 1530 0 Co , C6Cr23
Fe-P 17 10.2 1048 1 Fe , Fe3P
Co -P 19.9 11.5 1023 0 Co , Co2P
Fe -Si 33 20 1200 10 Fe , β-Fe2Si , (Fe3Si)
Co -Si 23.1 12.8 1204 8 Co , α-Co2Si , (Co3Si)

Rare Earth - Transition Metal Systems.
Amorphousrare earth - transition metal (RETM) systemshave been studied widely,

in part because of their importance asmagneto-optic materials. Co80Gd20 amorphous
alloys were the first materials considered for magneto-optic recording. [CCG73] dis-
covered the phenomenon of perpendicular magnetic anisotropy (PMA) in amorphous
GdCo films. In a presumably isotropic amorphous material, this anisotropy was puz-
zling. Atomic structure anisotropy (ASA) was proposed as a source of the large PMA.
This anisotropy results from preferential ordering of atomic pairs in the amorphous
materials. Another model [GC78] proposed selective resputtering to explain the ASA.
In 1992, [HS85] employed the polarization properties of EXAFS (see section??) to
measure and describe the anisotropic atomic structure and relate it to the amplitude
of the PMA in amorphousTbFe . They reported a direct measure of the ASA in a
series of amorphousTbFe films and correlated it with the growth conditions and the
magnetic anisotropy energy [HP01].

Early Transition Metal - Late Transition Metal Systems.
Early transition metal- late transition metalbinary alloy systems can have eutectics

on both the TE- and TL-rich sides of the phase diagram. Of technological importance
for magnetic applications are the TL-rich eutectics, sinceFe , Co andNi , the ferro-
magnetic transition metals, are TL species. The TL-rich eutectics are of interest in that
they typically occur at8-20 at% of the TE species. These alloys do not have as deep a
eutectic, making them harder to synthesize, but they do havelargerTx1 temperatures,
making the resulting amorphous alloys more stable.

Eutectics forming near theFe - andCo -rich edges of TL-TE binary phase diagrams
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Table 19.8.Glass forming ability parameters (eutectic composition and temperature,
and solubility) in binary TL-TE systems [MWL99].

Binary xe xe Te Solubility of X Terminal
Alloy (at%) (wt%) (◦C) at600 (◦C) (at%) Phases

Fe-Zr 9.8 15.1 1337 0 Fe , Fe3Zr
Co -Zr 9.5 14 1232 0 Co , γ-Co5Zr , (δ-Co4Zr)
Fe-Hf 7.9 21.9 1390 0 Fe , λ-Fe7Hf 3
Co -Hf 11 27.2 1230 0.5 Co , Co7Hf 2, Co23Hf 6
Fe-Nb 12.1 18.6 1373 0 Fe , Fe2Nb
Co -Nb 13.9 20.3 1237 0.5 Co , Co3Nb
Fe -Ta 7.9 21.7 1442 0 Fe , Fe2Ta
Co -Ta 13.5 32.4 1276 3 Co , Co2Ta

are summarized in Table 19.8. Terminal alloy compounds and other phases in proxim-
ity to the eutectic in these systems includeFe2Zr , Fe2Hf , Co2ZrandCo2Hf phases,
which all have the cubicMgCu2 Laves phase structures. TheFe2Ta ,Co2Ta , Fe2Nb
andλ-Fe7Hf 3 phases have the hexagonalMgZn2 Laves phase structures. Other com-
pounds includeFe3Zr , δ-Co4Zr andCo23Hf 6 (with the cubicTh6Mn23 structure).

19.4 Current and Emerging Areas

19.4.1 Nanocomposite Magnets

Magnetic properties stemming from chemical and structuralvariations on a nanoscale
are among those most significantly impacted by amorphous metals. Recent research
has focused onnanocompositeandbulk amorphous alloysfor many applications. A
metal/amorphous nanocompositeis produced by nanocrystallization of a multicom-
ponent amorphous precursor, to yield a nanocrystalline phase embedded in an amor-
phous matrix. Important nanocomposites have nanocrystalline grains of a (bcc, D03 or
CsCl) Fe(Co)X phase, consuming20− 90% oby volume in an amorphous matrix. A
typical nanocomposite microstructure [Wil00] is illustrated in Fig. 19.60. Table 19.9
lists magnetic nanocomposite and bulk amorphous systems. Magnetic applications
also exist forbulk amorphous alloys, which can often be synthesized at cooling rates
as low as1 K/s.

Understandingprimary nanocrystallizationis important in developing nanocomposites
[MJO+03]. Fe -based metallic glass crystallization is the most widely studied pro-
cess [Lub77]. Typical commercialFe -based metallic glass alloys arehypoeutectic
(Fe-rich), and are observed to crystallize in a two-step process. A primary crystalliza-
tion reaction (Am→ Am′ +α-Fe) is followed by secondary crystallization of the glass
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Fig. 19.60. (a) cartoon of a nanocomposite with nanocrystals embedded in an amorphous ma-
trix; (b) high resolution TEM image of a nanocrystallized HITPERM material [WLM+98].

Table 19.9.Examples of nanocrystalline and bulk amorphous alloy systems.

Alloy composition Citation Alloy composition Citation

Fe -Si-B-Nb-Cu [YOY88] Fe -Si-B-Nb-Au [KMIM89]
Fe -Si-B-V -Cu [ST90] Fe -(Zr ,Hf)-B [SKI+90]
Fe -(Ti ,Zr ,Hf ,Nb ,Ta)-B-Cu [SMK+91] Fe -Si-B-(Nb ,Ta ,Mo ,W ,Cr ,V)-Cu [YY91]
Fe -P-C-(Mo ,Ge)-Cu [FFST91] Fe -Ge-B-Nb -Cu [YBYS92]
Fe -Si-B-(Al ,P ,Ga ,Ge)-Nb-Cu [YBYS92] Fe -Zr-B-Ag [KYK +93]
Fe -Al-Si-Nb-B [WST93] Fe -Al-Si-Ni -Zr-B [CIN93]
Fe -Si-B-Nb-Ga [Tom94] Fe -Si-B-U -Cu [SPK+95]
Fe -Si-B-Nd-Cu [MMK96] Fe -Si-P-C-Mo -Cu [LGX+96]
Fe -Zr-B-(Al ,Si) [IG96] Fe -Ni-Zr-B [KDS+96]
Fe -Co -Nb-B [KHD+97] Fe -Ni-Co -Zr-B [IZIT97]
Fe -Co -Zr-B-Cu [WLM +98]

former enriched amorphous phase, Am′ [KH81]. [LL78] studied the crystallization ki-
netics ofFexB1−x alloys usingdifferential scanning calorimetry (DSC). Activation
energies for crystallization were determined to be largestfor the eutectic compositions.

Amorphous alloy precursors to nanocomposites are typically based on ternary (or
higher order) systems. These are often variants of TL/TE/M systems. In many cases,
a small amount of a fourth element (making the alloysquaternary) such asCu , Ag ,
or Au can be added to promote nucleation of the nanocrystalline phase. Five- and
six-component systems are also commonplace if more than onemetalloid and/or early
transition metal species are used as glass formers. A matrixof typical elements in
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many amorphous phases is given by [Wil00]:
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Magnetic metal/amorphous nanocomposites [MWL99] have excellent soft mag-
netic properties as measured by the figures of merit of combined magnetic induction
and permeability, high frequency magnetic response, and retention of magnetic soft-
ness at elevated temperatures. Applications have been identified for the patentedFe-
Si-B-Nb-Cu alloys (trade-name FINEMET) [YOY88] andFeMBCu alloys (trade-
name NANOPERM) [SKI+90]. Another nanocomposite (Fe1−xCox)88M7B4Cu (M
= Nb , Zr ,Hf) soft magnetic material is known as HITPERM [WLM+98]; HITPERM
has a superior high temperature magnetic induction.

Two routes are possible for inducing anisotropy in nanocrystalline alloys are possi-
ble. The first isfield annealing, where a previously crystallized alloy is annealed in an
applied field at a temperature below the secondary crystallization temperature. In the
second, calledfield crystallization, the amorphous precursor is field annealed and the
nanocrystalline grains are precipitated in the presence ofthe field. In addition to pair
ordering, the field crystallization technique holds potential for altering the crystalline
texture of the precipitated grains. This would allow magnetocrystalline anisotropy as
well as induced anisotropy to be controlled.

19.4.1.1 Crystallization of Metallic Glasses.

We categorizecrystallization reactionsfrom a parent amorphous phase. In analogy
with non-diffusional transformations in solids. The discussion of crystallization in
amorphous alloys andmicromechanisms of crystallizationfollows the work of U.
Koster [KH81]. We illustrate transition metal metalloid metallic glasses. We can,
however, use this to discuss crystallization of other amorphous alloys. We use the
Fe-B-phase diagram (Fig. 19.61) as an example.

Consider a chemically homogeneous amorphous solid. Phase transformations can
be diffusional or non-diffusional. Non-diffusional phasetransformations can occur
where the parent phase and final phase are both amorphous i.e.:

β(amorphous) → α(amorphous) (19.82a)

An example is a pseudo-martensitic phase transformationsin metallic glasses [CO85]
where change in local short-range order fromfcc- to hcp-like is inferred from thermal
hysteresis in magnetic anisotropy. Diffusional decomposition reactions are reported
where the parent phase and final phase are both amorphous i.e.:

α′(amorphous) → α(amorphous) + β(amorphous) (19.82b)
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Fig. 19.61. (a)Fe-Bphase diagram (b) G(X) curves and crystallization reactions and (c) mi-
crostructure development during crystallization or otherdecomposition reactions.

This can occur bynucleation and growthor other mechanisms. An example is amor-
phous phasespinodal decompositionthat is observed inZr -Ti-Be metallic glasses.

Crystallization reactions require the parent phase to be amorphous and one or more
of the final phases crystalline. Thepolymorphic crystallizationis a non-diffusional
phase transformation where an amorphous parent phasecrystallizes to a final phase of
the same composition according to the reaction:

β(amorphous) → α(crystalline) (19.82c)

The stable crystalline phase could be a supersaturated alloy or a metastable or stable
crystalline compound. Polymorphic crystallization is nota common alloy primary
crystallization route as they requires compositions that are either close to that of the
pure element or compounds. Further decomposition of the crystalline phases, e.g. pre-
cipitation form the supersaturated solid, are possible routes to equilibrium structures.
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Crystallization reactions that are diffusional can be classified asprimary crystalliza-
tion or eutectoid crystallization, respectively. Primary crystallization is a diffusional
phase transformation where the parent phase is amorphous and the final phases are a
crystalline phase and an amorphous phase depleted of the primary component of the
crystalline phase. Examples in a simple A-B eutectic systemwould be:

δ(amorphous) → α(A− rich, crystalline) + β(amorphous) (19.82d)

δ(amorphous) → γ(B − rich, crystalline) + β(amorphous) (19.82e)

Equilibrium is achieved through subsequent secondary crystallization of the new amor-
phous phase.

A diffusional phase transformation where the parent phase is amorphous and the
final phases are both crystalline phases and an amorphous phase depleted of the pri-
mary component of the crystalline phase is calledeutectoid crystallization. A typical
eutectoid reaction is given by:

γ(amorphous) → α(A− rich, crystalline)+ β(B − rich, crystalline) (19.82f)

Eutectoid crystallization is analogous to eutectic crystallization, in that it requires
mutual diffusion between the A-richα and B-richβ phases. Fig. 19.61(a) illustrates a
binaryFe -B phase diagram on theFe -rich end of the diagram. Fig. 19.61(b) illustrates
hypothetical free energy curves for crystalline and amorphous phases in theFe-B
alloy system. Here equilibrium crystalline phases on the iron-rich side of the phase
diagram includeα-iron, and the compoundsFe3B andFe2B (analysis can be made
more complicated by considering the possibility of metastableγ-iron, andFe2B).

For amorphous alloys of various compositions [1] [5]crystallization reactionscan
be described. Reaction [1] is an example ofpolymorphic crystallizationof α-iron.
Reaction [4] is an example ofpolymorphic crystallizationof Fe3B . Reaction [2] rep-
resents theprimary crystallizationof α-iron. Reaction [3] represents the simultaneous
eutectoid crystallizationof α-iron andFe3B . Reaction [5] represents the simultaneous
eutectoid crystallizationof α-iron andFe2B Ṫhese are examples ofdiscontinuous re-
actions. As can be seen in Fig. 19.61(b) these reactions have the largest driving force
and are therefore thermodynamically favored. On the other hand, they require two
components to separate into two new phases and therefore should take more time than
polymorphic reactions, where no diffusion is required, or evenprimary crystallization
where solute is expelled to an existing amorphous phase which becomes enriched in
glass formers.

The replacement ofB by Si increases the activation energy barriers inFe-based
metallic glasses [RF82]. The primary crystallization temperature,Tx1, has been stud-
ied as a function of transition metal substitution, X, in M78−xXxSi10B12 compounds
[DD78] . Variations inTx1 are explained using theHume-Rothery rules, correlating
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Tx1 with the cohesive energies of the pure X species and the atomic size. Two im-
portant observations were that: (1)Cu additions, which promote the nucleation of
the primary nanocrystals by clustering, resulted in significant reductions inTx1, with
additions as small as0.5-1.0 at %; and (2) early transition metal (e.g.Zr , Hf , Mo)
additions impede growth and result in the largest primary crystallization temperatures.

Primary crystallization is important in developing nanocomposite microstructures,
as microstructures can be stabilized with nanocrystals embedded in an amorphous
matrix that is more stable than the parent phase. Increases in magnetization often
accompany primary crystallization which can be probed in thermomagnetic measure-
ments [JHG+01]. Inhomogeneity in the composition of the new amorphous phase
after primary crystallization results from the build up of early transition metal species
near the nanocrystal amorphous phase interface which can beprobed byatomic probe
field ion microscopy, APFIM[PWH+01] [OQL+09]. Nanocrystallization has been an-
alyzed using Johnson-Mehl-Avrami nucleation and growth kinetics with morphology
indices identifying the micromechanisms [HTW+99], [HML+02].

It is only through secondary or higher order transformations that the amorphous
phase is completely consumed. Interesting primary and secondary crystallization re-
actions often yield metastable crystalline phases in pathways toward eventual equi-
libration. Secondary crystallization can often have sluggish kinetics because of the
complicated crystal structures of the product phase. Of particular recent interest has
been in phases with stoichiometriesFe23B6 [ZBC+03], [LOLM07] andFe23Zr6 and
their stabilities [OCL+08]

19.4.1.2 Figures of Merit for Nanocomposite Magnets.

Fig. 19.62 shows figures of merit for soft magnets [MWL99], the saturation induction
and permeability. Permeability is inversely proportionalto coercivity,Hc. Improv-
ing soft magnetic properties requires tailoring chemistrymicrostructural optimization,
recognizing thatHc decreases with grain size (Dg) for Dg >∼ 0.1 − 1µm where
Dg exceeds the domain wall width (δw). Grain boundaries impede wall motion so
Hiperco, etc. are widely used in inductive applications dueto high flux density, high
permeability and low core losses.

Coercivity mechanisms [MWL99] indicate that forDg <∼ 100 nm,Hc decreases
rapidly with decreasingDg (Fig. 19.58). It is understood that when the domain wall
thickness is large fluctuations in magnetic anisotropy on the scale ofDg are irrelevant
to wall pinning.FeCo -based nanocomposites (HITPERM) [MWL99] [WLM+98] ex-
hibit excellent soft magnetic properties through exploiting this Herzer model [Her97].
Alloys near equiatomicFe -Co ratios are standard bearers for high induction with
grains much smaller than domains [LQN+07]. The potential for nanocomposites al-
loys to push the envelope for high-f magnetic components, increasing power densities
and allowing smaller volume components is pushing recent soft magnet development.
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Fig. 19.62. Figures of merit for soft magnets, saturation induction and permeability [MWL99].

Thebcc-derivative nanocrystals embedded in an amorphous matrix have high sat-
uration induction and low core losses unobtainable in amorphous or large grained
crystalline alloys. Increased glass former concentrationin the intergranular amor-
phous phase impede diffusion, prevent grain coarsening andallow nanostructure re-
tention [MWL99]. HITPerm alloys are of particular interestfor high temperature
applications.

19.4.1.3 Applications of Nanocomposite Magnets.

There is an increasing demand for miniaturization and higher power density in elec-
tronics operating at high frequency and high temperature. It is desirable that magnetic
materials have improved properties such as low core loss, high saturation magnetic
flux density, high Curie temperature,Tc, and linear magnetization as a function of
field at high frequencies. Previously mentioned soft magnets do not satisfy these new
requirements because of high core losses at high frequencies, relatively low saturation
induction, and/or relatively low temperature stability ofmagnetic properties. Amor-
phous alloys have properties desirable in applications such as pulse transformers and
high frequency inductors but are generally not stable at elevated temperatures.

Materials for power electronic applications must compete with Si -steels and their
high saturation flux density (Bs ∼ 2T). Si-steels, prevalent in 60 Hz transformers,
have high losses, at frequencies> 1 kHz. Applications requiring operation at higher
frequencies have turned to low loss materials such as FINEMET. FINEMET, how-
ever, has a relatively lowBs ∼ 1.24 T. Nanocomposites can provide high flux den-
sity approaching that ofSi -steels, tunable permeabilities, and low losses [YOY88],
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Fig. 19.63. Size comparison of a (4.23 in. OD) converter constructed from (a) HITPERM and
(b) FINEMET [LMU+08].

[WLM +98], [ILML99] comparable to ferrites due to unique nanostructures with higher
Bs. Fe-based nanocoposites can have large inductions but relatively lowTc’s [SKI+90],
[SMK+91], [SMIM91], [SKM+91]. Co-additions toFe-based nanocomposites in-
creases flux density and improves magnetic properties at elevated temperatures.

A promising HITPERM alloy has been reported that exhibited low losses and appli-
cability in a dc-dc converter [Lon08]. Recent developmentshave shown that the early
transition (TE) metal content could be reduced without significantly increasing the
core loss to achieve higher fluxBs [MSMM10]. Other alloys, withP -additions, have
completely eliminated TE elements in order to compete withSi -steels [MMK+09] but
have been targeted for lower frequency applications.

New materials with highBs and low losses at higher frequencies can reduce in-
ductor size in high frequency applications increasing efficiency through weight re-
duction for dc-dc converters in electric vehicles [LMU+08]. A HITPERM nanocrys-
talline alloy was developed for high-power inductors for Army electric vehicle appli-
cations [LMU+08]. A core wound (Fig. 19.63) was used to construct a25µH inductor
for use in a 25 kW DC-DC converter with a reduction in the overall size (by∼ 30

%) compared with FINEMET. The nanocomposite’s ability to operate at 20 kHz as
compared with 1 kHz offers 10-fold or more size reduction compared toSi-steel.

Devices using high induction nanocomposite cores at 20-100kHz with signifi-
cant core size reductions can translate directly to cost savings [NV09], [LMU+08],
[Rea08]. In addition to power converters, this can impact inverters and power trans-
formers. A high frequency, high power transformer, using aFe-Si-based (FINEMET)
nanocomposite, constructed demonstrated dramatic reductions in weight (300x) and
electrical losses (1000x) as compared toSi-steel transformers [Rea08].

State-of-the-artFe -rich alloys have losses of500kW
m3 (100 kHz, 0.2 T) [KMS+11]

comparing favorably toMn -Zn ferrites (500 kW/m3,100 kHz, 0.2 T). Benefits of cold-
and hot- rolling to reduce ribbon cross-sections may resultin increases in operating
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Fig. 19.64. (a) Field induced anisotropy as a function ofFe , Co -ratio for HITPERM nanocom-
posites [OLL+08] and (b) GMI as a function of field forCo -rich alloys [CLP+11].

frequency. An issue for long-term high temperature material stability is polymorphic
secondary crystallization [KMS+11] at reduced glass former concentrations.
Co-rich nanocomposite materials [OML+08], [OPL+08], [OQL+09] also have sig-

nificant promise for high frequency applications [DMO+11]. They have small mag-
netostrictions, strong field annealing response [OLL+08], [OML+09] (Fig. 19.64(a))
and superior mechanical properties. They also have promisefor sensing applications
using the Giant Magnetoimpedance effect [CLP+11], [LCL+11] (Fig. 19.64(b)) .

GMI is a large variation of the impedance of a magnetic conductor in a field. GMI is
observed in soft magnets with large electrical conductivities and is largest in materials
where the thickness is comparable to the skin depth. Most attention has been paid to
improving GMI effect by tuning alloy compositions or thermal annealing in an applied
magnetic field. GMI can also be changed by sample shape.
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Fig. 19.65. Left: (top) Coordination polyhedral in spinel (Blue = B-site cation, Yellow = A-
site cation); (middle) cuboctahedral shapes and (bottom) TEM observations of nanoparticles
[Swa05]. Right: 2D projected morphologies [(a)-(i)] at different tilt angles for small octahedral
nanoparticle. (a1), (e1) and (i1) are projections of an octahedron. Scale bar on (a) is 20 nm.

19.4.2 Magnetic Nanoparticles and Core Shell Structures

Nanomaterials research impacts many diverse applications[ML00]. Magnetic prop-
erties are distinctly different at the nanoscale because many magnetic length scales
are on the order of 10 - 100 nm. Engineering magnetic nanostructures allows for
tailoring magnetic properties. Magnetic nanoparticles (MNP’s) have therefore been
studied for a variety of applications over the last decades.Many new applications
of MNPs require high frequency switching and power absorption of materials that
have oxidation stability. This is achieved in some interesting MNP systems having
metallic magnet cores with thin adherent protective oxide shells [TNPM99]. The thin
shells not only passivate the particles but the oxide shellsare more easily functional-
ized. MNPs amenable to functionalization for synthesis of aqueous magnetic fluids
(ferrofluids) make them attractive for biomedical applications and incorporation into
polymer nanocomposites.

Synthesis of MNPs is performed in the solid, liquid or gaseous states. Solid-
state synthesis begins with bulk solids (often micron-sized powder precursors) and
transforming them to nanostructures by mechanical millingand thermal processing.
Other approaches include plasma torch synthesis, chemicalvapor deposition, molec-
ular beam epitaxy, focused ion beam milling, and lithography. These methods allow
synthesis of large quantities of material but often with polydisperse size distributions.

Plasma torch synthesis has been used to produce large quantities of MNPs. Plasma
torch synthesis is a high throughput method for MNP synthesis. Thermal plasma
processing [Tur99] has been used to produce a variety of MNP chemistries:

(i) Alloy nanopowders (Fe-Co andFe-CoV) [THG+97], [TNPM99], [Tur99];
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Fig. 19.66. (a) Schematic of the La Mer process (a) (I) prenucleation, (II) nucleation, and (III)
growth stages of chemical synthesis and (b) chemical synthesis apparatus. [McN99].

(ii) Carbon-coated nanocrystalline powders (Fe-Co andFe-Co -V) nanopowders
using acetylene as an auxiliary gas source [Tur99];

(iii) Nitrogen martensite (γ-FeNx) nanoparticles using nitrogen/ammonia as the
auxiliary gas source [TFH+99];

(iv) Oxide coated (CoFe2O4-FeCo) core shell nanoparticles [TNPM99]; and

(v) Mixed ferrites (Fe3O4, MnFe2O4, (MnZn)Fe2O4, NiFe2and (NiZn)Fe2O4

for high frequency magnetic applications) [STC+02], [SSM03], [SMCD05].

The crystallography of terminating faces determines the symmetry of atomic en-
vironments. In oxides, as the polyhedral environments at the surface differ from the
bulk, so do the cationic crystal fields that determine magnetocrystalline anisotropy and
ferrimagnetic superexchange interactions. These changes, increased relative impor-
tance in MNPs, can influence the magnetic properties and surface activity. Fig. 19.65
illustrates the surface chemistry and facets of some ferrite nanoparticles.

Chemical synthetic approaches involve assembling atoms, molecules and particles
to produce materials at a nano- or macroscopic scale [McN99]. These methods are
preferred for monodisperse particles to exploit size-dependent properties. Monodis-
perse particles are are uniform in size, shape and internal structure and have aco-
efficient of variation(standard deviation/mean size) less than about 10%. Chemical
synthesis in gas and liquid-states benefits from diffusion coefficients which are orders
of magnitude larger than in the solid state, making chemicalhomogenization much
quicker. Liquid-phase chemical synthesis has been conducted in a range of aque-
ous or non-aqueous solvents. Dissolved metal precursors form thermodynamically
unstable supersaturated solutions, from which homogeneous (in solution) or hetero-
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geneous (on vessel walls or impurities) nucleation of MNPs takes place. The LaMer
process (Fig. 19.66) is a common technique for chemical synthesis of monodisperse
MNPs [MKLM10], [McN99].

19.4.2.1 Properties of Magnetic Nanoparticles.

Faceted MNPs with core shell nanostructures [CJM+09] are important for several
applications discussed below. For biomedical applications developing chemistries to
functionalize with antibodies to promote attachment of theMNPs to body tissues is
also desirable. This requires knowledge of: (a) synthesis of core-shell nanoparticles;
(b) crystallographic facets of MNPs; (c) orientation relationships oxide shells and
metallic cores; (d) properties of the nanocomposites and (e) performance in RF heat-
ing and magnetoelastic applications. Applications include the efficient point source
heating of metallic nanoparticles [HOC+08], [OHS+09], [SHC+09] for thermoabla-
tive cancer therapies, curing polymers and tagging implanted tissue scaffolds to track
degradation and changing the shape for regenerative medicine [MSMC+09].

A magnetic property important in many applications is a large saturation magne-
tization. In particular in biomedical applications concerns over toxicity suggest ac-
complishing functions with lower concentrations and with particles with passivated
surface. The Slater-Pauling curve showsFe -Co alloys to have the largest Ms (270
emu/g) of transition metal alloys, thus reducing the ferriccontent required to produce
a comparable magnetic response to that of magnetite. Magnetite is also a commonly
used magnetic material for applications with a reasonably high Ms (93 emu/g for bulk
materials) and polar surfaces that are advantageous for functionalization [McN99].

Important magnetic properties that impact biomedical applications include satura-
tion magnetization, magnetic anisotropy and the exchange interactions. The magneti-
zation ofFeCo core shell MNPs is determined by the chemistry and the core/shell vol-
ume ratios. Prior work usingC-arc methods produced MNPs demonstrating the com-
positional dependence of the magnetization inFexCo1−x C-coated MNPs [GJK+96].
The largest moments were observed at nearly equiatomic compositions with deviation
from Slater-Pauling predictions due to carbide formation.Recent work [JMW+10]
has shown the decrease in magnetization of MNPs as a functionof controlled con-
sumption of the core by the oxide shell.FeCo exchange interactions are also large so
that the variation of magnetization with temperature is weak near room temperature.

In ferrites the strength and number of oxygen mediatedJAB andJBB superex-
change bonds determines the temperature dependence of the magnetization and the
collinear or non-collinear [YK52] alignment of cation dipoles. The symmetry of sur-
face polyhedra also determines surface magnetic anisotropy [JMW+10]. In ferrite
MNPs and ferrite shells onFeCo , surface and interface anisotropy can be an im-
portant means of tuning overall MNP magnetic anisotropies.The overall magnetic
anisotropy of FeCo/ferrite MNPs can be tuned by choosing thecore composition.
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Thus, the core/shell radius ratio can be used as a means of controlling the total mag-
netic anisotropy.

19.4.2.2 Applications of Nanoparticles in Biomedicine.

An increasing interest in using magnetic nanoparticles forbiological and medical ap-
plications has developed [PCJD03]. Researcher face new challenges and opportunities
for using MNPs in biomedical applications. A highlight of current research are the
challenges to functionalizing the materials to achieve biocompatibility for a host of
applications. Ferromagnetic as well as superparamagneticparticles coated or encap-
sulated with polymers or liposomes are used for magnetic labelling.

Magnetite,Fe3O4 and hematiteFe2O3 have been used most commonly because of
their ionic surfaces which aid functionalization and the fact that they are chemically
inert contributing to biocompatibilty. Materials optimization for specific applications
has demanded further efforts and consideration of a wider variety of materials where
metals and alloys can play a role. Emerging techniques, therapies, and tools are made
possible by developments in nanotechnology. Topics of current interest include:

(i) MRI Enhancement.

(a) Principles of NMR.

(b) Materials for MRI Enhancement.

(ii) Thermoablative Cancer Therapies - RF and Microwave Materials.

(iii) Magnetic Beads for Bioseparation, Cell Sorting and Drug Delivery.

(a) Magnetic Nanoparticles for Bone Marrow and Blood Detoxification.

(b) Magnetic Bead Tracking of Blood Flow and Stem Cells.

(c) Targeted Drug Delivery.

(iv) Magnetoelastic Actuators, Sensors and MNP Cell Tagging.

(v) Nano-capsid Templating of Magnetic Nanoparticles.

(vi) Magnetic Microorganisms.

In this section we review a few selected applications where metallic nanoparticles are
playing a significant role. These include MRI enhancement, RF heating applications,
cell tagging and magnetoelastic applications. Of interestto several applications of
MNPs is theNeel relaxationof superparamagnetic nanoparticles in an AC exciting
field that allows MNPs to act as point heat sources. The RF power losses can cause
local heating useful inmagnetic hyperthermia. When nanoparticles can be placed near
target cells they can be heated from a distance by RF fields generated in a coil assem-
bly. The targeting of cancer cells need not be particularly selective because cancer cells
typically die at temperatures∼ 2◦C lower than those of normal cells. Current issues
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in developing this concept further is the need for highly efficient magnetic nanocrys-
tals, stable under in-vivo conditions for non-invasive cancer therapies. Thermoablative
cancer therapy are rooted in the RF heating of ferrofluids dicussed below.
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Fig. 19.67. (a) Zeeman splitting of the2J + 1-fold degenerate states vs. applied field, H (b)
resonant absorption seen in reduced transmission of EM radiation of the resonant frequency.

MRI Enhancement. Neel relaxation of superparamagnetic MNPs in AC fields is
used inmagnetic resonance imaging, MRI. Magnetostatic stray fields of MNPs affect
proton relaxation providing enhancement of MRI contrast. Resonance phenomena
includeelectron paramagnetic resonance, EPR, electron spin resonance, ESR, ferro-
magnetic resonance, FMR, andnuclear magnetic resonance, NMR. In all absorption of
electromagnetic radiation accompanies excitation between quantum states. For EPR
the quantum states are the2J + 1-fold degenerate ground state of a quantum param-
agnet. For ESR the quantum states are the2S + 1-fold degenerate states of a atom
for which L = 0. In FMR, exchange interactions influenc the resonance phenom-
ena. NMR is a resonance phenomena associated with nuclear dipole moments. Just
as electrons have spin dipole moments, protons also have dipole moments. Excitation
between states of the dipole moments of protons in the nucleus give rise to NMR.

TheZeeman splittinglifts the degeneracy of magnetic states and increases linearly
with applied field (Fig. 19.67 (a)). Atoms of interest exhibit a transmission coefficient
for EM radiation that us a monotonic function of frequency, f. At a resonant frequency,
f = ∆E

h
(ω = ∆E

h̄
) EM radiation is strongly absorbed and the transmission coefficient

diminished. Spatially resolved transmission in NMR is usedas an imaging tool.
MRI is improved by using contrast agents that increase sensitivity or specificity

of MRI processes. A difference in proton density and their relaxation in biological
environments provides the mechanism for contrast. Contrast agents include supera-
magnetic macromolecular compounds, superparamagnetic iron oxide and rare earth
metal ion (Gd) complexes [WBPea84]. Paramagnetic metal ions reduce the T1 re-
laxation of protons in water. This enhances the intensity ofthe NMR signal making
images brighter. The use ofsuperparamagnetic iron nanoparticles (SPION)have been
shown to be more effective thanGd contrast agents.
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Fig. 19.68. (a) magnetic microspheres, (b) microcapsules and (c) liposomes (courtesy U.
Hafeli).

Magnetic Beads for Bioseparation, Cell Sorting and Drug Delivery.

Bioseparationis the isolation of biological substances including molecules, cells
and cell components, and organisms. Magnetic bio-separation may be accomplished
by two routes. First, the species to be separated may have a large enough magnetic
dipole moment (e.g. red blood cells) so as to be directly separated by a magnetic field.
Second, non-magnetic cells or biomolecules are modified by attaching MNPs so that
they can be manipulated by an external field. Inmagnetic bioseparationa substance
that is desired to be isolated is bound to a MNP through suitable surface chemistry.
The material responds to a magnetic field used to move the substance.

Magnetic particles of micron size dimensions, calledmagnetic beadscan be embed-
ded in other bioactive materials. They serve as a bioactive agent and can be localized or
retrieved with a magnet. This can shorten purification steps. Using magnetic biosep-
aration decreases times needed for target substance recovery. Magnetic separation
technologies have also been used for environmental remediation in removing oil spills
from waterways. In many bioseparation applications ideal particles are superparam-
agnetic. Superparamagnetic particles are not hysteretic and don’t have a remanant
magnetization, so they return to zero magnetization after field removal. Typically,
superparamagnetic particles are nanosized and micron-sized beads are composites.

Magnetic particles for biomagnetic applications typically fall into three classes.
These are (i)magnetic microspheresandmagnetic nanospheres, (ii) magnetic micro-
capsulesand (iii) magnetic liposomesillustrated schematically in Fig. 19.68. Magnetic
bioseparation-based technologies have applications in mRNA extraction, separation
of DNA from solutions or gels, and isolation of plasmid DNA. MNPs have also been
used for bone marrow and blood detoxification; tracking of blood flow and stem cells
and drug delivery.DynabeadsTM are monodisperse polymer beads with a uniform
dispersion of superparamagneticγ − Fe2O3 or Fe3O4 coated with a thin polymer.
Dynabeads have well defined surfaces for the adsorption or coupling of bioreactive
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molecules and can be added to a suspension and bind to cells, nucleic acids, proteins
or other biomolecules. The resulting target-bead complex is removed using a magnet.
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Magnetoelastic Actuators, Sensors and MNP Cell Tagging.
A smart materialis one which is capable of two functions, e.g., a material capable of

both actuation and sensing is an example of a smart material.Exciting new biomedical
applications of smart materials include magnet-polymer composites which are being
used in such applications as artificial muscle. [RL06]. Attempts to synthesize artificial
muscles, have ranged from a robot-like metallic actuators to soft actuators. Hydrogels
are water swollen crosslinked polymer networks. These are apromising materials
class for producing soft actuators.

Since most gels are homogenous and shrink or swell uniformlywithout a dramatic
change in shape efforts have focused on means to promote larger anisotropic shape
changes. Szabo, et al. [SSZ98] have reported magnetic field sensitive gels where col-
loidal magnetic particles are dispersed in the gels. These are calledferrogelsand
constitute composites which combine the magnetic properties of the fillers and the
elastic properties of hydrogels. In these materials, an instantaneous shape distortion is
observed which disappears quickly when the external field isremoved (Fig. 19.69).

When ferrogels are placed into a spatially inhomogeneous magnetic field, forces
act on the magnetic particles. Due to the strong mechanical coupling between the
particles and polymer chains, the composite responds as a single entity. The coupling
of the hydrogel and magnetic particles has applications in soft actuators.

A superelastic polymeris an elastomer, silicone, or gel embedded with micro- or
nano- magnetic particles. A composite superelastic polymer is capable of responding
to a magnetic field with a smooth muscle-like motion. The composite can also be
classified as asmart materialas it is capable of both actuation and sensing it own
motion. For every concentration of magnetic particles in the composite, there is a
threshold field strength at which the deflection increases rapidly. When the material is
elongated it’s resistivity is changed remarkably, so that the strain in the actuator can
be sensed by the current passed at constant voltage. This sensing response is sensitive
both in tension and compression.

An important tissue engineering problem is proving the viability of a scaffold de-
livery system. This requires determining details about scaffold remodeling such as
degradation time and where degradation products travel in the body. The fate of scaf-
fold degradation products can include remaining within local tissue or traveling to
extreme locations in the body. It is desirable to monitor thein vivo behavior of scaf-
fold remodeling through suitable tagging of the scaffold cells to monitor their fate over
time.

Imaging with the use of magnetic nanoparticles has many advantages. Magnetic
nanoparticle tracking also has the added benefit of being bio-inert as well as simple
to measure. Magnetic fields do not pose deleterious effects in biological systems.
This bio-inert property of magnetic flux is one of the chief advantages of magnetic
nanoparticles tracking. Magnetic nanoparticle tracking has additional advantages due
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Fig. 19.69. (a) Experimental manifestation of the responseof a ferrogel (a) in no field and (b)
in a field provided by a permanent magnet [RL06]. (c) Elongation of ferrogel in no magnetic
field and in maximal magnetic field; and (d) elongation versuscurrent density (hysteresis)

to ease of measurement. An immediate consequence of the easewith which magnetic
information is read is the ability to miniaturize such detection devices. Typical hard
disk drives employ materials that exhibit the so called giant magnetoresistive effect
(GMR) and can distinguish domains as small as 0.0065µm2 [MKGP05]. In order to
image domains of this size, the materials composing the sensor must also be on the
same order of magnitude in size as well. This miniaturization is the foundation for an
ultimate method of imaging.

Once a scaffold has been implanted for regeneration, an array of GMR sensors could
be implanted near the scaffold. It has been shown theoretically that the use of a GMR
sensor for detection of a magnetic nanoparticle is feasibleand is predicted to distin-
guish particles sizes of down to 10 nm in size [TPL00]. A GMR array would allow
adequate resolution for tracking magnetic nanoparticles as the scaffold degraded.
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Fig. 19.70. Schematic of an RF coil designed for inductive heating.

MNP’s for Thermoablative Cancer Therapies.
An important biomedical application of the RF heating of ferrofluids is in magnetic

hyerthermia. The choice of the frequency of the alternatingmagnetic field is a design
consideration. The power dissipation scales linearly (or as a higher power) of fre-
quency. In biomedical applications the frequency is often chosen to be non-invasive.
This means that the EM radiation does not interact strongly with body fluids or tissues.
Radio frequencies of 100-300 kHz have been chosen for cancertherapies because they
are non-invasive but interact strongly with suitably chosen nanoparticles. To the extent
that magnetic nanoparticles can be targeted to specific cells or if specific cells die at
lower temperatures, this is a viable technique for cancer therapies, for example.

The expression for power dissipation has aH2
0 dependence and therefore the choice

of field amplitude is also an important consideration for promoting dissipation. Typical
fields are on the order of∼ 100 Oe. High amplitude (∼ 1000 Oe) AC fields have been
used in recent therapies. Fig. 19.70 shows an example of an RFcoil designed for a
high amplitude, RF radiation source for inductive heating.

Most work on ferrofluids for thermoablative cancer therapies have focussed on iron
oxides, magnetite,Fe3O4, and maghemite,γ-Fe2O3. Calculations of Maenosono and
Saita [MS06] argue for the efficiency ofFePtnanoparticles showing that the compar-
ative heating rates (at non-invasive frequencies,∼ 300 kHz, AC field amplitudes of
50 mT and nanoparticle volume fractionsφ = 0.1) that exceed those of magnetite and
maghemite.FeCo nanoparticles have significantly larger heating rates but at sizes that
are argued to be too large to allow colloidal suspension. However, calculations consid-
ered onlyFeCo alloys with small magnetocrystalline anisotropy (K = 1.5x103 J

m3 ).
Fig. 19.71(a) shows comparative heating rates as a functionof particle size for the ma-
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Fig. 19.71. (a) Comparative heating rates as a function of particle size for nanoparticle mate-
rials considered in Maenosono and Saita [MS06] and (b) forFeCo nanoparticles of different
compositions and acicular equiatomicFeCo nanoparticles with shape anisotropy [HOC+08].

terials considered in Maenosono and Saita [MS06]. Important observations are: (1) the
material magnetization sets the scale for heating rate and (2) magnetic anisotropy (en-
tering the expression for Neel relaxation) determines the particle diameter, D, where a
maximum heating rate occurs.

Fig. 19.71(b) shows calculations forFeCo alloys with much larger Ks, achievable
by varying composition [HOC+08]. In Fe1−xCox (x = 0.250.5) alloys, K varies be-
tween 0 and4 × 105 J

m3 , while the induction is relatively constant (2.2-2.5T) These
heating rates are twice those of the oxides orFePt and are peaked at smaller particle
diameters. The materials are thus predicted to have superior heating rates at sizes ap-
propriate for colloidal suspension. Particles that are toolarge settle due to gravitational
forces.

Magnetic shape anisotropy in acicularFeCo particles offers another possible mech-
anism for stabilizing colloidalFeCo -based ferrofluids.FeCo -based materials that
exploit shape anisotropy were discussed earlier in the context of Alnico magnets. Be-
cause of their large magnetization, shape anisotropy on theorder ofKs = 1× 106 J

m3

are achievable inFeCo nanoparticles with moderate aspect ratios.FeCo nanopar-
ticles have other advantages in forming stable protective cobalt-ferrite shells. Cobalt
ferrite has been shown to be suitable for water based magnetic fluids, suggestingFeCo
/CoFe2O4 acicular core shell structures for use in water-based ferrofluids.

Recently, the Rosensweig [Ros02] formalism has been generalized to consider T-
dependent material properties in a self-regulated heatingtheory [OHS+09] ForFeCo
MNPs this can be ignored because of their high Curie temperatures, Tc’s. However,
Tc tuning is an important area of recent study [MSMM10], [MKLM10], [MCPM10].
γ-FeNi MNPs have tuneable Curie temperatures which can be employedfor self-
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Fig. 19.72. (a) Thermal images showing T-profile in solder balls and (b) T(t) for different wt%
solder-MNP composites in AC fields of 500 Oe at 280 kHz, inset shows time to reflow for
different wt% samples.

regulated heating in hyperthermia [MKLM10]. This allow forcontrol of heating at a
therapeutic target temperature.

19.4.2.3 Applications of Nanoparticles in Microelectronics.

The reflow of small solder volumes is critical to high interconnect densities needed
for electronic packages. Efforts to eliminatePb from consumer electronics due to
health concerns ofPb toxicity has led adoption ofPb-free solders for packaging
applications. An example is SAC305 (3wt%Ag ; 0.5wt%Cu , remainingSn) which
have a higher reflow temperature and longer reflow times, due to higher melting points,
and poor wetting compared toSn-Pb eutectics. This increases risk of printed circuit
board (PCB) delamination and blistering.

Localized heating, promoted by MNPs to cause solder reflow can aid efficient
processing ofPb-free solders [HOM+10]. MNPs subjected to AC magnetic fields
dissipate by the relaxation processes discussed above. Unlike eddy current losses,
these result in significant power loss in sub-micron and nano-sized magnetic materi-
als [MSMC+09]. Nanocomposites incorporating magnetic nanoparticles (MNPs) in
solder paste have been shown to enhance induction losses [HOM+10].

Fig. 19.72 (a) shows thermal images of the spatial T-profile in solder balls at var-
ious time intervals in an AC magnetic field of 500 Oe at 280 kHz.Fig. 19.72 (b)
shows temporal T-profiles derived from this data. When MNPs are incorporated into
solder paste the resulting composite shows a significant temperature rise in AC mag-
netic fields sufficient to cause solder reflow. Reflow times vary systematically with
MNP concentration in the composite. Reflow of solder-MNP composite paste (∼ 5g)
at modest MNP loadings onSi , glass andNi /Ausubstrates has been demonstrated.
However, for processing of smaller solder volumes (∼ 0.05g) higher MNP concentra-
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tion and field parameters are required due to the increased fraction of heat lost to the
surrounding at smaller volumes.

19.4.3 Magnetocaloric Materials

Applications of thermodynamics to heat engines, refrigerators, heat pumps, etc. rely
on efficient use of thermodynamic cycles. Most of these cycles, e.g.Carnot cycles,
are based on use of PV work in the expansion/compression of a fluid (liquid and/or
gas) system. Here we consider magnetic work and the consequent magnetocaloric
effect in magnetic refrigeration cycles. The magnetocaloric effect (MCE) was first
described Warburg [War81]. MCE provides a ways to realize refrigeration from ultra-
low temperatures to room temperature and above. We discuss the following:

(i) Attaining low temperatures by adiabatic demagnetization.

(ii) Magnetocaloric effects with paramagnetic salts.

(iii) Magnetocaloric effects with superparamagnetic particles.

(iv) Magnetocaloric effects using ferromagnetic to paramagnetic phase transitions.

(v) Magnetic Refrigeration Cycles.

19.4.3.1 Attaining low temperatures by adiabatic demagnetization.

The use of paramagnetic salts in adiabatic demagnetizationprocesses dates back to
the 1920’s and the work of W. F. Giauque [Gia27] and P. Debye [Deb26]. Recall that
paramagnetism results from the existence of permanent magnetic moments on atoms.
In a paramagnetic material in the absence of a field, the localatomic moments are
uncoupled and randomly oriented these dipole moments will align themselves with a
magnetic field. The magnetic Susceptibility of a paramagnetobeys theCurie Law:

χ =
M

H
=

(Nmµ0(µatom)2

3kBT

)

=
C

T
(19.83)

with Nm, the dipole density andµatom the atomic dipole moment. In a paramagnetic
system, the spin entropy, S, is:S = R ln(n + 1) where n is the number of unpaired
electrons per formula unit. Adiabatic demagnetization hasthe following steps:

(i) Cool a paramagnetic salt to∼ 1 K using liquid Helium (LHe) usingHe(g) as
a heat transfer medium;

(ii) Isothermally magnetize the salt in fields of∼ 1 T;

(iii) Adiabatically isolate the salt by evacuating i.e. removing theHe(g);

(iv) Turn of the field (adiabatic demagnetization).
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The entropy change in adiabatic demagnetization of a paramagnetic salt is:

∆S =
(−C

T 2

)

∫ H

0

HdH = −C

2

(H

T

)2

(19.84)

where since the Curie constant,C > 0 thenδS < 0 for adiabatic demagnetization.
Spin entropy is decreased on magnetization and increased ondemagnetization. In an
adiabatic process the spin entropy change is opposed by the thermal(lattice) entropy
change.

19.4.3.2 Magnetocaloric effects with superparamagnetic particles.

Superparamagnetic response refers to thermally activatedswitching of a magnetic fine
particle moment. This thermally activated switching is described by an Arrhenius
law for which the activation energy barrier isKu < V > whereKu is the magnetic
anisotropy energy density and< V > is the average particle volume. The switching
frequency becomes larger for smaller particle size. Above ablocking temperature,
TB, the switching time is less than the experimental time and the hysteresis loops is
observed to collapse. For experimental times of∼ 1 hour, the blocking temperature
roughly satisfiesTB = Ku<V>

30kB
.

AboveTB, the magnetization scales with H and T in the same way as does aclas-
sical paramagnetic material, with the exception that the inferred dipole moment is a
particle moment and not an atomic moment but a cluster moment. The magnetization,
M(H,T ) can be described a Langevin equation of state:

M

Ms

= L(a) = coth(a)− 1

a
(19.85)

wherea = µH
kBT

and momentµ is given by the productMs < V >, whereMs is
the spontaneous magnetization and< V > is the average particle volume. A limiting
form for the equation of state is the standard Curie law. The associated magnetocaloric
effect for superparamagnetic particles is therefore analagous to that of a paramagnetic
salt except for two important differences:

(i) We consider a particle rather than atomic dipole moment and the density is a
particle rather than atomic density. The Curie constant scales accordingly.

(ii) The largest effect occurs near the blocking temperature, TB, rather than on
approaching 0 K.

The large moment allows for potentially more entropy changeassociated with the
adiabatic demagnetization of the superparamagnetic particles. By tuning the particle
size and therefore the blocking temperature one can influence the temperature (range)
where the magnetocaloric effect is significant and raise it above the very low (LHe)
temperatures typically accessible with paramagnetic salts.
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19.4.3.3 Magnetocaloric effects in ferromagnetic to paramagnetic phase transitions.

Many modern day refrigerants take advantage of the entropy change in a phase tran-
sition that occurs at or near the temperature at which the refrigerator is to operate.
Often this is a liquid to gas phase transition and sometimes asolid/solid phase transi-
tion. Another significant phase transition would be the ferromagnetic to paramagnetic
phase transition that occurs at the ferromagnetic Curie temperature which will be dis-
cussed further in terms of the Landau Theory below. Of the elemental ferromagnets
the magnetocaloric effectGd is of most interest since its Curie temperature is close to
room temperature!

A figure of merit for refrigerants is therefrigeration capacity, RCwhich is a mea-
sure the effective cooling capacity of a refrigerator, expressed inBtu

hour
or in tons of

refrigeration (1 ton of refrigeration= 13, 898kJ
hr

= 3.861 kW). Another measure of
the RC for magnetic materials takes the product of the entropy change, dS and multi-
plies in by the incremental temperature change, dT. The dS isdetermined from from
integrating M(H) isotherms and dT would represent the increment between the hot and
cold sides of the refrigerator.

19.4.3.4 Magnetic Refrigeration Cycles.

An example of a thermodynamic cycle that takes advantage of the magnetocaloric
effect is theJoule-Brayton Cycle. Fig. 19.73 shows an example of a rotary active
magnetic liquifier taking advantage of adiabatic demagnetization in a Joule-Brayton
Cycle. The steps in the Joule-Brayton Cycle are;

(i) Magnetize and thereby warm the magnetic solid;
(ii) Remove heat with a cooling fluid;
(iii) Demagnetize and thereby cool the magnetic solid;
(iv) Absorb heat from a cooling load (adiabatic demagnetization).

19.4.3.5 Selected Recent Research on Magnetocaloric Effects.

The magnetocaloric effect (MCE) explains the fact that magnetic materials heat when
placed in a magnetic field and cool upon removal from the field.This effect was
first observed by E. Warburg [War81] in 1881 in iron. The magnitude of the effect
in elemental ferromagnets, likeFe is 0.5-2C per T. Recently,Gd-Ge-Si alloys have
been shown to have much larger effects of∼ 3 − 4◦C per T. The search for new
magnetocaloric effect materials is a very active area of current research.

A large MCE is the figure of merit for the efficacy of a magnetic refrigerant. With
an increasing field, the magnetic entropy decreases and heatis transferred from the
magnetic system to the environment in an isothermal process. With a decreasing field,
the magnetic entropy increases and heat is absorbed from thelattice system to the
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Fig. 19.73. Magnetocaloric Device Example: Rotary Active Magnetic Liquefier

magnetic system in an adiabatic process. Both a large, isothermal entropy change
and adiabatic temperature change characterize the prominent MCE [Bru05], [GPT05].
The importance of the lattice system has led much recent literature in MCE to consider
MCEs in materials in the vicinity of simultaneously occurring magnetic and structural
phase transitions.

Nanocomposite magnetic materials have been among the systems of interest for
MCE applications [JS06], [FCBC07]. The ability to tune the Curie temperature by
alloying the amorphous phase in these materials makes them of interest for a variety
of refrigerant applications at a different temperatures. Fig. 19.74 shows unpublished
MCE data for anFeCo -based amorphous alloy. Fig. 19.74 (a) shows M(H) isotherms
from 40-400 K; (b) shows the integrated magnetic entropy changes for the curves of (a)
with the method for determining therefrigeration coefficient, RCshown and the inset
shows the RC as a function of applied field (courtesy A. Colletti and K. Miller). The
magnetic entropy is determined by integrating the Maxwell relation described above
[FCBC07]. The refrigeration coefficient, RC is defined as thespecific (maximum)
energy that can be absorbed over a range of temperatures inJ

kg
. The RC is a figure of

merit for a magnetocaloric material. Values approaching1kJ
kg

atH = 5 T are observed
for this particular material. The largest area under the dS curve from T(hot) to T(cold)
is the RC. There are two suggested methods of getting the RC from∆S(T ) data: 1)
Full width at half max of the peak as a function of temperatureand 2) finding the
largest rectangle which fits under the curve [WP85].

Giant MCE has been observed in materials exhibiting first-order phase transitions,
including Gd5Si2Ge2 , LaFe13−xMx (M = Si , Al), MnFePAs , MnAs1−xSbx,
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Fig. 19.74. MCE data for anFeCo -based amorphous alloy. (a) M(H) isotherms from 40-400
K, (b) integrated magnetic entropy changes for the curves of(a) with method for determining
RC shown and (inset) RC as a function of applied field. courtesy A. Colletti and K. Miller

Mn1−xFexAs , andNiMnX (X = Ga , Sn). Large MCEs also are observed in some
rare earth metals, alloys, compounds and the manganites [PY07]. Second-order phase
transitions are also useful in limiting the hysteresis in the magnetocaloric effect. Over
the past few years, the MCE and magnetic refrigeration materials have been inves-
tigated extensively and several kinds of magnetic-refrigerant prototype instruments
have been demonstrated. This remains a very active area of current research in mag-
netic materials. Of particular interest is the suspension of magnetic nanoparticles in
fluid systems capable of transporting absorbed heat away.

Suppression of phase transformations in metastable nanostructures can be used to
produce materials with properties not obtainable in equilibrium. InFe-rich, Fe -Ni-
based nanocomposite systems [11] the nucleation of the equilibrium bcc-phase is sup-
pressed in favor of the metastableγ-phase. This has profound effects on technical
magnetic properties because on theFe -rich side of theFe-Ni phase diagram there is a
strong compositional dependence of the Curie temperature,Tc on composition in the
γ-phase [12]. For certain Naval applications theTc of the particles should lie between
ambient, ocean water temperature and the desired upper-limit operating temperature
of a device. A magnetocaloric thermodynamic cycle can be used for such a exploiting
the ferromagnetic to paramagnetic phase transformation inγ-Fe-Ni . New research has
focused on the stabilization ofγ-phase nanostructures in magnetic nanopowders and
nanostructures produced by primary crystallization of amorphous precursors, powder-
ing materials and producing aqueous ferrofluids suitable for magnetocaloric cooling
applications near room temperature.
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19.4.4 Electromagnetic Interference Absorbers

Materials designed to absorb electromagnetic noise in specific frequency ranges is
another active area of new research inelectromagnetic interference (EMI)absorption.
This research requires understanding ways to tune magneticand dielectric properties
of EM absorbers for specific applications. This requires choosing appropriate intrinsic
magnetic and dielectric materials properties and the iinfluence of morphology and
microstructure on their frequency-dependent absorption spectrum.

Electromagnetic interference (EMI) is electrical noise transmitted by electric mo-
tors, machines, generators, circuits and other sources that interferes with the function
of another electronic device such as a circuit, computer or transmission line. Elec-
tromagnetic radiation is classified by its energy, E, frequency, f, and wavelength,λ,
related throughEinstein’s formularelating the photon energy to frequencyν = 2πf :

E = hν =
hc

λ
(19.86)

where h isPlanck’s constant(h = 6.626× 10−34J − s = 6.626× 10−27erg− s) and
for EM radiation,ν = c

λ
, and c is the velocity of lightc = 3× 1010 cm

sec
= 3× 108 m

sec
.

High frequency electronic devices exacerbate the need for EMI absorbers. Exam-
ples of these applications include:

(i) telecommunications;

(ii) consumer applications;

(iii) biomedical applications; and

(iv) military and civilian security applications.

Mechanisms for EMI shielding arereflection EMI shieldingandabsorption EMI
shielding. In reflection shielding, the mobile charge carriers in metals or conductive
polymers interact with the EM field and the radiation is reflected. In absorption shield-
ing, the electric or magnetic dipoles in dielectric or magnetic materials interact with
the EM waves and the EM waves are transformed into heat in the absorbing mate-
rial [Lia07].

Reflection and attenuation properties are determined by thecomplex permeability
(µ′ − iµ′′) and permittivity (ǫ′ − iǫ′′). In absorption, the loss is proportional to the
product,σµ, of conductivity,σ and permeability,µ. For reflection the loss is a function
of the ratio,σ

µ
. Absorption loss increases with frequency and reflection loss decreases.

The sum of all the losses gives the total loss. Good conductors such asAg andCu
have excellent reflection characteristics, whereas materials like Superpermalloy and
Mumetal have excellent absorption characteristics due to their high permeabilities.



128 Magnetic Properties of Metals and Alloys.–January 4, 2013

19.4.4.1 Principles for Designing EMI Absorbers with Magnetic Materials.

The effectiveness of electromagnetic interference shielding is quantified by the reflec-
tion loss,Γ given in dB:

Γ(dB) = −20 log10

[ZA − Z0

ZA + Z0

]

ZA = Z0
√µe

ǫe
tanh

( 2πf

cdµe

ǫe

)

(19.87)

where,Z0 is the impedance of free space (377Ω), ZA is the absorber impedance at
the free space - material interface,µe andǫe are the effective permeability (µ′ − iµ′′)
and permittivity (ǫ′ − iǫ′′) of the absorber medium and d is the absorber thickness.
When the absorber impedance is equal to the impedance of air there is no reflection.
A reflection loss of -20 dB corresponds to 99 % wave absorptionand is considered an
impedance matching situation [Liu04] atypical target performance of EMI absorbers.
For GHz range absorbers it is favorable to have matching permeability and permittiv-
ity. Increasing the permeability or thickness will increase the loss. Changing perme-
ability can change properties without adding additional size and weight. The perme-
ability of the materials depends on composition and microstructural features such as
particle size and porosity.

Magnetic materials for EMI shielding includespinel ferriteandhexagonal ferrites,
metallic (and amorphous metallic) magnetic materials, andcombinations of both. De-
sired properties include highpermeability, a highCurie temperature, highsaturation
magnetization, high induction, and a highresistivityto limit eddy current losses. High
permeability requires considering a variety of other materials and morphological prop-
erties includingmagnetocrystalline anisotropy, shape anisotropy, induced anisotropy
and magnetostriction. The consideration and matching of magnetic anddielectric
properties increasingly lead to the consideration of composite andnanocomposite
structures to exploit attractive properties of two or more engineering materials.

Ferrite materials have many properties which make them useful for EMI wave ab-
sorbing applications. Ferrites are ceramics having high permeability, temperature sta-
bility, and low cost which provides many design advantages.However, they have low
inductions as compared to metals and cubic ferrites do not have sufficient magnetic
anisotropy to function at high frequencies. Their high resistivity does allow them
to operate without the frequency limitations of eddy current losses. To have supe-
rior EMI absorbers at the highest frequencies, it would be desirable to have the large
inductions of metals combined with the large resistivitiesof the ferrites along with
the engineering of large magnetic anisotropies. This has spurred the studies of ferro-
magnetic nanocomposites andmetamaterialsoften exploiting high induction metal -
high resistivity oxide core shell structures often with morphologies designed to exploit
shape anisotropy.

The complex impedance and an EMI absorber depends on thedielectric permittivity
and themagnetic permeability. The complex permeability depends on the chemical
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composition of the alloy, as well as microstructure, particle size, and porosity of the
compact [Nea00]. The permeability can be described by contributions from domain
wall motion and spin rotation processes. Domain wall motiondominates in the initial
permeability and is sensitive to the microstructure, particle size, and particle loading in
the compact. Spin rotation dominates at frequencies above 100 MHz and depends on
the anisotropy field and particle loading. Thus optimizing the microstructure, particle
size, anisotropy field, and loading can lead to a large permeability.

To design state of the art absorbers a variety of fundamentalconsiderations must be
taken into account. In the following sections we develop thephysical principles nec-
essary to tailor the properties of an EMI absorber. These aresummarized as follows:

(i) DC Magnetic Shielding: DC shielding of a soft magnetic material is deter-
mined by it’s permeability. If the fields to be shielded are sufficiently large
saturation induction is an issue. At higher frequencies considerations of eddy
current and anomalous eddy current losses and resonant absorption are impor-
tant considerations in assessing the frequency dependent magnetic response.

(ii) EMI Absorption and Skin Depth: In general we wish to limit the amount of
the material to that required to perform the engineering function. In the case
of EMI absorbers the important length scale of note is theEM skin depth.
The skin depth is the depth to which losses occur in a materialand to which
the material responds to an oscillating field. The skin depthis a function of
the magnetic permeability, the conductivity and the frequency of the exciting
EM radiation. Solutions ofMaxwell’s equationsfor fields penetrating into a
permeable medium give rise to an exponential decay of the applied field over
theclassical skin depth,δ which is given by the relationship:

δ = 5030

√

ρ

µf
(19.88)

whereρ is the resistivity inΩ − cm, µ is the relative permeability and f is the
frequency of the EM radiation in Hz. Since most of the losses are confined
to the skin depth, it is desirable to design absorbers with dimensions approx-
imating the skin depth at the frequency to be absorbed. This illustrates the
importance of high resistivity for high frequency absorbers. For very high fre-
quencies e.g. 1 GHz and reasonable permeabilities of 100-1000, e.g a good
insulator will have nanoscale dimensions to match it’s skindepth. High fre-
quency absorbers require tailoring microstructures at thenanoscale.

(iii) Magnetic Anisotropies: To tune the permeability it is important to engineer
magnetic anisotropy . In many state of the art EMI absorptionmaterials the im-
portant types of magnetic anisotropy include (a) magnetocrystalline anisotropy,
(b) shape anisotropy, (c) magnetoelastic anisotropy and (d) induced anisotropy.
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(iv) Ferromagnetic Resonance Frequency: Theferromagnetic resonance frequency,
fr is a spin resonance at microwave frequencies where transverse EM field en-
ergy is absorbed at the precessional frequency of atomic dipoles about a static
field. In the absence of magnetic anisotropy this resonance frequency depends
on the magnetization of the material as described bySnoek’s Law:

µ′fr ∼ Ms (19.89)

whereµ′ is real magnetic permeability andMs the saturation magnetization.
In the absence of other loss mechanisms, the FMR frequency represents a ma-
terial’s ultimate EMI absorption frequency. EMI absorber design recognizing
the role of the FMR frequency then requires materials with large magnetiza-
tions and restricts the permeability. It is desirable to fix the internal magneti-
zation direction with a suitable magnetic anisotropy to ensure that switching
takes place by non-lossy rotational mechanisms and the realpermeability is :

µ′ =
Ms

HK

HK =
2K

Ms

(19.90)

with HK theanisotropy fieldand K themagnetic anisotropy energy density.
(v) Magnetic Losses: Power losses in a ferromagnetic material are described by:

PTotal = Phys + Pec + Panomalous (19.91)

where the first term, thehysteretic power losshas a linear dependence on fre-
quency, the second term, theclassical eddy current power losshas a square
dependence on frequency, and the third term, theanomalous power losshas a
power greater than 1 dependence on frequency. It is apparentthat the eddy cur-
rent losses dominate at high frequencies. Approaches to limiting these losses
include: (1) choice of strongly exchange coupled soft magnetic materials to
limit hysteretic losses; (2) choice of high resistivity materials or composite
structures with insulating coatings and (3) limiting the dimensionality of the
material to limit the spatial extent over which eddy currents flow.

(vi) Morphology and Microstructure: Often, composites can give better response
than a single material. The morphology of the magnetic species and the mi-
crostructure of the composite must be carefully engineeredto optimize the
properties. Morphological and microstructural considerations include (a) skin-
depth matching and insulation, (b) monodomain particles, engineering shape
anisotropy and/or magnetoelastic anisotropy. To control losses, the eddy cur-
rent must be confined to run in a dimension comparable to the skin depth.
This requires insulating coatings in 3-d structures and insulation parallel to the
induction in 2-d or 1-d structures.
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Fig. 19.75. Magnetic sensors technologies and applications categorized by sensor type and
magnetic properties (minimum detectable field and dynamic ranges [DM09].

19.4.5 Magnetic Sensors

Magnetic metals and alloys important in sensor applications. Existing magnetic field
sensors use a variety of physical phenomena including inductive pick-up coils, Hall
probes, magnetoresistive elements, magneto-optic devices, flux-gates and supercon-
ducting quantum interference devices (SQUIDs) [Rip01]. Magnetic sensors are clas-
sified by their field sensing ranges.

Low-field sensors are typically larger and can require careful and costly sample
preparation to correct for demagnetization effects and forthe Earth’s magnetic field
field. A superconducting quantum interference device (SQUID) is the most sensitive
low field sensor. SQUID magnetometers can detect fields as lowas femtotesla. They
require cryogenic cooling, making testing expensive and sizes cumbersome. Other
sensitive low field sensors include Alternating Field Gradient Magnetometers (AGM)
and Vibrating Sample Magnetometers (VSM).

In many applications, the sensor size is of paramount importance. In space applica-
tions, where the price per unit mass of devices launched is a primary concern, sensor
size is a critical design issue [DM09]. This is the subject ofconsiderable efforts in
miniaturization [Acu02]. The size of current AGMs and VSMs is an obstacle for ap-
plications in-orbit measurements, planetary characterizations and space exploration.
Similarly, many biomedical applications are limited by sensor size. In vivo sensing
applications, for example, have significant physical size constraints. Miniaturization
of magnetic sensing devices has fueled the rapid increase indata storage capacity.
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Fig. 19.75 summarizes current magnetic sensor technologies in terms of minimal
detectable field and dynamic range. Applications require measuring fields anywhere
from 10−15 to 104 T, a range of 19 orders of magnitude! Asuperconducting quantum
interference devices, SQUIDmagnetometer, with sensitivities of 1 femtotesla (fT),
can be used in such sensitive applications as mapping currents in the brain in the field
of magnetoencephalography, MEG. MEG signals result from ionic currents flowing
in neuron dendrites during synaptic transmission. These measurements are now used
in research and clinical settings. MER tomography gives sensitivities of 0.1-1 mi-
croGauss (µG). A typical magnetic noise floor in a city environment is 108 fT. As a
result, measurements of the smallest fields requires sophisticated magnetic shielding
and shielded rooms.

Measurement of the earth’s magnetic field for mapping and as anavigational tool
uses fluxgate magnetometers. Fluxgates measure fields from mT to 10’s of pT in DC
to 10’s of kHz frequencies. Fluxgates for geomagnetic field mapping have dynamical
ranges of 64000 nT, and resolutions in the order of tenths of nT to pT and lownoise
density(several pT√

Hz
at 1Hz). A typical fluxgate mass is 0.5 kg and 2 W of power

consumption [DM09].
Magnetometer design and development has sought smaller size, lower power con-

sumption, and lower cost for similar performance. [LE06]. Recent innovations aimed
at improving size, power, and cost, have included the use of piezoresistive cantilevers
and magnetometers based on electron-tunneling effects,magnetic tunnel junctions,
MTJ’s. Magnetic fields are vectors with both magnitude and direction. Sensors differ
in their ability to measure the magnitude and direction of the field. A scalar sensor
measures the field’s total magnitude but not its direction, while an omnidirectional
sensor measures the magnitude of the component of magnetization that lies along its
sensitive axis. Bidirectional sensors include direction in its measurements and vector
magnetic sensor incorporates two or three bidirectional detectors.

Detection and measurement of magnetic fields can be classified by distinguishing
whether the measurement technique is direct or examines a spatial derivative of the
field in question:

(i) A magnetometeris a device that detects magnetic fields directly. Typicallythis
uses a simple induction loop.

(ii) An axial gradiometeris a device in which two magnetometers placed in se-
ries axially. The gradiometer then measures the differencein magnetic flux
between those points in space. It is therefore a measure of the first spatial
derivative of the field.

(iii) A planar gradiometerhas two magnetometers placed next to each other in the
same plane. It measures the ”difference in the differences”in flux between two
points. It is therefore a measure of the second spatial derivative.
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19.4.5.1 Noise Levels

A goal of recent effort has been development of small, inexpensive, low-power, low-
frequency, magnetic sensors to sensitive to fields between 1nT and 1 pT [EPU+09].
This range of field measurement is currently dominated by fluxgates, optically pumped
magnetometers, and SQUIDS. The development of picoTesla magnetic-tunnel-junction
(MTJ) sensors requires controlling noise levels. Noise characteristics have been re-
cently modeled based on the contributions to the sensor noise floor. These include
amplifier noise, Johnson and shot noise, electronic 1/f noise, thermal magnetic white
noise and magnetic 1/f noise [EPU+09]. One pT√

Hz
at 1Hz is a current goal which

would be a factor of∼ 100 below the current commercial MTJ sensors.
Electrical noise is the random fluctuation in a signal. Noisecan be produced by a

variety of effects. Thermal noise and shot noise are inherent to all devices, while other
types depend on other physical phenomena. We explore a few ofthese here:

(i) Johnson-Nyquist noiseis synonymous withthermal noiseand is generated by
the random thermal motion of charge carriers in a conductor.The power spec-
tral density of thermal noise, nearly constant throughout the frequency spec-
trum, is calledwhite noise. Thermal noise can be modeled with Gaussian dis-
tribution of amplitudes. The root mean square (RMS) voltagedue to thermal
noise Vn, generated in a resistance R (ohms) over a bandwidth,∆f (Hz), is:

Vn =
√

4kBTR∆f (19.92)

where kB is Boltzmann’s constant (J
K

) and T is the resistor’s absolute temper-
ature (K).

(ii) Shot noiseis the random fluctuation of current which results from the fact that
current is carried by discrete charges.

(iii) 1/f noiseis also called flicker noise. It is the portion of the noise spectrum
which falls off at high frequencies. In magnetic sensors this noise results from
fluctuations of magnetic properties on a nanoscale. One example of a magnetic
1/f noise source is the random telegraph noise which is generated from the
motion of magnetic domain walls through pinning sites. Thisnoise is called
Barkhausen noise.

The noise level can be quantified (1) as an electrical power inwatts or dBm, (2) as a
root mean square (RMS) voltage equal to the noise standard deviation in volts, or (3)
characterized by a probability distribution and noise spectral density N0(f) in watts per

hertz. The frequency dependence of the noise is expressed inunits of
(

power
frequency

)
1

2

.

In a resistor, the power is proportional to V2 and noise units areV√
Hz

. In an inductive

component power is proportional to B2 and noise units areT√
Hz

.
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19.4.5.2 Measurement of Fields.

Common field measurement techniques include a Hall sensors,fluxgate magnetome-
ters, and magnetoresistive sensors. Several sensors use theLorentz force, orHall effect
which describes the force~FL experienced by a particle with charge q moving with ve-
locity ~v in a magnetic field,~B: ~FL = q~v × ~B The measurable transverse voltage in a
conductor carrying a longitudinal current in a field resultsfrom theHall effect[Hal79].
For a geometry where a current is induced by an electric field,Ex, in the x-direction, a
magnetic field is applied in the z-direction and the Hall voltage (and electric field) are
along the y-direction theHall coefficient, RHall, is:

RHall =
Ey
jxBz

(19.93)

Measuring a Hall voltage, and determining longitudinal current density fromOhm’s
Law, jx = σ0Ex, the Hall coefficient can be determined for a material. This depends
on the charged conducting particles (electron and hole) densities in a material. The
Hall voltage is proportional to the applied field. A materialwith a known Hall coef-
ficient can be used in aHall sensorto accurately measure the magnitude of a normal
applied field. AHall effect sensoris a transducerwith an output voltage that varies
with field. and used in switches, position, speed, and current detection applications.

Magnetoresistive sensors have historically been important sensors for field and
magnetization measurements. Themagnetoresistanceis the change in the electrical
resistance of a material in response to an applied field. Themagnetoresitive (MRratio
is the ratio of the change in resistance in a field to the resistance in zero field [Spa03]:

MR =
RH −R0

R0
=

∆R

R0
(19.94)

Positive magnetoresistance (MR > 0) is a larger and negative (MR < 0) a smaller
resistance in a field. Normal magnetoresistance, from the Hall effect, is used to sense
fields. Ferromagneticanisotropic magnetoresistance, AMRis discussed below.

A fluxgate magnetometeris sensor with good field sensitivity related to the mag-
netic core material [GB72], [Len24]. Asingle axis fluxgate magnetometeris of a
toroidal magnetic core wound with a magnetizing drive coil.Another sensing coil is
wound around an axis in which the magnetic field component is measured. A fluxgate
compares the current required to saturate a material in one direction with that in the
normal direction. The difference in the two currents is proportional to the field. An
ideal core will have linear response to saturation. A sense coil detects harmonics of a
fundamental drive coil frequency which are stronger at the abrupt permeability change
at saturation. Largest sensitivity occurs for a high permeability material. Linear M(H)
response is achieved by controlling a uniaxial anisotropy.A uniaxial anisotropy in-
duced by field annealing an amorphous or nanocomposite material serves this purpose.
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Fluxgates were developed during World War II to detect submarines from low-flying
aircraft. Modern applications include electronic compasses for navigation of aircraft
and oil-well borehole measurements to navigate while digging deep oil wells. Because
of their sensitivity (typically∼ 0.5−1.0 nT) fluxgates can be used to follow gradients
in the earth’s magnetic field. The development of 2-axis and 3-axis fluxgates has led
to their use as navigational tools and in magnetic surveying. Variations in the earth’s
magnetic field result from the geometry of the earth’s magnetic poles and the magnetic
properties of the materials in the earths core and crust. NASA has employed fluxgates
to measure magnetospheric and solar system magnetic fields.

19.4.5.3 Measurement of Magnetization.

Commercial magnetometers [Fon96], can be broadly classified as measuring the mag-
netization by: (a) direct techniques, including measuringthe force on a sample placed
in a non-uniform field, e. g. Faraday, Guoy, Kahn balances and(b) indirect techniques,
including measurements based on magnetic induction due to relative motion between
the sample and the detector, e.g VSMs and SQUIDs [Lon08]. Magnetometers are
characterized by their sensitivity and a range of other features such as vector or scalar
operation, bandwidth, heading error, size, weight, power,cost and reliability. These
characteristics determine the suitable applications for the magnetometer.

Lorentz force magnetometers are simple, small, lightweight, low-cost, and low-
power-consumption devices for measuring vector magnetic fields. Xylophone mag-
netometers, based on a classical xylophone resonator, are linear sensors with a wide
dynamic range from nT to T. Asearch-coil magnetometerexploits Faraday’s law of
induction. The sensitivity of a search-coil depends on the permeability of the core and
the area and number of turns of the coil. Solenoidal search-coils sense time-varying
magnetic fields. This is the principle of operation of apick-up coil. A time varying
magnetization,dM

dt
, is sensed by the induced voltage. Other low-field sensor technolo-

gies include nuclear precession, optically pumped, and fiberoptic magnetometers.
An example of the use of a pick-up coil sensor is in thevibrating sample magne-

tometer, VSMor Foner magnetometer [Fon59]. The principle of operation of a VSM
is based on placing a magnetic sample in a uniform magnetic field. The sample dipole
moment is made to undergo a periodic sinusoidal motion at a fixed frequency (typi-
cally 60 Hz, i.e. a loudspeaker frequency), f, using a transducer drive head to vibrate
a sample rod. The vibrating magnetic dipole moment (throughFaradays law of in-
duction) induces a voltage, V, in a sensitive set of pick-up coils placed between the
pole pieces of the electromagnet. This signal, proportional to the magnetization, is
amplified and monitored. The VSM is calibrated using a standard sample of known
moment such as aNi (ferromagnetic) orPt (diamagnetic) sphere.

New applications for atomic magnetometers include detection of biomagnetic sig-
nals [BWW03] [XBHR06], nuclear magnetization [LSS+06], [SR05] and magnetic
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Fig. 19.76. (a) schematicFeCr (001) superlattices [BBF+88]; (b) typical resistivity vs. ap-
plied field behavior and (c) M(H) response for a GMR sensor.

particles [XDP+06]. The combination of sensitivity with ease of use in atomic mag-
netometers make them a promising alternative for detectingweak magnetic fields. One
of the first chip-scale atomic magnetometer constructed at NIST [SKS+04] was based
on magnetically sensitivecoherent population trapping (CPT)resonances at atomic
hyperfine frequencies. Since the CPT resonance is opticallydriven, there are not mag-
netic fields applied to the instrument that might interfere with other sensors.

Commercially available magnetoresistive sensors can exploit anisotropic magne-
toresistance, AMRof ferromagnets. In anisotropic magnetoresistance the change in
resistance is different when the field is applied parallel tothe current than when normal
to the current direction. Anisotropic Magnetoresistive (AMR) sensors can measure
both linear and angular position and displacement in the Earth’s field. Typical devices
areNi-Fe thin films deposited on aSi wafer using 2%-3% resistance changes, in a
field, in patterned resistive strip [CM92].

These types of sensors have found much recent importance after the discovery of
giant magnetoresistanceFig. 19.76 (a) shows a schematic ofFeCr (001) superlattices
for which giant magnetoresistance was first observed (b) shows a typical resistivity vs.
applied field behavior for a GMR material and (c) shows the magnetic state of the
material in terms of its field-dependent magnetization, M(H). The term giant refers to
values ofMR ≥∼ 25 % to several 100 %. MR values 10-100 times larger have been
observed in oxides and other materials exhibitingcolossal magnetoresistance, CMR.
CMR materials typically require very large bias fields limiting their applicability.

Alternating gradient magnetometers are another sensitivetechnique which is used
to measure magnetization. A thin film AGM has been designed for use in detecting ex-
traterrestrial minerals [SCW+11], [WSV+11] and biomedical applications [JMS+11]
of tagging tissue scaffold. The sensor system is shown in Fig. 19.77 (a). The sensor
head consists of a permanentFePt or CoCrPt magnet deposited using a thin film
sputtering to create a checkerboard pattern onto aSi substrate. Fig. 19.77 (b) shows
the membrane, the checkerboard and Fig. 19.77 (c) the SEM determined chemistry.

The sensor shown in Fig. 19.77 (a) has coils creating a driving field gradient. The
correct geometries and spatial arrangement of the coils will generate a magnetic force
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Fig. 19.77. (a) AGM thin film resonator sensor geometry; (b) membrane, the checkerboard and
(c) the SEM determined chemistry of the films (April 1, 2011 cover of the J. Appl. Phys.)

on the membrane in the z direction, causing it to vibrate in mechanical resonance. An
additional force, proportional to the detected material’smagnetic moment and the field
gradient is determined from shifts in the mechanical resonance frequency. When ex-
cited at the resonance frequency, the membrane deformationis measured using a high
resolution optical detection method. Light emitted from anLED is guided through an
optical fiber and is reflected on the surface of the magnet. Reflected light is detected by
a bundle of PMMA fibers and transmitted to a photodiode. The resulting photocurrent
is amplified and a lock-in amplifier is used to measure the detection signal.

Strains can also be the basis for sensing exploiting giant magnetostriction in im-
portant rare-earth/Fe alloys like Terfenol-D [(Dy0.7Tb0.3)Fe2]. The shape of the
magnetostriction-applied field curve yields little magnetostriction at low fields making
such materials unsuitable for low-field magnetometry. However, it has been shown that
in tension, a significant slope is observed at low fields [SHS+94]. Novel sensors have
been developed using surface micromachining of silicon with microelectromechanical
system (MEMS) fabrication techniques [BMC95]. In a magnetostrictive magnetome-
ter, a thin Terfenol-D film is deposited on a MEMS cantilever.The magnetostriction
of the Terfenol-D causes the cantilever to deflect. The deflection is a function of the
field strength and can be measured by optical beam deflection or capacitance changes.

Giant Magnetoimpedance, GMI, as discussed above is observed in materials with
large permeabilities including amorphous and nanocomposite materials.
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Fig. 19.78. (a) Schematic of perpendicular recording scheme and (b) schematic of a bit drawn
on micrograph of an actual thin film media. (courtesy Dr. S. Park) [Par10]

19.4.6 Magnetic Recording.

The rapid development of information technology has been greatly enabled by the
rapid growth in the areal recording density of magnetic harddrives [PVEWE01]. This
has been made possible by advances in the materials and processing techniques used
to produce current recording devices.

Magnetic recording devices consist of two main magnetic systems: the heads which
write or read the information and the media on which the information is stored. In to-
days media, information is written in the perpendicular mode by a single pole write
head when it applies a magnetostatic field in the perpendicular direction and reverses
the magnetization in the medium. In Fig. 19.78 (a), the magnetization is stored perpen-
dicular to the disk plane because the magnetic easy axis of materials in the recording
layer has been aligned in this direction. When the information is read back, a giant
magnetoresistance (GMR) (see above) read sensor is moved towhere the information
is stored and it reads the magnetization in the recording layer.

The information is stored on the media in bits. Fig. 19.78 (b)illustrates two mag-
netic domains in the opposite direction [Par10]. One bit consists of 50-75 magnetic
grains and each of the grains is surrounded by a non magnetic oxide film which mag-
netically isolates them from each other. The bits are aligned along a track and tracks
are configured concentrically on the hard disk. In Fig. 19.78(b) the transition region
between written bits is delineated and it can be seen to be directly related to the grain
size of the film. In turn, media noise is directly related to the transition width as well
as the grain size distribution [Par10].

The early generations of computers had the information stored on tapes or hard
disks that had been coated with a slurry that contained elongated particles ofγ-Fe2O3

(maghemte). The particles coercivity was determined by shape anisotropy. Later, thin
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Fig. 19.79. Schematics of the atomic matching of (a) the(101̄1) planes ofhcpCo and(110)
planes ofCr ; (b) (112̄0) planes ofhcpCo and(200) planes ofCr and (c)(101̄0) planes of
hcpCo and(112) planes ofCr . [LW91]

films of Co alloys were introduced and as of the time writing of this chapter thinCo
alloy films are still utilized.

The development of media for magnetic storage is a good example of the use of the
basic principals of materials science. The media must consist of small magnetic grains
that are strongly oriented (textured) with their easy axes in the plane of the disk for
longitudinal recording or normal to the plane of the disk forperpendicular recording.
Furthermore, the grains should be of uniform size and shouldbe magnetically isolated
from each other.

As mentioned above, particulate media and the first of the thin film hard drives were
longitudinal media. In the particulate media the particleshad their long axes in the
plane of the film. In the first commercialized thin film media the films were produced
in such a way that the c-axes of theCo alloy grains were in the plane of the disk. Since
the magnetic easy axis ofCo alloys is the c-axis, a method had to be devised to grow
theCo alloys with the c-axes in (or nearly in) the plane of the disk.This was done by
usingCr underlayers.Cr(bcc) naturally sputters with a ((110) texture and this gives
rise by epitaxy to a(101̄1) texture of theCoalloy. In this case the c-axes were about
30◦ out of the plane of the disk. Later it was found that by depositing theCr films at
elevated temperatures (270-300◦C) they would obtain the(200) texture, which in turn
produced (by epitaxy) the(112̄0) texture in theCo alloy. This texture allowed for the
c-axes to be in the plane of the film (Fig. 19.79) [LW91]. Laterthe underlayers were
grown with the(112) texture (with the help ofNiAl seedlayers) [LCF+95] and the
Co alloys deposited with the(101̄0) texture [LYYW09].

Since the turn of the century, information in hard disk mediahas been stored in the
so-called perpendicular mode, in which the easy axes of the magnetic grains in the
films are perpendicular to the plane of the disk.Co alloys have the hexagonal close
packed (hcp) structure and their c axes are usually the magnetically soft axes. Since
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Fig. 19.80. A schematic of the structure of the thin film layers of a typical perpendicular mag-
netic recording media. (courtesy of Dr. H. Yuan) [Yua09]

the anisotropy of a thin film tends to lie in the plane of the film(because of shape
effects), the magnetization of theCo alloy has to be lowered by the addition ofCr .
This decreases the magnetization and hence lowers the magnetostatic energy of the
film.

A schematic cross section of perpendicular media is shown inFig. 19.80. Here there
are several layers of films, each with their specific purpose.The layer directly under
the magnetic layer isRu (or an alloy ofRu) which has thehcpstructure and a slightly
larger lattice parameter than theCo alloys. When deposited in the perpendicular man-
ner the largerRu lattice tends to stretch theCo alloy lattice its the basal plane, since
this is the plane of epitaxy in perpendicular recording. SinceCo alloys have a negative
magnetostrictive constant, a perpendicular anisotropy isinduced in theCo alloy over
and above its already strong magneto-crystalline anisotropy in the same direction.

Another function of theRu layer is to control the grains size and the positioning of
the oxide phase in the recording layer. The depositedRu films have domes on their
surface which controls where the oxide in the recording layer forms (Fig. 19.81). The
domes form best in films that are sputtered under a higherAr pressure. In the Figure
theRu domes can be seen to allow for the oxide to form in the valleys during the
deposition of theCo alloy/oxide layer. The oxides then grow around theCo alloy
grains magnetically isolating them from otherCo alloy grains.

The grain size of the storage layer is controlled by a combination of the percent-
age of oxide and the grain size of theRu underlayer. In turn, this is controlled by
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Fig. 19.81. A schematic showing the role of theRu domes in controlling the microstructure of
theCo recording layer. (courtesy of Dr. S. Park) [Par10]

processing variables (sputtering power,Ar back-pressure, etc.) and sometimes by an
additional underlayer.

Beneath theRu layer there is often a layer such as aNi -W alloy which deposits
with a very strong(111) fcc texture and because of its similar atomic arrangement
increases the subsequentRu andCo alloy films texture by means of epitaxy. The
texture of theCo alloy film is crucial to good recording properties and it is measured
by the full width half maximum (FWHM) of a x-ray rocking curve.

In most perpendicular media there exists asoft magnetic underlayer (SUL)which
acts to close the magnetic flux with the head. Amorphous soft magnetic materials with
high permeability, such asCoZrTa are commonly used as the SUL. The thinRu
layer in the middle of the SUL couples the two SULs in an antiferromagnetic fashion
and acts to pin any magnetic domains that exist in that layer,thereby minimizing its
contribution to the noise (Fig. 19.80).

The type of media described above is often termedconventional perpendicular mag-
netic media. It has been used in hard drives for computers over a decade now. A limit
in the lower bound of theCo alloy grain size is approaching since the grains will soon
be small enough to become superparamagnetic. This will require the introduction of
a new magnetic media: one with larger magnetocrystalline anisotropy [Woo00]. A
candidate for this isFePt alloys, which will be able to sustain magnetization down to
about 3 nm grains. There are many challenges withFePt . First, since they will need
to have very high magnetocrystalline anisotropy, they willbe very difficult to write
on. Schemes such a heat assisted magnetic recording (HAMR) [RBB+06] may be
needed if the new media is used. Another challenge is producing the high anisotropy:
to do this theFePt alloy must be highly ordered atomically. This entails high temper-



142 Magnetic Properties of Metals and Alloys.–January 4, 2013

ature processes, which may not be compatible with the rest ofthe magnetic recording
device. Research on these alloys continues.

This chapter has introduced metals and alloys used for soft and hard magnets and
surveyed some current applications. This field has continued to innovate an progress
over many decades. The choices of materials and applications is by no means ex-
haustive and reflects the interest and expertise of the authors. They are convinced that
in a decade there will be more new and exciting additions to this field and hope to
contribute to its future.
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19.5 Further Reading.

Magnetic Materials.:

(i) Ferromagnetism by Richard M. Bozorth has been published by the IEEE
Press as a classic reissue [Boz93].

(ii) Chen discusses the development of soft magnetic metal alloys. [Che86]
(iii) O”Handley [O’H87] offers a more modern materials perspective.
(iv) Cullity and Graham [CG09] is the update of the classic text on magnetic ma-

terials
(v) Coey [Coe10] is a modern text on magnetic materials.
(vi) Coey [Ce96] discusses permanent magnet materials.

(vii) The book edited by Plumer, et al. [PVEWE01] discussed data storage tech-
nologie

Structure.:

(i) DeGraef and McHenry [DM07] discusses the structure of materials with many
magnetic materials examples.

(ii) Cullity [Cul78] is the classic text on x-ray diffraction by the author of the
famous book on magnetic materials.

(iii) Barrett and Massalski [BM80] is a classic text on structure of materials.

Phase Equilibria:

(i) Prince [Pri66] is a classic text discussing phase diagrams.
(ii) Porter and Easterling [PE00] discusses phase equilibria and the kinetics of

phase transformations.
(iii) Massalski [Mas90] is the handbook of Bbnary alloy phase diagrams

Current Research and Applications: There are many good journals covering mag-
netism and magnetic materials. In particular, the Journal of Applied Physics annu-
ally publishes the peer reviewed articles from the Magnetism and Magnetic Materi-
als (MMM) Conference, the largest international scientificconference on the subject.
The IEEE Transaction on Magnetics similarly publishes peerreviewed articles from
the Intermag conferences which are more focussed on applications. The two are held
simultaneously every three years as the MMM/Intermag Conference. Many materials
societies also have topical groups and symposia dedicated to magnetic materials. The
Materials Society (TMS) is one such example.
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Properties of an Fe73.5Cu1U3Si13.5B9 Nanocrystalline Alloy.”.J. Mag. Magn. Mat.,
140-144:427–428, 1995.

[SR05] I. M. Savukov and M. V. Romalis. ”NMR detection with anAtomic Magnetometer.”.
Phys. Rev. Lett., 94:123001, 2005.

[SSM03] S. Son, R. Swaminathan, and M. E. McHenry. ”Structure and Magnetic Properties of
RF Thermally Plasma SynthesizedMn andMn -Zn Ferrite Nanoparticles.”.J. Appl.



Bibliography 155

Phys., 93:7495–7, 2003.
[SSZ98] D. Szabo, G. Szeghy, and M. Zrinyi. ”Shape Transition of Magnetic Field Sensitive

Polymer Gels.”.Macromolecules, 31:6541–6548, 1998.
[ST90] T. Sawa and Y. Takahashi. ”Magnetic Properties of Fe-Cu-(3d Transition-Metals)-Si-B

Alloys with Fine-Grain Structure.”.J. Appl. Phys., 67:5565–5567, 1990.
[Sta84] H. H. Stadelmeier. ”Structural Classification of Transition Metal Rare Earth Boride

Permanent Compounds BetweenT andT5R.”. Z. Metallkde, 75:227–230, 1984.
[STC+02] S. Son, M. Taheri, V. Carpenter, V. G. Harris, and M. E. McHenry. ”Synthesis of

Ferrite and Nickel Ferrite Nanoparticles Using Radio-frequency Thermal Plasma Torch.”.
J. Appl. Phys., 91:7589–7591, 2002.

[Ste84] C. P. Steinmetz. ”On the Law of Hysteresis.”.IEEE Proc., 72:196–221, 1984.
[Sut94] R. A. Sutton.”Irradiation Defects in Oxide Superconductors: Their Rolein Flux

Pinning.”. Ph.D Thesis, Carnegie Mellon Univ., Pittsburgh, PA, 1994.
[Swa05] R. Swaminathan.”Influence of Surface Structure on the Magnetic Properties of RF

Plasma Synthesized NiZn Ferrite Nanoparticles.”. Ph.D Thesis, Carnegie Mellon Univ.,
Pittsburgh, PA, 2005.

[TFH+99] Z. Turgut, D. E. Ferguson, M. Q. Huang, W. E. Wallace, and M. E. McHenry.
”Thermal Plasma Synthesis ofγ-FeNx Nanoparticles as Precursors forFe16N2 Synthesis
by Annealing.”.MRS Res. Symp. Proc., 577:399–404, 1999.

[THG+97] Z. Turgut, M. Q. Huang, K. Gallagher, S. A. Majetich, and M. E. McHenry.
”Magnetic Evidence for Structural Phase Transformations in Fe-Co Alloy Nanocrystals
Produced by a Carbon Arc.”.J. Appl. Phys., 81:4039–4041, 1997.

[TNPM99] Z. Turgut, N. T. Nuhfer, H. R. Piehler, and M. E. McHenry. ”Magnetic Properties
and Microstructural Observations of Oxide Coated FeCo Nanocrystals Before and After
Compaction.”.J. Appl. Phys., 85:4406–4408, 1999.

[Tom94] T. Tomida. ”Crystallization of an fe-Si-B-Ga-Nb Amorphous Alloy.”. Mat. Sci. Eng.,
A179/180:521–525, 1994.

[TPL00] M. Tondra, M. Porter, and R. Lipert. ”Model for Detection of Immobilized
Superparamagnetic Nanosphere Assay Labels Using Giant Magnetoresistive Sensors.”.
The Journal of Vacuum Science and Technology., 18:1125–1129, 200.

[Tur99] Z. Turgut.”Thermal Plasma Synthesis of Coated FeCo-FeCoV Nanoparticles as
Precursors for Compacted Nanocrystalline Bulk Magnets.”. Ph.D Thesis, Carnegie
Mellon Univ., Pittsburgh, PA, 1999.

[UHK+96] K. Ullakko, J. K. Huang, C. Kantner, R. C. O’Handley, and V. V. Kokorin. ”Large
Magnetic-Field-Induced Strains inNi2MnGasingle Crystals.”.J. Appl. Phys.,
69:1966–1968, 1996.

[VBKea99] A. N.. Vasilev, A. D. Bozhko, V. V. Khovailo, and etal. ””. Phys. Rev., 59:1113,
1999.

[VMCR+98] W. Van Moorleghem, M. Chandrasekaran, D. Reynaerts, J. Peirs, H. Van Brussel,
J. E. Schirber, E. L. Venturini, and J. F. Kwak. ”Shape Memoryand Superelastic Alloys:
The New Medical Materials with Growing Demand.”.Biomedical Mat. and Eng.,
8:55–60, 1998.

[Wal60] M. G. Wallace. ”Intermetallic Compounds Between Lanthonons and Transition Metals
of the First Long Period 1. Preparation, Existence and Structural Studies.”.J. Phys.
Chem. Sol., 16(1-2):123–130, 1960.

[War81] E. Warburg. ”Magnetische Untersuchungen.”.Ann. Phys. (Leipzig), 13:14164, 1881.
[WBPea84] H. J. Weinmann, R. C. Brasch, W. R. Press, and et. al. ””. Am. J. Roentgenol.,

142:619–624, 1984.
[Wei07] Pierre Weiss. ”L’hypothese du Champ Moleculaire etla Propriete Ferromagnetique.”.

J. Phys., 6:661, 1907.
[WFRLC99] M. Wun-Fogle, J. B. Restorff, K. Leung, and J. R. Cullen. ”Magnetostriction of



156 Bibliography

Terfenol-D Heat Treated under Compressive Stress.”.IEEE Trans. Magn., 35:3817–3819,
1999.

[WG59] J. H. Wernick and S. Geller. ”Transition Element RareEarth Compounds with the
CaCu5 Structure.”.Acta Cryst., 12(9):662–665, 1959.

[Wil00] M. A. Willard. ”Structural and Magnetic Characterization of HITPERM Soft
Magnetic Materials for High Temperature Applications.”. Ph.D Thesis, Carnegie Mellon
Univ., Pittsburgh, PA, 2000.

[WLM +98] M. A. Willard, D. E. Laughlin, M. E. McHenry, K. Sickafus,J. O. Cross, V. G.
Harris, and D. Thoma. ”Structure and Magnetic Properties of(Fe0.5Co0.5)88Zr7B4Cu1
Nanocrystalline Alloys.”.J. Apply. Phys., 84:6773–6777, 1998.

[WMMT83] A. R. Williams, V. L. Moruzzi, A. P. Malozemoff, andK. Terakura. ”Generalized
Slater-Pauling Curve for Tranisition Metal Magnets.”.IEEE Trans. Mag., 1983.

[Woh79] E. P Wohlfarth. ”First and Second Order Transitionsin Some Metallic
Ferromagnets.”.J. Appl. Phys., 50:7542–7544, 1979.

[Woo00] R. Wood. ”The feasibility of Magnetic Recording at 1Terabit per Square Inch.”.
IEEE Trans. Magn., 36:36, 2000.

[WP85] M. E. Wood and W. H. Potter. ””.Cryogenics, 25:667, 1985.
[WST93] H. Watanabe, H. Saito, and M. Takahashi. Soft magnetic properties and structures of

nanocrystalline fe-al-si-nb-b alloy ribbons.Trans. Mag. Soc. Jpn, 8:888–894, 1993.
[WSV+11] A. Wise, M. Saenko, M. Velazquez, D. E. Laughlin, M. Daz-Michelena, and M. E.

McHenry. ”Phase Evolution in theFe3O4 − Fe2TiO4 Pseudo-binary System and its
Implications for Remanent Magnetization in Martian Minerals.”. IEEE Trans. Mag., page
to appear, 2011.

[XBHR06] H. Xia, A. B. A.. Baranga, D. Hoffman, and M. V. Romalis.
”Magnetoencephalography with an Atomic Magnetometer.”.Appl. Phys. Lett.,
89:211104, 2006.

[XDP+06] S. J. Xu, M. H. Donaldson, A. Pines, S. Rochester, D. Budker, and V. V. Yashchuk.
”Application of Atomic Magnetometry in Magnetic Particle Detection.”.Appl. Phys.
Lett., 89:224105, 2006.

[YBYS92] Y. Yoshizawa, Y. Bizen, K. Yamauchi, and H. Sugihara. Improvement of magnetic
properties in fe-based nanocrystalline alloys by additionof si, ge, c, ga, p, al elements and
their applications.Trans. IEE of Japan, 112A:553–558, 1992.

[YH96] W. B. Yelon and Z. Hu. ”Neutron Diffraction Study of Lattice Changes in
Nd2Fe17−xSix(Cy).”. J. Appl. Phys., 78:7196–7201, 1996.

[YK52] Y. Yafet and C. Kittel. ”Antiferromagnetic Arrangements in Ferrites.”.Phys. Rev.,
87(2):290–294, 1952.

[YOY88] Y. Yoshizawa, S. Oguma, and K. Yamauchi. ”New Fe-based Soft Magnetic Alloys
Composed of Ultrafine Grain Structure.”.J. Appl. Phys., 64:6044–6046, 1988.

[YPZ+93] Y. C. Yang, Q. Pan, X. D. Zhang, C. L. Zhang, Y. Li, and Ge. ”Structural and
Magnetic Properties of RMo1.5Fe10.5Nx.”. J. Appl. Phys., 74:4066–4071, 1993.

[Yua09] H. Yuan.”Study Of Composite Thin Films For Applications InHigh Density Data
Storage.”. Ph.D Thesis, Carnegie Mellon Univ., Pittsburgh, PA, 2009.

[YY91] Y. Yoshizawa and K. Yamauchi. ”Magnetic Properties of Fe-Cu-Cr-Si-B,
Fe-Cu-V-Si-B, and Fe-Cu-Mo-Si-B Alloys.”.Mat. Sci. Eng. A, 133:176–179, 1991.

[ZBC+03] Y. Zhang, J. S. Blazquez, A. Conde, P. J.. Warren, and A. Cerezo. ”Magnetic
Properties ofFeCuCrSiB , FeCuVSiB , FeCuMoSiB , Alloys.”. Mat. Sci. Eng. A,
353:158–16, 2003.



Index

R3(Fe ,M)29 , 84
R3T29, 83
α-Sm2Co17 , 85
(Pr3(Fe1−xCox)27.5Ti1.5, 84
SmCo5, 79
1/f noise, 131

Landau theory, 19
Lande g-factor, 11
time reversal symmetry, 20

absorption EMI shielding, 125
Alnico magnets, 56
amorphous

solid, 87
ampere-turns, NI, 54
angular momentum, 6
anisotropic magnetoresistance, AMR, 132, 134
anisotropic magnetostriction, 26
anisotropy field, 128
anisotropy field, HK , 24
anomalous power loss, 128
antiferromagnet, 16
antiferromagnetism, 16
Argand diagram, 41
Arrott plot, 22
asperomagnetism, 93
atomic probe field ion microscopy, APFIM, 104
austenite, 47, 67, 69
axial gradiometer, 130

band theory, 11
Barkhausen noise, 131
Bethe-Slater curve, 93
Bioseparation, 113
Bloch wall, 32, 72
Bloch walls, 30
Bohr magneton, 7
bore diameter, D, 54
Brillouin function, 18

Brown’s paradox, 78
Brownian process, 40
Brownian time constant , 43
Bulk amorphous alloys, 88
bulk amorphous alloys, 99

Carnot cycles, 120
cellular structure, 81
cementite, 54
classical eddy current power loss, 128
classical skin depth,δ, 127
closure domains, 29
coefficient of variation, 109
coercive field, 4
coercive field,Hc, 2
coercivity, 1
coherent population trapping (CPT), 134
collective magnetism, 5
collective phenomenon, 16
collinear magnets, 17
colossal magnetoresistance, CMR, 134
condenser lens, 53
conjugate variables, 1
conventional perpendicular magnetic media, 139
core losses, 39
cross-tie walls, 71
crystal field, 94
crystal field Hamiltonian, 77
crystalline electric field, 77
crystallization reactions, 101, 103
cubic magnetocrystalline anisotropy, 46
Curie Law, 120
Curie temperature, 126
Curie temperature TC , 20

De Magnete, 4
DeGennes factor, D, 76
demagnetization field, Hd, 8
demagnetization field, Hd, 27
density of states, 12

157



158 Index

diamagnetic response, 5
dielectric permittivity, 126
dielectric properties, 126
differential scanning calorimetry (DSC), 100
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