19
Magnetic Properties of Metals and Alloys.

19.1 Magnetic Field Quantitiesand Properties Survey.
19.1.1 Introduction.

This chapter introduces metals and alloys used for soft and magnets. Alloy de-
velopment illustrates the materials paradigm of synthesistructure— properties
— performance relationships. Development is motivated lynisic materials prop-
erties, such as saturation induction and Curie temperatuheancement of alloys for
applications involves optimizing extrinsic properties¢ls asremanent inductiomand
coercivityby processing to achieve suitable microstructures. Maghgsteresis is
useful in permanent magnets where we wish to store a largestable magnetization.
For soft magnets, small hysteresis losses per cycle anabtksi Metals and alloys for
soft and hard magnetic materials now are ubiquitous in maagymatic applications in
bulk, powder, nanocrystal and thin film forms.

We begin this chapter by reviewing the magnetic propertiehvare relevant to
soft and hard magnetic materials, respectively. We dewbl®pubject by considering:

(i) A summary of technical magnetic properties of imporefar soft and hard

magnetic materials in the context of a few illustrative epées.

(i) Definitions of important magnetic phenomena which aevant to the deter-
mination of these properties.

(iii) A survey of alloys within a historical context as to thdevelopment.

(iv) An extrapolation to the future to highlight some emegyiareas of magnetic
metals and alloys relevant to evolving technological neegitls an emphasis
on materials important to energy applications.

The magnetization}/, or magnetic induction3, is an extensive material property
and the field,H, is an intensive variable. These form a setcohjugate variables
which define thenagnetic workn a thermodynamic analysis. It is a goal to describe
the response functioB(H) for a material system. This response function can be
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Fig. 19.1. (a) Magnetic response, B(H) for a reversibledimaignetic system of dipoles and (b)
hysteretic magnetic response, B(H), for an irreversibiefaagnetic system of dipoles.

single valued as shown in Fig. 19.1 (a) which would be the éaseeversible equi-
librium thermodynamics or two-valued (hysteretic) as shamwrig. 19.1 (b) which is
the case for irreversible non-equilibrium thermodynamilise equilibrium response
is generally non-linear and depends on the process by wiochi@dipoles rotate into
the direction of the field. Thpermeabilityis the slope of the B(H) curve. The easier
it is to magnetize a material for a given applied field, thenleigthe permeability. The
hysteresis curve is the starting point for discussing teehmagnetic properties of
soft and hard magnetic materials and distinguishing betvweed and soft magnets.

Two thermodynamic states exist when all the dipoles araatign the direction
of a positive field or negative field. The value of the magration, M, when all of
the dipoles are aligned is called thaturation magnetization}/, A hysteresis loop
(Fig. 19.1 (b)) is a plot of the magnetization of a materiait@s cycled from positive
fields to negative and back. Important states on a hystdoegisnclude theemanent
induction,B,. ' which is the remaining magnetic induction left when the ithgvfield
is reduced to zero. Theoercive field,H. is the reverse field necessary to drive the
magnetization to zero after being saturated.

The value of the coercive field is used to distinguish betwesd magnets and
soft magnets. Hard gopermanent magnet®quire very large fields to switch and
are therefore useful for a variety of applications takingaadage of the remanent
induction. Soft magnetic materials are characterized loyvecbercivity and therefore
a narrow loop. Since they are easy to reverse they ideal §brfinequency operation.

1 B, = M, (cgs units);= po M, (mksa units)
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19.1.1.1 Soft Magnet Introduction.

Box 19.1 summarizes applications and technical propesfissft magnetic materials.
Michael Faraday (1791- 1867) observed that an applied voltage to one coppker ¢
resulted in a voltage across a second coil wound on the samedre. Faraday’s law
of induction (1831):

dd

V=N = (19.1)
defines the induced voltage in terms of the number of turng B, primary exciting
coil and the rate of change in the magnetic fldxcaused by an alternating current.
This physical law is the basis for many inductive componéntkding power trans-
formers which are a prototypical application of soft magnetaterials. The 1884
demonstrations of an open (Gaulard and Gibbs) and closed, @athy, and Ziper-
man) coretransformerwas followed by use of closed core transformers to supply
power to Edison lamps which illuminated the 1885 Budapesitston. Transformers
now (1) are key energy conversion devices in power distoblgystems, (2) provide
the basis for operation of many electromechanical devaras(3) are components of
modern integrated circuits.

Box 19.1 Applications and technical properties of soft magnetic materials.
Important applications of soft magnetic materials inctude

(i) inductors and inductive components, low and high fremyeransformers,
(ii) alternating current machines, motors and generators,
(iif) magnetic lenses for particle beams and magnetic i
(iv) high frequency inductors and absorbers,
(v) magnetocaloric materials
(vi) magnetic sensors.

. The desired technical properties of interest for soft netigrmaterials include:

(i) High Permeability: Permeability, = % = (1 + x), is the material’s paramete
describing the slope of the flux density, B, as a function efdpplied field, H.
High permeability materials can produce very large flux giegnsmall fields.

(i) Low Hysteresis Loss: Hysteresis loss is the energy aoresl in cycling a ma-
terial betweent H. The energy consumed per cycle is the area in the hystergsis
loop. The power loss of an AC device includes a term equalagdrdguency mul-
tiplied by the hysteretic loss per cycle. At high frequesaggldy current losse
are intimately related to the materials resistivity,

(i) Large Saturation and Remnant Magnetizations: A lagriration induction, B
is desirable because it represents the ultimate respossdt oiagnetic materials,

(iv) High Curie Temperature: The ability to use soft magnetiaterials at elevate
temperatures depends on the Curie temperature of the alateri
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Fig. 19.2. (a) Schematic demagnetization curves for sonmmageent magnet materials, (b) the
evolution of the energy product, (BH)... over time [O’HOO].

19.1.1.2 Hard Magnet Introduction.

Permanent magnets provide large fields in a confined spaeestiidngth of a magnet

is characterized by the amount of energy it stores. Unlikatteby, this energy is al-
ways available as the permanent magnet does no net worlallinia field is applied

to align domains to obtain a net magnetization. For a permanagnet, a widenag-
netic hysteresis loopeflects a largeoercive fieldwhich stabilizes the moment with
respect to field fluctuations. In most applications, a larggnetization is also desir-
able. Figures of merit include the coercive fietdmnant magnetizatioand energy
product, (BH),..... A high T, is desired for a greater operational temperature range.
Applications ofpermanent magneiaclude small motors, loud speakers, electronic
tubes, focussing magnets for charged particle beams anldamieal work devices.

The energy product, (BH).., is defined as the maximum value of the product of
B and H taken in the second quadrant of a hysteresis curve. B units of energy
per unit volume of the material. For a material with a squastdresis loop, (BH) .
is the product of the remanence and coercivity.

Fig. 19.2 shows schematic demagnetization curves for itapbpermanent magnet
materials, and (b) the evolution of (BH). over time. The first permanent magnets
date back to 600 B.C when lodestofe;0 4, was used as the first compass needles.
This was followed by iron.C steel was reported on in 1600 AD in the wdbe
Magneteof W. Gilbert [Gil58].

Improvements in (BH),,,. accompanied development of alloy, oxide and fine par-
ticle ferromagnets. Recently, rare earth transition m@&TM) materials represent
a major development . Energy products wer@% for steels available circa 1900
and now approack 1000% in state of the amare earth permanent magnéREPM)
systems. REPM materials have large magnetocrystallirs@anpies which are at the
root of large coercivity. Mixtures of rare earth and traiogitmetals species result in
large remanent and saturation magnetizations.
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19.1.2 Dipoles and Magnetization.
19.1.2.1 Definitions of Field Quantities.
We begin discussing magnetic properties of materials by1m1gf|macroscop|c field
guantities? Two fields, themagnetic induction, and themagnetic field,H are
vectors. In many cases the induction and the field will beiroadr (parallel) and we
can treat them as scalar quantities, B and H.
In a vacuum, the magnetic inductiaB, is related to the magnetic field:

B = uoH B=H (19.2)

| — —

where thepermeability of the vacuumy is 47 x 10‘7% in SI (mksa) units. This
quantity is taken as 1 in cgs units . In cgs units, the induacsiod field are the same.
In SI (mksa) units we assign a permeability to the vacuuntyedvo are proportional.

In a magnetic material the magnetic induction can be enlthaceeduced by the
material’smagnetizationM, (defined as net dipole moment per unit volume) so that:

B = po(H + M) | B =H+4nxM (19.3)

where the magnetizatioM, is expressed in linear response theory as:

M = ymH. (19.4)
The constant of proportionality is called theagnetic susceptibilityy,,. The mag-
netic susceptibility which relates two axial vector quties, is a second rank polar
tensor. For most discussions (whenever B and H are collioeathen interested in
the magnetization component in the field direction) we camnthe susceptibility as
a scalar.

Considering a scalar induction, field and magnetizationewsessB3 = .. H as:

B = (1 + xm)H | B=(1+4nrxm)H (19.5)

and therelative permeabilityy.,. is defined:

My = MO(l + Xm) | Hpr = (1 + 47TXm) (19.6)

1. thus represents an enhancement factor of the flux densityniagametic material
due to the magnetization which is an intrinsic materialpprty. If we havey,, < 0
we speak ofdiamagnetic responsand for x,, > 0 (and nocollective magnetism
we speak oparamagnetic responsé\ superconductois a material which acts as a

perfect diamagneso thaty,,, = —1 0 xn, = 7=.

2 Selected formulas are introduced in S| (mksa) units folldg cgs units.
3 For many discussions it will be sufficient to treat field qitieg as scalars, when this is not the case,
vector symbols will be explicitly used.
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Fig. 19.3. Geometry of a charged particle orbiting at a distar, with a linear velocity, v. The
particle orbit sweeps out an area, A and gives rise to a dipol@ent,ji.

19.1.2.2 Magnetic Dipole Moments - Definitions

A magnetic dipole momeawriginates from a circulating charge (Fig. 19.3). Concepts
relating circulating charge, angular momentum and dipadenents are:

(i) A dipole moment for a circulating charge is defined forinails:

fi = IAi., ; :i/Fij/ (19.7)
%

wherer is the position vector of the charged particle about theiofigr the

rotation. " is the current density of the orbiting charge. | is the cutrdkre to

the circulating charged = 72 is the area swept out by the circulating charge

Vis the volume.ii., 7 is a unit vector normal to the area, A.

(i) The magnetic dipole moment is proportional to the axiagjular momentum
vector. Letl to be a general angular momentum vector. The fundamensal rel
tionship between magnetic dipole moment and the angularentum vector
is:

& (&
p=g5—II | p=g5—I (19.8)
2m 2me
g is called thd_ande g-factor For an orbiting electron the constant 1. The
dipole moment associated wisipin angular momentuimasg = 2.

(iii) In quantum mechanics, every electron has a dipole murassociated with it's
spinning charge density (spin) and its orbit about the rusc{erbit). Angular
momentum is quantized in units &lanck’s constant divided by 2n (h =
2 =1.05x 107%*J — s = 1.05 x 10~*"erg — s). A fundamental unit of
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magnetic dipole moment, ti@&ohr magnetoiis defined:

€ e
| w=up=o—h (19.9)

B 2me

" 2m
The Bohr magneton has the value:

s = 9.27 x 10*24Am2(%) | p=pp=927x10222
(19.10)
(iv) An atomic dipole momentiyq:om. IS calculated by summing all of the electron
dipole moments for an atom in accordance ittnd'’s rules
(v) For a collection of identical atoms the magnetization j$/

M = Na,uatom (1911)
whereN, is the number of dipole moments per unit volume.
(vi) The potential energy of a dipole moment in the presericefield is:
E,=i- B= 1B cos (19.12)

wheref is the angle between the dipole moment dndThe magnetization
(or other field quantity) multiplied by another field has sraf energy per unit
volume. In quantum mechanical systems, the component odiffede mo-
ment vector projected along the field direction is quantemed only particular
values of the anglé are allowed.

19.1.2.3 Magnetization and Dipolar Interactions
We now turn to the definition of the magnetization, M.

Magnetization, M, is the net dipole moment per unit volume. |

Itis expressed as:

2aifmns X /Latom
M= 1%
where V is the volume of the materitl Magnetization is an extrinsic materials prop-
erty that depends on the constituent atoms in a system, dhédoal dipole moments,
and how the dipole moments add vectorially. Collinear ddgatan add or subtract
depending on whether they are parallel or antiparallel.s Hain give rise to many
interesting types of collective magnetism.

(19.13)

A paramagnet is a material where permanent local atomic
dipole moments are aligned randomly.

4 Magnetization can also be reported as specific magnetizafiich is net dipole moment per unit weight
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Fig. 19.4. (a) Geometry of two coplanar dipole moments usetkfine dipolar interactions, (b)
net surface dipole moments at the poles of a permanent magtiea single domain and (c)
flux return path for magnetic dipoles in a horseshoe magnet.

In the absence of an applied fiell,, the magnetization of a paramagnet is precisely
zero since the sum of randomly oriented vectors is zero. &hiphasizes the im-
portance of the word "net” in the definition of magnetizatighipermanent non-zero
magnetization does not necessarily follow from having @eremt dipole moments. It

is only through a coupling mechanism which acts to align tipelds in the absence
of a field that a macroscopic magnetization is possible.

Two dipole moments interact through dipolar interactidret tare described by an
interaction force analogous to the Coulomb interactionveen charges. If we con-
sider two collinear dipoles pointing in a direction perpenthr to 7> the potential
energy between the dipoles can be expressed:

+p1 e Epaq po
| By = 3

= 3
AT oy 99

p (19.14)
which is the familiar Coulomb’s law’

Free poles collect at surfaces to form the North and Souttsgadla magnet (Fig. 19.4(b)).
Magnetic flux lines travel from the N to the S pole of a permameagnet causing a
self-field, thedemagnetization field, J{ outside the magnet. ftan act to demagne-
tize a material for which the magnetization is not stronggyl to aneasy magnetiza-
tion direction, EMD

Most hard magnets have a langegnetocrystalline anisotropyhich acts to fix the
magnetization vector along particular crystal axes. Assaltehey are difficult to de-
magnetize. A soft magnet can be used as permanent magteshfipe is engineered
to control the path of the demagnetization field to not intewéth the magnetization

5 Some authors (Cullity, e.g. use p to denote dipole moment.
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Fig. 19.5. J, L, and S quantum numbers for{a)/>*, and (b)RE>", ions.

vector. Fe is an example of a soft magnetic material with a large magagtin. To
useFe as a permanent magnet it is often shaped iftoraeshoe magnétig. 19.4(c))
where the return path for flux lines are spatially far from ttingterial’s magnetization.

19.1.2.4 Magnetic States.

In systems (ionic compounds and rare earths), with loadédemic orbitals responsi-
ble for the atomic magnetic dipole moments, discrete magstgttes can be calculated
using quantum mechanical rules callddnd’s rules[Hun27]. Systems with delocal-
ized electrons states are treated within the band theonyliolss

For localized electrons assigned to a particular atomrelisanagnetic states are
calculated using quantum mechanical rules. The generallangomentum vector,
I1, has contributions frororbital angular momentunt, andspin angular momentum,
S, both guantized in units df. Orbital and spin angular momentum are summed using
Hund'’s rules[Hun27] shown in Fig. 19.5 and tabulated in Table 19.1.

The ground state multipleincluding the m and m, eigenstates allows us to cal-
culate the components of the orbital, L, spin, S, and totgléar momentum, J. The
magnitudes of orbital and spin angular momenta sum anguwarentum over a mul-
tielectron shell:

n n

L= (m)ih  S=> 2(my)h (19.15)
=1 =1
The projection of the total angular momentum vectbe L + S along an applied
field direction is subject to quantization conditions thequire that { = L 4 S), J, is
J = |L — S| for less than half-filled shells anfl= | L + S| for greater than half-filled
shells. To determine the occupation of eigenstates of Syd. Jave use Hund'’s rules:
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d-shell lon S L J Term meff Obs. meff
electrons g [J(J + 1)} 2 g [S(S + 1)} ?

1 T VY 5 2 3 Dy 1.55 1.70 1.73

2 Vit 1 3 2 3R 1.63 2.61 2.83

3 Vet 33§ 'Fy 0.77 3.85 3.87

4 Cr*tMn®*t 2 2 0 5D 0 4.82 4.90

5 Mn** Fe’* 50§ 7Ss 5.92 5.82 5.92

6 Fe?™ 2 2 4 5Dy 6.7 5.36 4.90

7 Co** 5 3 3 Py 6.63 4.90 3.87

8 Ni2t 1 3 4 3B 5.59 3.12 2.83

9 Cu®* 3 2 3 ’Dg 3.55 1.83 1.73

10 Cut,Zn** 0 0 0 1S, 0 0 0
f-shell lon S L J Term nefs Obs. Meff
electrons g [J(J + 1)} ? g [S(S + 1)} ?

1 Ce** 3 3 3 F3 2.54 2.51

2 Prit 1 5 4 *Hy 3.58 3.56

3 Na** 3 06 3 Iy 3.62 3.3

4 Pm®t 2 6 4 °L 2.68 -

5 Sm3* 5 5 3 GH% 0.85 (1.6)* 1.74

6 Eu’* 33 0 "R 0 (3.4 3.4

7 Gd™ Eu™* 5 0 § °S; 7.94 7.98

8 Th3+ 3 3 6 "Fs 9.72 9.77

9 Dy** 5 5 % CHy 10.63 10.63

10 Ho®* 2 6 8 SOy 10.60 10.4

11 Er®*t 3 06 % s 9.59 9.5

12 Tm?3*+ 1 5 6 *Hs 7.57 7.61

13 Yb*+ 3 3§ F; 453 4.5

14 Le*t, Yb** 0 0 0 'So 0 -

Table 19.1.Ground state multiplets of TM and RE ions from van Vleck (Theofy
of Electric and Magnetic Susceptibilities, Oxford UniveBs, 1932, 243).

(i) We fill m; states (which arel + 1 - fold degenerate) in such a way as to first
maximize total spin.
(i) We fill m; states first in such a way as to first maximize total spin.

We consider the ions of transition metal seri€4/2", i.e. ions which have given up
2s electrons to yield a 3douter shell configuration in Fig. 19.5 (a). The ground state
J, L and S quantum numbers for rare eaft#;>*, ions are shown in Fig. 19.5 (b).
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d-electrons 1 2 3 4 5
cations ~ Ti*T, V4t Vi vERCAt cPf Mt Mt Rt
S 3 1 2 2 3
w(pug) 1 2 3 4 5
d-electrons 6 7 8 9 10
cations Fet co*t Ni2+ cut cut,zn*t
S 2 3 1 1 0
w(pun) 4 3 2 1 0

Table 19.2.Transition Metal lon Spin and Dipole Moments.0)

Defining L, S. and J specifies the ground state multiplet mittompactly in the
spectroscopic term symbol:

25+, (19.16)

where L is the symbol for orbital angular momentum+< 0 = S, L = 1 = P,
L=2=D,L =3=F,etc) an2S + 1 and J are the numerical’r3* with
L=395= % andJ = % would be assigned the term symbﬁL'%. We can relate the

permanent local atomic moment vector with the total angmamentum vector/ :
fi=~hS=—g(J,L,SupJ (19.17a)
wherey is thegyromagnetic factoandg = ¢(J, L, S) is theLande g-factor

3 171S(S+1)—L(L+1)
9 L8 =543 J(J+1) }
Table 19.1 tabulates the ground state multiplets for ttemmsimetal and rare earth
cation species that are prevalent in interesting ionicesyst

The Lande g factor accounts for precession of angular mameraind quantum
mechanical rules for projection onto the field axis [RS25pr Klentical ions with
angular momentund we define an effective magnetic moment in unitg:gf

(19.17b)

Pesr = 9(J, L, S)[J(J +1)]? (19.18)

In many systems the orbital angular momentum is quencheglqii&nched orbital
angular momentunefers to the fact that the orbital angular moment vectairangly
tied to a crystallineeasy magnetization direction, EMPor this reason to a good
approximation we can také = 0 and.J = S. In this caseg = 2 andp.rs =
2[S(S +1)]2. This is true for transition metals and their simple oxides.

Systems with delocalized electron states are treatedmittieband theoryof solids.
This is important for transition metals, rare earths, arairthlloys. In such systems
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Fig. 19.6. (a) Free electron density of states and (b) freetrn density of states where the
spin degeneracy is broken by a Zeeman energy due to an applietrnal (exchange) field.

energy level$ form a continuum of states over a range of energies callezhargy
band Thedensity of stateer unit volume)g(¢), is defined so thaj(e)de represents
the number of electronic states (per unit volume) in theg@neange frome to e + de:

1 dN,

g(€e)de = V de

de (19.19)

Fig. 19.6 (a) shows the density of states for free electratts avcharacteristie
energy dependence. Many other formsg¢) are possible with different potentials.

Fig. 19.6 (b) shows the density of states for free electrdmsarthe spin degeneracy
is broken by &Zeeman energgue to an applied or internal (exchange) field. We divide
the density of stategj(¢)de, by two, placing half the electrons spin-up statesnd
the other half inspin-down statesSpin-up electrons have potential energy lowered
by —upH where H is an appliedH,, or internal exchange,., field. Spin-down
electrons have their potential energy increaseg py/. We integrate each density of
states separately to yield a different number of electrarsupit volume in spin-up
and spin-down bands, respectively:

€R N\L €R
ny = — = gr(€)de ng=— = gy (e)de (19.20)
t= /0 1(€) =y 1

The magnetization, net dipole moment per unit volume is then
M = (ny —ny)pp (19.21)
The magnetization of elemental ferromagnets can be caéalilesing atomic dipole

6 We usex to denote the energy per electron.
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Fig. 19.7. Schematic densities of states for Fa) and (b) Ni (adapted from O’Handley
[O’HOQ]) used for the illustration of how to calculate the@atic dipole moment for each.

moments from energy band theory and atomic density fromtaltggraphy. Band
theory gives the number of spin-up and spin-down electr@msupit volume or per
atom. Fig. 19.7 shows schematic densities of states foF¢aand (b)Ni (from
O’Handley [O’HOQ]). In each case we have a separate spimdspin-down density
of states for the s- and d- electrons, respectively. Thest®ins are most important
for conduction and have little splitting in energy betwelesit spin-up and spin-down
density of states. Thus they do not contribute much to thalipeie moment. The
d-electrons have very substantial splitting in energy leetwtheir spin-up and spin-
down density of states. Thus they have the most contribtitite net dipole moment.

We can integrate the densities of states foftaqnd (b)Ni (Fig. 19.7), to determine
the net dipole moment per atom and determine the magnetiz&ir each. This is
done in Box 19.2. Notice one other feature of the densitietaies fofeandNi. Ni
is an example of atrong ferromagnein that the Fermi level only passes through one
of the d-electron spin bandBe is an example of aweak ferromagneah that the Fermi
level passes through both d-electron spin bands.

In dilute alloy solutions (having a valency differen&e < 1) a rigid band model
can be employed to explain alloying effects on magnetic miniigid band theory
assumes that d-bands do not change much in alloys but jufitigetor emptied to
a greater or lesser extent depending on composition. Thex@iagnoment of the
solvent matrix remains independent of concentration. A motmeduction oAZ up
is predicted at the solute site. The resulting average mimgm®ment per solvent
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Box 19.2 Dipole Moments and magnetizationsin Fe and Ni

ForFe we calculate the number of spin-up and spin-down electrmbg1t

€eR €F
Ny = / ghde =462 N, = / ghde = 2.42
0 0

and its net atomic dipole moment is then:
tatom = (N3 — N )up = (4.62 — 2.42)up = 2.2uB
Given thatFe is bcawith ag = 0.28664 nm, the atomic density fdscc Fe is:

atoms

= cell N 28
Ne = (0.28664 x 10—9)3 m3 8.49 x 10

atom
m3

and the magnetization is therefore calculated to be:

M = Najtatom = 8.49x 10 % x2.2x%9.27x 1072 A—m? = 1.73x 106%

andpoM = 2.17T.
Repeating folNi we calculate the number of spin-up and spin-down electrobgt

€F €F
NT:/ ghde =5 m:/ ghde = 4.4
0 0
and its net atomic dipole moment is then:
pratom = (Ny = N )up = (5 — 4.4)up = 0.6u5
Given thatNi is fcowith ap = 0.3524 nm, the atomic density fdiccFe is:

atoms

= cell _ 29
Ne = (0.3524 x 10-9)3 m3 1.69 x 10

and the magnetization is therefore calculated to be:

atoms
m3

atoms

M = Naftatom = 9.14x10%  ——

x0.6x9.27x 10" A—m? = 0.508 x 10° A
m

anduoM = 0.647.

atom is the concentration weighted average of that of theixsatd that of the solute:
1= Pmatriz — AZCup (19.22)

where C is the solute concentration ah& is the valency difference between solute
and solvent atoms. This relationship is the basis for erpigithe Slater-Pauling
curve (Fig. 19.8) [Sla37] [Pau38]. Fig. 19.8 (b) shows a bstnacture determination
of the Slater-Pauling curve fdfe Co alloys that is an alloy discussed below. Fig. 19.8
(b) shows a band theory prediction of the average (spin aipgle moment irf'e Co
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Fig. 19.8. (a) Slater-Pauling curve for Fe alloys and (bhspily Slater-Pauling curve for an
orderedFe-Co alloy as determined from LKKR band structure calculatidiSB98].

as a function of composition is in good quantitative agresmeth the experimentally
derived Slater-Pauling curve.

For transition metal impurities that introduce a strongdytprbing, highly localized
potential, Friedel proposedvartual bound state, VBF-ri58] model to explain depar-
ture from the simple relationship for the compositionalelegience of dipole moment
above. Friedel suggestsed that when the perturbation dulleying is strong enough,
a bound state will be subtracted from the full d-band majosjtin) and moved to
higher energies. When the virtual bound state’s (VBS) lielw the Fermi energy
the moment of the alloy will change slowly with concentraticAs the VBS moves
above the Fermi level, however, a dramatic change in the etegmoment is pre-
dicted to take place as electrons in the VBS empty into preshjoempty minority
spin states. At this point for every additional solute atalded, a five fold degenerate
majority spin 3d VBS will empty into five unoccupied minorispin 3d states. The
change in average magnetic moment is predicted to be:

U= fmatriz — (AZ +10)Cup (19.23a)
Magnetic moment suppression is given by the VBS as:

du
="
The VBS model predicts a moment reduction of.z6for V or Nb additions to
Co, e. g. The Friedel model was extended by Malozemoff et al [M84Mregarding
the effect of the valence of the solute species on the magatietn in late transition
metalmetalloid/early transition metal systems. VBS dffdtave been looked at in
amorphous magnets [CO85], [GMO89]. In particular, wherlyetransition metal
glass formers are used these reduce the induction of theptimas phase. Current

(AZ +10)ug (19.23b)
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efforts discussed below, seek to reduce early transiticialraed metalloid glass for-
mer concentrations to optimize the inductions in amorplangsnanocomposite sys-
tems [MWLT10], [KMST11]

19.1.3 Temperature Dependent Magnetic Properties.
19.1.3.1 Collective Magnetism

Dipolar interactions are important in defining demagnéitreeffects. However, they
are much to weak to explain the existence of a spontaneouseatiagtion in a mate-
rial at any appreciable temperature. This is because themeagy at relatively low
temperature will destroy the alignment of dipoles. To ekpéaspontaneous magneti-
zation it is necessary to describe the origin of an interrednetic field or other strong
magnetic interaction that act to align dipoles in the absaria field.

A ferromagnet is a material for which an internal field or
equivalent exchange interaction acts to align atomic dipole
moments parallel to one another in the absence of an applied
field (H = 0).

Ferromagnetism is eollective phenomenaince individual atomic dipole moments
interact to promote parallel alignment with one anotheee irteraction giving rise to
the collective phenomenon of ferromagnetism has beeniegaldy two models:

(i) Mean Field Theory considers the existence of a non-local internal magnetic
field, called theMeiss fielgdwhich acts to align magnetic dipole moments even
in the absence of an applied field,,.

(i) Heisenberg Exchange Theomgonsiders a local (nearest neighbor) interaction
between atomic moments (spins) mediated by direct or intlareerlap of the
atomic orbitals responsible for the dipole moments. This &xalign adjacent
moments in the absence of an applied fiéld,

Both of these theories help us to explain the T-dependentteghagnetization.

The Heisenberg theory lends itself to convenient reprasienis of other collective
magnetic phenomena suchaagiferromagnetisipferrimagnetismhelimagnetisnetc.
illustrated in Fig. 19.9.

An antiferromagnet is a material for which dipoles of equal
magnitude on adjacent nearest neighbor atomic sites (or
planes) are arranged in an antiparallel fashion in the absence
of an applied field.
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Fig. 19.9. Atomic dipole moment configurations in a variefyntagnetic ground states: (a)
ferromagnet, (b) antiferromagnet, (c) ferrimagnet, andah-collinear spins in a helimagnet.

Antiferromagnets have zero magnetization in the absenee applied field because
of the vector cancellation of adjacent moments. They ekkéiohperature dependent
collective magnetism, though, because the arrangemehedafipole moments is not
random but precisely ordered.

A ferrimagnet is a material having two (or more) sublattices,
for which the magnetic dipole moments of unequal magni-
tude on adjacent nearest neighbor atomic sites (or planes)
are also arranged in an antiparallel fashion.

Ferrimagnets have non-zero magnetization in the abserene @bplied field because
their adjacent dipole moments do not canéeAll of the collective magnets described
thus far acollinear magnetsmeaning that their dipole moments are either parallel or
antiparallel. It is possible to have ordered magnets forctvithe dipole moments
are not randomly arranged, but are not parallel or antifgrallhe helimagnetof
Fig. 19.9 (d) is an example of a non-collinear ordered mag@her examples of
non-collinear ordered magnetic states include the trilmgpin arrangementsin some
ferrites [YK52].

The temperature dependence of the magnetization in a sygternollective mag-
netic response is calculated within the context of statstnechanics. We consider
the ordering effect of an applied and internal field and ttseiering effect of ther-
mal fluctuations. We illustrate this for ferromagnetismenns of mean field theory
as introduced by Pierre Weiss in 1907 [Wei07]. Weiss pogtdlaninternal magnetic
field (the Weiss field)ﬁmt, which acts to align atomic dipole moments even in the
absence of an external applied field,. The of mean field theory is that the internal

7 ferrimagnets are named after a class of magnetic oxidesdcirites.
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field is directly proportional to the magnetization of thengde:
Hips = AM (19.24a)

The constant of proportionality), is called théNeiss molecular field constant

A statistical mechanical treatment (the canonical ensejrdflthe quantum theory
of paramagnetism describes the magnetization as a furmitiéwin terms of aBril-
louin function

JupB
M = NgJupBy(z) «= 2288 (19.24b)
kT
with:
27 +1 (2J +1)z7 1 x
By(z) = 57 coth [ 57 ] 57 coth [ZJ} (19.24c)
For spin only angular momentuni,= S this reduces to:
expr — exp(—x) pB(poH)
M=Nyuy—— = = Nputanh = 2T/
Mexp:z: + exp(—x) priafiie e kT
and in the classical limit/ = oo reduces to:
_ 1 _ _ Matom,uOH
M = JV[S(coth(:v) x) = M,L(z) = Rl

where L(X) is theLangevin functionTo consider a ferromagnet we treat the problem
in analogy to a paramagnet but now consider the superpositiapplied and internal
magnetic fields. We conclude:

1

xl

M = Ms(coth(a:’) - ) = M,L(z!) o = HoHatom [H n )\M} (19.24d)

kT
for a collection of classical dipole moments. Similadly, = N,, < fatom > and:

M _ M — L(MOMatom
Nmﬂatom Ms kBT
This transcendental equation has solutions with a nonipagnetizationgponta-
neous magnetizatigonn the absence of an applied field. We show this graphically
consideringV/ (H = 0) the variables:

[Ha + /\MD (19.24e)

_ HoMatom o Nm,uO(,uatom)2/\
b= F [)\M] T, = b - (19.24f)

Notice thatT,. has units of temperature. Notice also that:
b E{M(O)} M(0) bT

i B TRt 20 (19.24g)

. T

The two equations for the reduced magnetization (%‘f—) = é’TT and%ﬁj) =
L(b)) can be solved graphically, for any choice of T by considgtire intersection of
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Fig. 19.10. (a) Intersection between the cur\@(sr— and L(b) forT < T. gives a non-zero,
stable ferromagnetic state and (b) the locus of M(T) deteechby intersections at temperatures
T < T, (c) reduced magnetization, m, vs. reduced tempera‘tl#e—c as derived from (b)

the two functionsg(Tlc), and L(b). ForT" > T, the only solutionis forM = 0, i.e.
paramagnetic response.

ForT < T, we obtain solutions with a non-zero, spontaneous, magatetiy, the
defining feature of a ferromagnet. Fér = 0 to T = T, we can determine the
spontaneous magnetization graphically as the intersecfiour two function% (Tlc)
and L(b). This allows us to determine the zero field magnttinal/ (0) as a fraction
of the spontaneous magnetization as a function of temperakig. 19.10(c) shows

(0 7) to decrease monotonically from 1, at O K, to Olat= T, whereT, is called
theferromagneuc Curie temperatureAt T = T,, we have a higher order phase
transformation from a ferromagnetic phase to paramagpbtse. In summary, mean
field theory for ferromagnets predicts:

() ForT < T, collective magnetic response gives rise to a spontaneogaena
tization even in the absence of a field. This spontaneous atizgtion is the
defining feature of a ferromagnet.

(i) For T > T., the misaligning effects of temperature serve to completah-
domize the direction of the atomic moments in the absencdiefta The loss
of the spontaneous magnetization defines the return to payaetic response.

(iii) In zero field the ferromagnetic to paramagnetic phaaedition is higher order
(first order in a field).

19.1.3.2 Landau Theory of Magnetic Phase Transitions.

The Landau theonalso describes collective magnetism in systems that ungeng-
magnetic to ferromagnetjgthase transitiongn terms of arorder parameter

The order parameter, n, quantifies a new physical property of
the system that arises from a phase transformation.
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The order parameter is defined such that it is zero on one Sitleedransforma-

tion (disordered) and finite and positive on the other sid¢heftransformation. It

approaches unity when the transformation nears complefibe order parameter is
determined from the condition that the free energy is a mimm In 1937, [Lan37]

was the first to expand tHi&ee energyn a Taylor’s series about th@urie temperature

T¢ in a ferrromagnet:

o (39), o ) S o

This can also be written as:
G=Go+an+b’+cn®+... (19.25b)

where it may be assumed that the expansion is valid away fnertransition temper-
ature. To express equilibrium, it is required that:

oG 0%q
7 d (—) >0 19.25¢
( on ) an on? ( )
and thereforea = 0. For magnetic materials the order parameter is relatedeo th
magnetization, M. Above the Curie temperature this valuesgo zero and below the
Curie temperature, M rises until it reaches its maximum eatiO K, which can be
written as M(0). M(0) is also called trepontaneous magnetizatiom order to define
an order parameter which varies from 0 to 1 we can definecitheced magnetization
M(T)
T)= ———= 19.26
() = TrG (19.26)
The value of m(T) thus is 0 above the Curie temperature anty ahiO K. This is
the order parameter for magnetic materials. It can furteerdmembered that the
magnetization is a vector. In this case the order paramatebe written as:

m(T) = mai +myj + m.k (19.27)

where the components of the magnetization, m, and m. represent the direction
cosines of the magnetization vector with respect to a ratereoordinate system. This
distinction will become important in a discussionragnetic anisotropiater in the
course. For now we continue our discussion using a scalar arameter, m. The
free energy (in light of equilibrium conditions) can be exgsed:

b
G:Go+gm2+1m4+... b>0 (19.28a)

there are no odd order terms in this expansion because therfezgy must be invariant
with respect tdime reversal symmetryffime reversal symmetry refers to the fact that
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G a>0 M
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Fig. 19.11. (a) Gibb's free energy functional dependencendor a paramagnet, ferromagnet
and at T, (b) resulting temperature dependence of the spontaneagsetization within the
Landau theory.

changing the direction (sign) of the magnetization musldyibe same free energy.
We now consider the conditions for thermodynamic equilibyri

oG\ 3 ’GN 9
(8_m) —am +bm® =0 (W) =a+3bm (19.28b)
which can be true forn = 0, the paramagnetic state > 0) and form? = —3 the

ordered state for which a spontaneous magnetization exidis < 0. Examination of
the second derivative allows us to infer that fox. 0 m is non-zero (ferromagnetic),
fora > 0 mis zero (paramagnetic) amd= 0 at T.. Fig. 19.11 (a) shows the Gibb’s
free energy functional dependence on m for a paramagneinfegnet and at Tand
Fig. 19.11 (b) shows temperature dependence of the spantameagnetization To
first order we can reflect the sign change occurring.aiyfwriting:

ap (TC — T) ap

a=ag(T—T.) and m?= —p m= (7) Q(TC — T)% (19.28c)
The free energy can thus be rewritten:
2
_ (% 2
G =Gy (4b)(Tc T+ ... (19.28d)

The magnetic phase transition (ferromagnetic to parantejrikat occurs at the
Curie temperature is an example adecond order phase transition

The Landau expansion can be expanded to include the cosjtlygimodynamic
parameters (including applied fields) of the order param®&ten the order parame-
ter is the magnetization, we can write:

b
G=Go+ ng +mt+ = poMH (19.29)
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Fig. 19.12. (a) Gibb's free energy functional dependencendh) the same with the inclusion
of a field (Zeeman) energy term.

where in a scalar formalism we take M and H as parallel. Thamisxample of a free
energy functional that gives rise tdiest order phase transitiom field.

It is often of interest to determine the Curie temperature afiagnetic material
from magnetization vs. temperature data taken in a conafgpited field. There are
a variety of fitting procedures for this including taking tteemperature at which an
inflection point in such a curve occurs as an estimation of & more satisfying
method for determining the Curie temperature is in term$efArrott plot [Arr57],
[Bel56] which is rooted in a consideration of the first ordéwape transition in the
presence of an applied field, H. Taking the derivative of tmefion above with respect
to m and setting it equal to zero yields:

a(T)m + b(T)Ym® = poH = ag(T — T.)m + b(T)m? (19.30)

At T,, a plot of ¥ vs. H is therefore predicted to be linear.

The influence of an applied field on the magnetic transitiomtoa rationalized as
follows. Fig. 19.12 (a) shows the previous Gibb’s free egdunctional dependence
on m. Fig. 19.12 (b) shows the same with the the inclusion adld (Zeeman) energy
term. In zero applied field, both domains {/) have equal free energies, thus either
or both domains may form. In the presence of an applied figld, domain (that with
its magnetization parallel to the applied field) is favoredmthe other.

The Landau theory can be extended in several ways to coratitartypes of phase
transitions. These include:

(i) Explicitly considering the magnetization as a vectaterparameter (magnetic
anisotropy);

(i) considering spatial derivatives of the magnetizatiorthe expansion (micro-
magnetics); and
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(iii) including additional work terms in the free energy tibr without coupling
terms to the magnetization (magnetostriction, e.g.).

These are the subject of several of the discussions below.

19.1.4 Angularly Dependent Magnetic Properties: Magnefiaisotropy.

Anisotropy refers to the phenomenon that certain propediisingle crystal materials
depend of the the direction in which they are measukéahjnetic anisotropjncludes:
(i) Magnetocrystalline anisotropyii) Shape anisotropgmagnetostatic); (iilnduced
Anisotropy(a) Stress; (b) Annealing; (c) Deformation; (d) Irradiatio

Only magnetocrystalline anisotropy is intrinsic, dep@&gdonly on the symmetry
of the magnetic material. Most ferromagnetic material$s@erom cubic or uniaxial
materials. The magnetic free energy is expressed in a témsoalism:

E, = kpn MM, + k!

mnop

My My, Mo My + K, opgr Mo M Mo My, Mg My - ...
(19.31)
where thek’s are 2nd, 4th, 6th, etc. rank tensors. M’s are axial vectors.
Only even powers of M occur in the expansion sincgiginvariant to thetime
reversal operation, R\We express the magnetization in direction cosines:

M; = M, cosa; = M, ( cos 14 + oS Oégj—f— cos 043/;) (19.32a)

and we can construct tltyadic producof M; with itself to be:

cos2ay  cosajoe  COSQas

M, M, = MS2 cosasay cosZas  cosagas (19.32b)

COSQi3r]  COSQ3ts  COSZ a3

If the paramagnetic phase is cubic, the second rank tenamdalar as shown:

k. MM, = ki M?> (cos2 aq + cos? ag + cos? ag) =kiM? =k 0mn
(19.32c)
whered,,,,, is theKronecker deltaFor cubic materials, the first term in the expansion
is constant and we must go to the 4th order to obtain infolwnaih anisotropy.
For hexagonal symmetry, the 2nd rank anisotropy tensotteafotm:

kb 0 0
K, = 0 k 0 (19.33a)

0 0 ks
KnMm M, = M2k + MZ2(ks — k1) cos® ag (19.33b)

Thus in hexagonal, or anyniaxial materials we need to include 2nd order terms in
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Fig. 19.13. (a) M-H Curves for a single Crystallufp Co along different directions.

the expansion. Sinaes? a3 = 1 — sin? a3, the last expression can be written:
E, = Ko+ K, sin? 6 (19.33c)

wheref = a3 is the more common symbol used in the literature to denotetiee
unique angle. When 4th order terms are included in the expatise anisotropy is:

E, =Ko+ K;sin? 0 4+ Kysin? 6 (19.33d)

19.1.4.1 Uniaxial Symmetry

The work performed when a field, H, is applied to a magneticenigtis HAM with
dM the change in magnetization. Fig. 19.13 shows M vs. H motkxagonalo.
With H along thef0001] direction M changes more easily than when perpendicular to
this direction. Thus th@001] is theeasy direction of magnetization, EMDhe area
between two H(M) curves (the work difference to saturatehé&magnetocrystalline
anisotropy energwith units of energy per unit volume. Since a large amount aflwv
must be performed to align M along basal plane directianto(the EMD), these are
hard axes Materials with a single easy axis have uniaxial symmetry.

The magnetocrystalline anisotropy energy of a hexagonsdmadis written to 1st
order in 19.33c, wherd is the angle from thg0001] axis . For positive K, the
minimum energy is fod = 0° and the maximum fof = 90°. If K, is negative, the
minimum in energy is in the basal plane. The expression ferethiergy denoted in
equation 19.33c is a 1st order expansion in termsigf6. If we add the 2nd term
we obtain equation 19.33d, where the 2nd order term,atlows more complicated
variation of energy with angle. The 3 extrema for this equratire atd = 0°, = 90°
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Fig. 19.14. Hvs. M plots foFe andNi.

and at an intermediate value depending anald K;. The third solution allows for
easy directions to lie on a cone at an angle from the vefiéall] direction.
The field associated with magnetic anisotropy is calledattisotropy field, H:

2K,
=7

Hy (19.34)
li Ko = 0. Hg, is the field necessary to saturate the material along thediaction
and serves as an upper bound for the coercivity.

19.1.4.2 Cubic Symmetry

H vs. M plots forFe andNi are shown in Fig. 19.14. Fdie, the (100) directions are
the easy axis directions, whereas Nirthe easy axes are ti{¢11) directions. Thus,
Fe has six easy axes({100)) andNi has eight easy axes-(111)).

The cubic anisotropy energy is written to sixth order termdirection cosines as:

E,=K; (a%a% +a2al + aga%) + Ko (a%a%a%) (19.35)

whereca’s are direction cosines of angles between M and(1d8) axes. For the case
where K3 = 0 it can be shown that the minima are along theo) if K; > 0 and
along the(111)) if K; < 0. This is the case dfe andNi, respectively. In these cases
the intermediate axes are along thi¢0) and maxima (hard axes) afel1) if K1 > 0
and along th€100)) if K7 < 0 (i. e. opposite the easy axes).

ConsiderFe with saturation inductionBs; = 2.2T and cubic magnetocrystalline
anisotropy, with/(; = 4.8 x 105%. If we consider the magnetization oriented along
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Fig. 19.15. (a) Schematic of isotropic and anisotropic neagstriction and (b) magnetostrictive
strain as a function of the magnitude of the applied field, H.

[111)thenE, = 1.28 x 105%. We can calculate an anisotropy fieldxH

2K, 9.6 x 10° 29

cm3
= g = 5590¢
s 4

This is the field necessary to saturate when oriented alanbard axis. Recognizing:
B = u,-H, the relative permealbility is:

Hy =

AmM, M2 21580 103
Hix  2K; 2x559

For M || [100], i is unbounded if there aren’t impediments to domain wall prati

Hr =

19.1.4.3 Coupling of Magnetic Properties to Stress FieMagnetostriction.

The coupling of magnetic and mechanical properties is tdmmegnetostrictionMag-
netoelastic interactions result from coupling magnetis@mopy and elastic response.
Magnetostriction can cause dissipative energy loss in etagmaterials. Coupling of
residual stress in alloys with non-zaragnetostriction coefficienk, (units of strain)
results in stress induced anisotropy that can reduce tieeoé@sagnetization, lowesr
andincreasél.. ® In Invar alloys magnetostrictive volume changes cancetitbamal
expansion coefficient making material dimensions tempegandependent [Gig95].
A change in dimension during magnetization by an applied fegnisotropic mag-
netostriction Along the direction of the applied magnetic field the sangitengates
or shrinks and perpendicular to the field the sample shrinlketomgates, respectively
(Fig. 19.15 (a)). Anisotropic magnetostrictiolor exchange magnetostrictioarises
from coupling of the exchange energy to the interatomic isigacT his occurs during

8 Strain is defined as the change in length divided by the aidéngth, a dimensionless quantity.
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Fig. 19.16. Reduction in the demagnetization field as a re$uhe introduction of magnetic
domains into a ferromagnetic sample.
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cooling through T without an applied magnetic field. For anisotropic magrteios
tion there are both longitudinal and transverse effectisatid to zero volume change.
A tensor property, magnetostriction is tied to the crysgaphy.

Magnetostrictive strains%, (wheredl is the magnetostrictive displacement) for
typical transition metal ferromagnets are 10> — 10~% at saturation. The mag-
netostriction coefficient in the saturated state isghuration magnetostriciton),.
Beyond saturation there is a small increadioiged magnetostrictiotypically mea-
sured on a logarithmic scale with field, Bo has the largest magnetostriction of the
elements with a value d:fl ~ 60 x 10~° at room temperature. For interesting alloys
dl can be larged! ~ 10~3 for Terfenol, Th_, Dy, Fes.

19.1.5 Microscopic Magnetization and Domains.

A magnetic domain is macroscopic volumes over which
atomic magnetic moments are aligned.

For a ferromagnet, wheH, = 0, the existence of a spontaneous magnetization re-
quires the existence of domains . It is perhaps surprisitag ferromagnetic materials
can exist in a "virgin state” for which the magnetization era in the absence of
an applied field. This is understood by ferromagnetic dontiagory. In a typical
magnetic material a macroscopic volume contains many dwmn&iach domain has
a spontaneous magnetization of magnitude, NMh the absence of an applied field
the magnetization vectors are randomly aligned from donta@tomain (just like in a
paramagnet atomic dipoles were random). Taking a vectordfuthre magnetization
over many domains may yield zero sample magnetization Iseaafuvector cancella-
tion.

The energetic reasons for domain formation are discusdedb®/e can qualita-
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(a) (b)

Fig.19.17. Random domains in a ferromagnetic materiah thi¢[100]-type directions as easy
direction of magnetization (a) a case where the net magtiitizis zero and (b) where the net
magnetization is non-zero.

tively understand this by by recognizing that magnetic fine leave the north pole
of a magnet and enter the south pole. This gives rise to a figkide the magnet,
thedemagnetization field, jwhich would like to misalign the dipole moments in the
ferromagnet. It requires internal energy to maintain tignahent of the dipoles.

A configuration for which the demagnetization field is reddiegll lower the total
energy of the system. For two domains (Fig. 19.16) we sigmitig reduce the return
path which is necessary to be taken by fringing fields. By @ppglsuccessively more
domains we can further reduce timagnetostatic self energly nearly zero. In the case
where we have two long domains and two closure dontaihe magnetization makes
a nearly circuitous path reducing the demagnetization f@ftearly zero. There is no
free lunch, though. Each boundary between domains reqgthia¢sve pay an energy
associated with @omain wall The configuration of domains and walls, ultimately
depends on the balancing of these two energies.

Magnetic domains were first postulated to exist by P. Weigd.ide Phys., 6, 661,
1907) [Wei07]. In his epoch paper he postulated their emgsten order to explain
how a ferromagnet could exist in a demagnetized state bédoBurie temperature. A
random array of regions with differing directions of magnation could be imagined
to exist and the regions would align themselves with appticeof a magnetic field.

Magnetic domains exiftecause of the lowering of the symmetry of a material when
it passes from the paramagnetic state to the ferromagnate However, their spe-
cific arrangement in the material is dependent on the vagoesgies associated with
the ferromagnetic state. These include:

9 This often happens in cubic materials witt00) easy axes
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(i) Exchange

(i) Magnetostatic

(iii) Applied fields

(iv) Magnetocrystalline anisotropy
(v) Magnetostriction

When cooling a cubic material witf100) easy axes of magnetization from above the
Curie temperature, if all domains have equal probabilitioofing their arrangement
may be thought to look like Fig. 19.17.

Fig. 19.17 (a) illustrates an configurations for which ) thteat magnetization would
be zero. If however the arrangement of domains were as showigi 19.17 (b), the
magnetization would be non-zero, with the largest compbakmg the y-axis. The
material could magnetize this way if there were a field apptiering the cooling
process. Such field processing can therefore be importaet@rmining the magnetic
remnant state and subsequent magnetization processes.

Breakup into domains is undesirablegarmanent magnehaterials because it re-
duces the usefubmnant inductionFor this reason permanent maganet materials are
engineered to have large magnetic anisotropies and coastiglarge coercive fields.
Magnetic anisotropy can also be developed by judicioustseh shapes. The shape
of a horseshoe magnetas developed to prevent the magnetic stray fields from de-
magnetizing a permanent magnet made from a relatively sadttic material.

19.1.6 Energies Determining the Magnetic Domain Size.

It can be seen from the schematic that the stray field in the dasfiguration of
Fig. 19.16. is much larger than the second. The second amaent of domains
lowers this energy. However, a new feature appears, naimehyall between the two
domains. Thiglomain wallhas an energy of its own, so if the material in is to break up
into two domains, the decrease in stray field energy must égtgrthan the increase
in energy due to the domain wall.

Further subdivision into more domains is possible as sedtign19.16. The ul-
timate size of the domains is determined as calculated bblsed on the balance
between savings of magnetostatic energy and the cost inewatlgy. The magneto-
static energy can be further reduced by ensuflimgclosurethrough the introduction
of closure domainat the surface of the sample [LL35] as illustrated in the fleshe
of Fig. 19.16.

In more complicated domain structures the principles ofimizing the total en-
ergy associated with free poles and walls applies. Thesbeaomplicated by sam-
ple geometries, internal interfaces, surface morphold@atures and non-magnetic
inclusions.
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19.1.7 Domain Wall Configurations

There are a variety of configurations for domain walls [SHa8{ their geometries
depend on a variety of considerations including:

(i) Theexchange stiffness,which is a measure of the energy penalty for rotating
a spin against the exchange energy in a material. It is defined

nJS?
a
where n is the number of atoms (dipoles) per unit cell and ladattice con-
stant. This derives from the Heisenberg nearest neighlatrasge energy:

E., = —2J52%cos ¢ij = —2Acos (%) (19.36b)

Aem:A:

(19.36a)

where the first expression is for a discrete lattice withthe angle between
adjacent spins. The second expression is the continuuressipn.

(i) The crystal symmetry and the magnetocrystalline anigiy energy density.

(i) The material geometry. In particular, domains in bslkmples and thin films
are fundamentally different because of demagnetizatiecest The magneto-
static energy is often a primary determinant of the wall gunfations, espe-
cially in thin samples.

(iv) Volume and surface pinning effects.

Fig. 19.18llustrates a few examples of domain wall configiens in magnetic ma-
terials. Fig. 19.18 (a) illustrates a 188omain wall which accommodates a complete
magnetization reversal in a material. Fig. 19.18 (b) iatgs 90 domain walls which
provide a closed path for magnetic flux within a sample, miring free pole magne-
tostatic effects. Fig. 19.18 (c) shows curved walls and F&y18 (d) spike domains.
Each of these offer a means of mixing the free pole densityfareascale which can
be of energetic advantage in thin samples. The geometryeaktrersal in a wall can
also differ from bulk to thin film samples as discussed in thetext ofBloch walls
andNeel walls

19.1.8 Energetics of a 180Domain Wall.

We now discuss the relative values of energies in determithiie geometry of the
domain wall. A possible wall structure is one with an abrupmge, (Fig. 19.19 (a)).
This abrupt change has a high energy because of the largeofdheexchange energy
across the wall. This energy is estimated using:

Eow = —2J02S; - S (19.37a)
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(a) (b) () (d)

Fig. 19.18. Examples of domain wall configurations in maignetaterials (a) 180 (b) 9¢,
(c) curved domain walls and (d) surface spike domains.

20000006

(a) (b)

Fig. 19.19. Magnetic domains separated by an atomicallgpsti@main wall (a) and by a wall
with a gradual 180rotation of the dipole moments in the wall.

and calculating the exchange energy for parallel and amaiphspins:
Feo(11) = —2J05% c0s(0) = —2J¢25%  Eop(1]) = —2J.28% cos(180) = 2., S?

The excess energy of the abrupt change wall is proportionalt, S2. By spreading
the spin reversal over n equal steps of arfgle %, a lower wall energy is obtained
(Fig. 19.19 (b)). The potential energy between adjacerdldimoments is:
E.o(smallangle) = —2.J.,5% cos(Z) (19.37b)
n
If the angle,d between nearest neighbor dipole moments is small the we smathe
small angle Taylor series expansion fox 6:

= (1-5) = (1 )

and therefore:
2

Bo = 20,82 (1= 1) (8Ew) = 2082 (55) = 15*(Z) 0370
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and to obtain the total exchange energy oventhe1 spins in the wall:

Uew = (n+ 1)(AE6I) - JeIS2(%)2(n+ 1) ~ %2”2 (19.37d)

Asn — oo, Ue, goes to zero. Thus, if this were the only energy term the wallla/
be infinitely wide. However, all the spins, in the domain wate not aligned in easy
axes directions so there will be a magnetocrystalline aripyg energy term which
must be taken into account.

Since we are ultimately interested in normalizing energarunit area of a domain
wall, we can consider the contribution of the exchange gnier¢he wall energy. The
exchange energy per unit area is found by dividing the aboeegy bya?, where a is
the lattice parameter of the material sinderepresents the area per spin:

Ues Jor 5272
a? na?

= Yew (19.37¢)

Hence the exchange energy is inversely related to the welrtbss. A small exchange
energy gives rise to a larger wall width.

The magnetocrystalline anisotropy energy within the walil be approximated by
multiplying the width of the wall times the anisotropy cosust, K1

Yo = naky (19.371)
The total wall energy is then the sum of the contributionafexchange and anisotropy:

JemSQ 2
Yeot = Yew +Ya = “22 4 nak, (19.379)
na
We can now determine the value of n (and therefore the widtthefwall) which
minimizes this total energy:

d/Ytot —0= _Jezszﬂ—Q
dn n2a?

JewS%m? )%

Faky ne = (T
1

(19.37h)

and we can see that increasing? increases n and increasig decreases the value
of n. The thickness of a domain wall is given as:

JexS?\ 2 Aex .
b = neqa = 7( e ) =y i (19.37i)
The total energy of the wall is given as:
JezS2 2K 1 1 )
Ytot = Vex + Ya = 2(#) ’ = 27T(AemK1) : (1937])
a

The Box 19.3 shows that the wall energy is equally dividedvieen exchange and
magnetocrystalline energy and calculates the domain wethvior Fe.
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Box 19.3 Calculation of the domain wall thicknessfor crystalline Fe.
The domain wall thickness may be written as:

JexS” )%
aK1
wheren., is the value of n which minimizes the total wall energy. Fer

Ow = Negd = 7r(

JerS? =216 x 1072, Ky =4.2 x 104i3 a=286x10""m
m

and we can calculai&® to be:

2.1
ske :W(Jezs )2 = 42nm
aiy

This value is~ 150 lattice spacings.

(b)

Fig. 19.20. Geometries of 18@omain walls (a) a Bloch wall and (b) a Neel wall.

19.1.9 Energetics of 180Domain Walls in Thin Films.

In a thin film there are two ways of rotating the magnetizatigthin the wall, as
shown in Fig. 19.20. ThBloch wall Fig. 19.20 (a) has a high demagnetization energy
since the magnetization vector points out of the thin filmr. &Bloch wall, the rotation

of the magnetization is parallel to the wall surfaces. Aeralative configuration, is
shown in Fig. 19.20 (b). Here the magnetization vector estat the film, thereby
minimizing the demagnetization energy. This type of waltédled aNeel wall For

a Neel wall the rotation of the magnetization is normal towladl surfaces.Typically
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the Neel wall is present in films less than10 nm thick. For thicker films the Bloch
wall may be present.

The demagnetization effects in domain walls has importaptications for the sta-
bility of the domain wall as a function of the thickness of matjc thin film samples.
We consider these stability arguments next. The energiwatths of these walls has
been reported by Middelhoek [Mid63]. For a 8Bloch domain wall parallel to the
easy direction, as is illustrated in Fig. 19.20 (a), thedioa of magnetization within
wall can be expressed as:

o(z) = (%)x - %“J <z< %“f (19.38)
whered,, is the thickness of domain wall afids the angle between the magnetization
and a direction in the plane of the wall and perpendiculanéogiane of the film.

When the thickness of specimens is comparable to the donaimwdth, it is not
correct to neglect demagnetization effects at intersestad the domain wall and the
specimen surface. The importance of this for thin films wast fioted by Neel. The
lowest energy configuration is the Neel domain wall whereddwaain wall magneti-
zation rotates from one domain direction to the next witHeating the plane of film.
A 180 Bloch domain wall parallel to the easy direction is illuséhin Fig. 19.20 (b).
In the Neel domain wall, the magnetization rotates abouati® perpendicular to the
plane of film. Box 19.4 considers the energetics and the domall thickness for a
Bloch and Neel wall.

Fig. 19.21 shows results of calculations of domain wall giesrand widths for an
Fe49Co40NbyB13Cu nanocomposite alloy. For these calculations, the magnetoc
talline anisotropy energy density is taken a%%, the exchange stiffness 2sx 10!
% and the experimentally determined magnetization(88 x 106 % Fig. 19.21 (b)
shows that when the film thickness is less than 36 nm, the waligy of Bloch wall
is higher than that of Neel wall. Therefore the Neel type domaall is energetically
favored in the thinnest films. The wall width is roughly 28+ in Bloch walls when
the film thickness is larger than 36 nm [LMU*08].

19.1.10 Magnetostatic Energy.

To evaluate the magnetostatic energy (stray field energg)aasier to use spheres,
as their demagnetization factor is well known and does ngtwéth size. Fig. 19.22
shows how the stray field differs between a particle with coain and one with two
domains. The magnetostatic energy in the single domairrigglparticle is given as:

2
'Eys = §;L0M827TR3 (19.39)
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Fig. 19.21. Domain wall calculations: (a) wall energy of @&l and Neel wall as a function
thickness and (b) domain wall width for &le4oCo4oNb4B13Cu nanocomposite alloy.

The magnetostatic energy for the two domain sphere is edria be one half that
of the single domain particle; hence its total energy is :

1
Eys + TR = 5 poM?2m R® + ym R? (19.40)

The single domain particle size is the size of the largest par-
ticle that can remain single domain, and also known as the
monodomain size

The single domain particle size is seen to be:

9y 3610V (AKY)

Rsp = = 19.41

SD MOMSQ M%MSQ ( )

Using typical values for these parameters this size is 6 nmiidcand 16 nm forNi.
Box 19.5 calculates the single domain size for crystaliae

19.1.11 Other Length Scales in Ferromagnets.
19.1.11.1 Equilibrium Size of Domains.

The equilibrium size of domains in a sample depends on amtres wariables the
size of the sample. The relation is given as:

V(L)
L (19.42)
Where L is a size of the sample. As L decreases the equilibdiumain size decreases
but not as rapidly. Eventually a size is reached where thereld only be one domain
in the particle. This the single domain particle si&g,p.

For Fe, the magnetic domain size in a samplelof= 10=2 m is of the order of
5 x 10=% m or about 5um. Since the wall energy depends &0 it can be seen

Doy =
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Box 19.4 Calculation the domain wall thicknessfor a Bloch and Neel walls.

The exchange energy can be expressed as:

=A%) -a(Z)

where A is the exchange stiffness. The mean anisotropy giirethe wall is written as:

Sy
Frx = %/ : 6ch052 Odx = %51”

—w
2

where K is the anisotropy constant. The demagnetizatiorggnis calculated assumin

a wall volume approximated by a cylinder with an ellipticedgs section, and expresse
Ow

0w + D

where H; is the demagnetization field and. M;; is the average magnetization in th
cylinder and D is the film thickness and:

1
Eq= ENOHdeall Hi;=—NiMyau Na=

_@ 510 2 _ﬂ 510 2
Ed— 2 5w+DMwall_ 4 (5w+D s

where M is the saturation magnetization. The total wall energy igssims the ex-
change, anisotropy and demagnetization energy densiligsiplying by the wall width:

B m™\2 K 1400w 2 . m K oo, 2
= (A(aw) +3 +4(6w+D)MS)5w_A5w et ey M

as before energy is minimized with respect to the domain thiakness to yield:

2 2
9 _g-_ (l) K | o0 +200)D o

5. 52) T2 T 4G, + D)y

for a thick film, the 3rd term is neglected and the wall enengy wall width are:

B =0=21/AK 0, = \/QW\/%

The variation of magnetization angle for a Neel wall différsm a Bloch wall in the
rotation direction. The total wall energy density is cadtad without ignoring the de-
magnetization term and the expression and solved numigrfoathe Neel wall width.

that decreasing the magnetocrystalline anisotropy deessihie equilibrium size of a
domain.

19.1.11.2 Ferromagnetic Exchange Length.

The ferromagnetic exchange length is the distance overhaiperturbation in the
spins of a material can be detected due to the changing (ftippif a single spin. This
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| -

Fig. 19.22. Monodomain spherical particle (a) and breakntp iwo domains to reduce the
magnetostatic energy.

Box 19.5 Calculation of thesingle domain sizefor crystalline Fe.
The single domain size for crystallif®is calculated:

Rap— 2 _ 36uoV(AKy)
T o M? 13 M2

_ 36 x (47 x 1077)v/((8.3 x 107*2) x (5 x 10%)) — bnm

(2.157)2

value is written as:

r,, — (M?;;g); (19.43)

19.1.11.3 Magnetic hardness parameter.

The quotient of the ferromagnetic exchange length to there@gdomain wall width
divided by~ is a parameter that is called tiheagnetic hardness parameter, It is
dimensionless and is given as:

ﬁ—( Kl )E
-~ \poM?

k is a measure of the relative strengths of the magnetoclipstahisotropy and mag-
netostatic energies. Far > 1 the material is termed permanent magnetf « < 1
the material is &oft magnet

(19.44)
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19.1.11.4 Superparamagnetic Particle Size.

Below a certain size, the thermal energy is greater than tisot@opy energy of a
ferromagnetic particle, which causes the magnetizatidretanstable in the particle
with respect to thermally activated switching. This medna it can take on different
orientations with time. The probability per unit time thatdMitches is given as:

P = fyexp (ﬂ) (19.45)

kT
wheref, is an attempt frequency on the orderlof Hz. The value ofAf depends on
whether there is strong shape or strong magnetocrystalfiisetropy. For the former,
Af = ANpuoM2 and for the latter it equals the anisotropy constant,

It can be shown that the size of a particle with of 105# that will prevent
switching within one second is about 6 nm whereas the size pdricle with the
sameK that will prevent switching for one year is about 7.5 nm.

These size particles are easily made, and current magmeeticding media are
pushing the limits of superparamagnetism. It can be shoatiftthe anisotropy con-
stant is raised t8 x 10° the size of a particle that will prevent switching for one yea
is about 2.4 nm. The materik Pt, with the L1, structure (Space Group P4/mmm,
Pearson Symbol tP2) has this value of a magnetocrystaliiise@opy constant.

19.2 Magnetic Domains and the M agnetization Process.

There are two ways to magnetize a polydomain ferromagnedierial, namelydo-
main wall displacemerur rotation of the magnetization vecto€onsider the process
as shown schematically in Fig. 19.23.

Considering Fig. 19.23, if the applied field, H, is direct¢da arbitrary angle with
respect to the magnetization, as shown in (b), for small Hhmatig wall displacement
occurs. As H increases, the fraction of the domains with Mg up increases until
in (c) only a single domain exists. Going from (d) to (e) occhy M rotating toward
H until saturation at (f). The application of the field H doexs nhange the direction
of M anymore but it does increase the magnitude of M until #&ctees the value of
its saturation at 0 K,. This process, in which the entropy tduiinite temperature is
overcome by the magnetic field is called {heraprocess

Now consider what happens if H is applied perpendicularéceilsy axis. There is
no force available to move the magnetic domain wall since figrpendicular to the
field. Thus rotation of the moments occurs from the start &ed¢sponse as shown
in Fig. 19.23 (g). The magnetocrystalline anisotropy tetedseep)M aligned in the
¢ direction but interaction with H tends to turn M toward H.€ltotal energy is:

E =K;sin?f — HM sin6 (19.46)
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(2) (b) (© (d) (e) () (&

Fig. 19.23. Steps in the magnetization process (a) virgatest(b) wall motion, (c) mon-
odomain, (d) rotation, (e) saturation and application ofetdfexceeding that required to sat-
urate.

whered is measured from the c-axis. To determine the equilibriunfigaration, we
take the first derivative and obtain:
OE HM

20 = 2K1sinfcosd — HM cos =0 sinf = Ve

(19.47)

The susceptibility in the direction H perpendicular to c aguhe component of M
along H divided by the magnitude of H, that is:

Mgsing M2
XL = H = 2K1 (19.48)
At saturatiord = 90° andsin @ = 1. This occurs when:
2K 4K
H=Hg="21 H=Hg+ -2 (19.49)

whereH is called the anisotropy field of the material, the first esgren is 1st order
(whenK, = 0) the second includes a non-zek@.

19.2.1 Frequency Dependent Switching of Magnetic Matesal
19.2.1.1 Bulk Materials.

When a magnetic material is cycled, the area of the hystel@sp transversed corre-
sponds to the energy loss and consequent heat generatad thisi cycling process.
These energy losses are referred to@e lossesand are generated due to irreversible
magnetization processes occurring in the material. The lomses tend to increase
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significantly with increased cycling frequency and maximsaturation induction ac-
cording to theSteinmetz equatidiste84]:

Pyt = Cf*BP, (19.50)

where R are the total core losses per unit volume or mass, C is a atnatand 3
are calledSteinmetz coefficientsis the cycling frequency, and,Bis the maximum
induction during magnetic cycling. While these coefficteate material and geometry
dependent, typical values atie~ 2 andg ~ 1 — 2.

Since soft magnetic materials are used in alternating otigiecuits, the dynamic
response as a function of frequency is very important. Tégponse is dictated by
magnetic loss mechanism. The total power Id3s, can be partitioned:

Ptot:Ph+Pec+Pan (1951)

which is the sum of hysteresi#},, classicaleddy currentP.., and excess or anoma-
lous eddy current loss?.. components. Loss separation is a useful way to analyze
each loss term as if they were independent each other. Tiemse of loss represents
that determined by the quasi-static hysteresis loop atengivaximum induction and
varies linearly with frequency. Classical eddy currens&ssdepend on the electrical
resistivity, sample geometry and dimensions comparectskin deptiHor EM radia-
tion. These losses increase with the square of frequencgléckwise eddy currents

in a monodomain cylinder uniformly magnetized along #he axis:

(1oMo)*R?
e,
where M, is the magnetization, R the radiuys,the resistivity and f, frequency of
switching. It can then be seen that eddy currents becomeasitrgly important at
higher frequencies and can be mitigated by control of madime¢nsion (R) and the
material’s resistivity. The magnetization is typicallygréred to be large.

Anomalous eddy currents associated with domain walls gseto losses which
increase at a power of frequency that is greater than 2. dfély, in a material in
which all sources of losses have been minimized, losseedlir at a frequency of
an RF magnetic field that corresponding to the precessiotoafia dipole moments
about a static magnetic field, tfierromagnetic resonance, FMiRequency.

Poo ~ 12 (19.52)

19.2.1.2 Relaxation Processes in Magnetic Fluids.

Ferrofluids are colloidal suspensions of magnetic nanmpestMNPS) in liquids that
have properties important to applications discussed belarticles in a ferrofluid
have a magnetization aligned along the EMD. Dipole momeliga & direction of
applied field, either by the rotation of the magnetizatioatgeout of the EMD or by
the rotation of the particle with the magnetization remanfixed along the EMD.



19.2 Magnetic Domains and the Magnetization Process. 41
M TM

(a) (b) (©)

Fig. 19.24. 2-d square nanoparticle witfiid] EMD (a) H = 0 equilibrium configuration, (b)
Neel rotation of\ against anisotropy and (c) Brownian rotation V\dfhalong the EMD.

The magnetization decay with time after field removal octiyrsither aNeel process
associated with magnetization rotation oBewnian processssociated with parti-
cle rotation. Fig. 19.24 illustrates these processes foypmthetical 2-dimensional
nanoparticle. Both processes have particle size depenelemation times:ry and
TB.

For many applications Brownian relaxation controls heatgfer from monodomain
MNPs, excited by a time-varying magnetic field. This heatass$ferred to the lig-
uid by rotational processes. Of interest is the power didg&p in a ferrofluid. The
response to an AC field can be expressed as:

B = By exp(iwt — 4]) M = My exp(i[wt + ]) (19.53a)

where field quantities are collinear scalar quantities Aed¢sponse functions B and
M lag the stimulus H by a phase angéejue to dissipative losses in the material. The
magnetic permeability and susceptibility in Sl units are:
B B M M
p=g = FZ exp(id) = ppc exp(id) x = 4 = Ffj exp(i6) = xo exp(id)
(19.53b)
The complex permeability or susceptibility is depictedrinfagand diagram Fig. 19.25
illustrates the complex permeability in an Argand diagrdime complex permeability
is:
pw=pu' +ip" 4 =ppccos(d) " = ppcsin(6) (19.53c)
Similarly the susceptibility is expressed as:
x =x +ix”’ X' = xo0 cos(9) X" = xosin(d) (19.53d)

We define doss tangentian 6 andquality factor, as:

1 1
1
tang = - = X = (19.53¢)

! X’ ~ tano
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=

Fig. 19.25. Argand diagram of the complex permeability.

When the magnetization is switched, it relaxes on a timeescalled themagnetic
relaxation times. This is determined by dissipative processes that occuritelsing.
For an equilibrium DC magnetization/, = xoHy and time dependent magnetization
M(t) = My exp(i[wt — d]), with an equilibrium susceptibilityy, the relaxation of
the magnetization the first order relaxation of the magaétn is:

oM(t) 1

= ;(Mo(t) - M(t)) (19.54a)

SubstitutingM, and M (¢) into this partial differential equation yields:

1
ieo Mo (it + 8]) = ~ (MO — My exp(ifwt + 5])) (19.54b)
from which we can arrive at:
X0 xo(l —iwT)
X T iwr 1+ (wr)? (19.54¢)
where:
= = L " = = — L

The preceding relationships akramers-Kronig relationshipgKra27] [Kro]. At
w = 0, the real component of the susceptibility reduces to the Bidesy, and the
imaginary componentis zero. The imaginary component risffeequency dependent
losses.

The differential form of the the first law of thermodynamiofservation of energy)

is:
dU’ = 6q' — 6w’ (19.55a)
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where dU’ is the differential internal energyy’ = heat absorbed by the system and
dw’ = work done by the system. For an adiabatic procégs= 0) and for work done
Sw' = —H-dB = HdB, where the last scalar expression derives from the assompti
of collinear fields H and B. In Sl units, ignoring work done twe tvacuum:

AU’ = —;LO?{MdH (19.55b)
and for excitation by a time varying magnetic field, the podissipation is given by:
P=fAU = —uofj{MdH (19.55c)

Consider an alternating magnetic field of the fofin= H, exp(iwt). We are con-
cerned with the real part of this complex function which is:

H(t) = Re[Hpexp(iwt)] = Hy cos(wt)] (19.56a)

whereH) is the field amplitude and = 7= is the frequency of the field. Since the
magnetization is\/ = x H the time variation of the magnetization is:

M (t) = Re[xHgexp(iwt)] = Ho (x' cos(wt) + X" sin(wt)) (19.56b)

wherex’ andx” are the in- and out of phase components of the susceptibilig
adiabatic change in internal energy for one cycle of the ratigation is:

27

AU = —py 7{ MdH = 2uoHZX" / " sin?(wt)dt = pomy" H2 (19.56c¢)
0

and the power loss is:

P = ponx" fH? (19.56d)
In general, relaxation processes have time constants whithe expressed as:
—-FE
T = Tg €Xp (K;) (19.57a)

whereF 4 is the activation energy barrier appropriate for the phgigicocess equal to
the product of an energy density and material volume. Therhamator expresses the
thermal energy. For rotation of MNPs in the fluid, tRewnian time constans:
3nVu
’7— =
B kpT
wheren is the fluid viscosity containing the MNPs and the associatdédme,Vy; is:

(19.57b)

5 4
Vi = (1+ (§)3)VM Vs = SR (19.57¢)

with R the MNP radius and volumé,, andd an incremental surfactant radius.
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The Neel time constant energy barrier is thagnetic anisotropy energy density, K
which determines the easy direction of magnetization (EMIB define a constarit,
as the ratio of' V), to the thermal energy:

KV]\,[
= 19.58a
T ( )
For rotation of the magnetization out of the EMD, tleel time constaris:
m expl m expl
o ¢2 20T = ¢2 e (19.58b)

Materials properties that tune the relaxation and theesd@sipation in the ferrofluid
are fluid viscosity for the Brownian relaxation and magnatigsotropy for Neel re-
laxation. In both cases, a particle volume is a parametealleBBrownian and Neel
relaxation processes have an effective relaxation time:

1 1 1

-—=—4+— (19.58¢c)

T B TN
if the ferrofluid can be made of monodisperse particles, thersize can be chosen so
that relaxation is dominated by the dissipative Browniartiomo The power dissipa-
tion for this Brownian motion is given by:

2nfr

P = WMOXOHOQfW

(19.59a)
Hy andy are experimentally chosen parameters as is the RF freqoétioy exciting
field. To quantify the power loss, we need a reasonable e&iofitnitial susceptibility
Xo- For monodomain, superparamagnetic MNPs it obey& éimgevin relationship

) 5 _ ;LonHVI\,{ ]\4S

3 1
X0 = Xig(COthi - T My = 5 (19.59b)

3

M, is the saturation magnetization in the MNP anthe volume fraction of the mag-
netic material in the ferrofluid. The initial susceptibylif; is :

o MGVar

Xi = SinT (19.59¢)

Temperature rise is calculated from a volume average hpatis of MNPs and fluid,
Cp:
_ PAt

Cp

AT (19.59d)
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M Polycrystalline
M material (fine grain)

Atomic dipole Monodomain Multidomain Polycrystalline
moment particle particle material (course grain)

Fig. 19.26. Hierarchy of magnetic length scales.

19.2.2 The Hierarchy of Length Scales in a Magnetic Material

Describing magnetization curves for a ferromagnet inelgisscussing equilibrium
and non-equilibrium (reversible and irreversible) magmaion processes and several
contributions to the magnetic energy density. Fig. 19.86sa@ers of magnetic dipoles
on several different length scales. Collective magnetengmena considers the mag-
nitude of the magnetic moments and their coupling with orwdlzar (i.e., the direction
of the moments). This description is on the atomic scale®&tiomic orbital and spin
angular momentum and exchange interactions.

In ferromagnets, atomic dipole moments are parallel at Ohe fiext length scale
of importance in describing a ferromagnetic material i tifanagnetic domains. A
magnetic domain is a macroscopic volume which might contain0'® atoms with
magnetic moments aligned. Each domain is a tiny magnet wdip@e moment:

=N patom (19.60)

where N is the number of atoms in the domain. In a typical pyistalline material
with ~ 100 — 1000 um grains, individual grains will contain 10> magnetic domains
whose moments are randomly oriented in the virgin statew8en two adjacent do-
mains individual atomic dipoles are viewed rotate from therttation of the dipole
moment in one domain to that of the other. The region over wttids rotation oc-
curs is called thelomain wall In our hierarchy of length scales we might take 1000
or more individual crystalline grains to form a polycryditeé aggregate in 1 cfnof
material. The sizes chosen here are subject to variatidm avitariety of materials
parameters but give a feel for the order of magnitude of the af various entities.



46 Magnetic Properties of Metals and Alloys.—January 4, 2013

Element  Structure M(290K) M (0K) s T

(S (S5 (nB)  (K)
Fe bcc 1707 1740 2.22 1043
Co hcp, fcc 1440 1446 1.72 1388
Ni fcc 485 510 1.72 627
Gd hcp — 2060 7.63 292
Dy hcp — 2920 10.2 88

Table 19.3.Structures, room temperature and 0 K saturation magnetinatand
Curie temperatures for elemental ferromagnets [O'H87].

19.3 Alloy Survey

We next survey important alloys systems with interestirfyaad hard magnetic prop-
erties. We discuss (@) attractive intrinsic magnetic prige of the alloy system; (b)
phase relations in the system; (c) synthesis and processthgiques to develop mi-
crostructures of interest for particular technical magngtoperties; and (d) perfor-
mance issues in some prototypical applications. Table 49m3marizes structures,
room temperature and 0 K saturation magnetizations ance@emiperatures for ele-
mental ferromagnets [O’HOOQ].

Fe, Co, Ni andGd are the only elemental ferromagents at room temperatuee. El
mentalFe andNi are cubic materials used as soft ferromagnets becauseiofiide
symmetry, relatively low values a@ubic magnetocrystalline anisotropyd low mag-
netostriction coefficients. All of these can be improvedmpg alloying as discussed
below. SteelsKe-C alloys) can serve as reasonably good hard magnetic matasgal
well if second phase impurities and grain size are contidleincreaselomain wall
pinning Co has two allotropic formsicc a-Co, andhcpe-Co. a-Co is a relatively
soft magnetic materiak-Co hasuniaxial magnetocrystalline anisotropyith a c-axis
easy direction of magnetization, EMBaking it a hard magnetic material. Both hard
and softFe were developed early as magnetic materials because of themhabun-
dance and consequent low costiefand the importance of the mechanical properties
of steels in many applicationBe has(100) EMDs andNi has(111) EMDs.

Gd is also a hexagonal material with uniaxial magnetocryiseknisotropy. It has
an[0001] EMD. It is the only rare earth which is ferromagnetic at ro@mperature.
Because its Curie temperature is close to room temperatsii@|oys are widely in-
vestigated for magnetocaloric applications as discusskEshbDy is another example
of anhcpferromagnet but with a Curie temperature well below roomgerature.
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Fig. 19.27. (a) P-T phase diagram fBe [Din91] and (b) crystal structures at atmospheric
pressure [GW74], (c) schematic of the-C eutectoid as a portion of tHe:-C phase diagram.

19.3.1 Fe and Steels Structure, Properties, and Applications.
19.3.1.1 Phase Diagram and Physical Properties Surveyéor

Understanding structure properties relationshipBdrfor magnetic applications re-
quires a knowledge of both thermal and physical propertidso We also need to
know the phase transformation temperatures and detaitedfihary phase diagrams
of elementaFe and other alloying additions, e.g. tReC phase diagram (Fig. 19.27).

Fig. 19.27(a) shows the unary phase diagram for elem&nt& have several im-
portant allotropes (or polymorphs). Allotropes are namét successive letters in the
Greek alphabet, e.gy, 3, v, ¢ . .. Notice that there is ng-iron on the diagram. Be-
fore about 1922 the paramagndiiciron that formed above the Curie temperature of
ferromagnetibcciron was identified as thg-phase. However, since it was believed
that there was no change in the crystal structure after therfegnetic magnetic iron
transformed to paramagnetic iron, it was concluded thattttes transformation was
not a phase change. Implicit was a definition of phase thationluded structure and
composition. But paramagneticcFe is a different phase than ferromagnetide
since it has different properties and symmetry. See belawlaB. Massalski and D.
E. Laughlin [ML09] from which the following discussion is deed.

Fig. 19.27(b) summarizes crystal structures of eleméfatalt atmospheric pressure
(this figure ignores the magnetic symmetry). Hhrphase of iron and steels is called
austenite Austenite is a high temperature phase and Has[alose packed] structure.
The a-phase is callederrite. Ferrite is a common constituent in steels and hesa
structure (less densely packed tHfag. Table 19.4 gives a summary of thermal and
physical properties dfe including phase transformation temperatures [Boz93].
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Property Value

Density,p(-13) at 293 K 7.874

Thermal expansion coefficient10°® at 293 K 11.7
Lattice constant, @(hm) 0.2861

Melting Point, T, (°C) 1539

a — ~y transition temperature,.I,~, (As) on heating {C) 910
~ — 4 transition temperature,ol;~, (A4) on cooling (C) 1400

Table 19.4.Selected thermal and physical properties of Bedncluding phase
transformation temperatures [Boz93].

Allotropic transformations in Iron are examples of additibcontributions to struc-
ture stability from magnetic transitions that can bringatqthase changes in a unary
system. The temperature/pressure phase diagram for ichcabes that the stable
phase, at ambient temperatures and pressures, is ittom. It has thebcc structure
and remains stable up to about $1D(1183K). On heating above 92C, « iron trans-
forms to thefcc ~ iron, but it reverts again tbcdd) at 1140°C. Theé phase is thus
a continuation of thex phase in the sequenee— v — 6 — liquid. Application of
pressure changes the temperatures of these transitioreh(edn be calculated using
the Clapeyron equation). A substantial pressure also n@ad&sible another structure
modification, to thencpe-form of Fe, above approximately 15.2 MPa { 10K bar).

The trends with temperature at ambient pressure of thestlogeratomic distances
(d) and volumes per atonf)j are shown in Fig. 19.28 (a) [BM80]. The d values in
the close-packeftc structure are larger than in thec but comparablé€) values are
slightly smaller. Hence, thieccis more open and allows for more vibrational choices,
making the vibrational entropy larger in tihhecthan in thefcc phase. The fact that
volume per atom differences between the two structuresidte gmall indicates that
the total energies are similar, and confirms that the bonlgittigyeen atoms in the two
different crystal structures of iron remains essentialtatiic.

Several interesting questions about the allotropic chairgée include:

(i) Why is thebccform stable at low temperatures? Usually, a close packed al-
lotrope (e.gfccor hep) is stable at low temperatures because enthalpy is gen-
erally lowered by close-packing.

(i) Why does the bcc phase transform to the close-paétedhase on heating?
This seems backwards because usually on heating a morearpktherefore
higher entropy phase, is observed to form at elevated teahpes.



19.3 Alloy Survey 49

4 =
[ g
Y 1 P58 8
: i El 100
; Y
: : S
' F 0 i 80
o 1260 : i E -~
< g ;O B
= 124 02508 =
S e £ o
< - g
5 122 . =40
o =
(5] ()
12.0R
g 20 )
S g i
OIIIIIIIIIIIIIIIII 1
0 500 1000 1500 2000
6y 3 v 3 3 4 3
2000 200 600 1000 1400 Temperature (K)
Temperature (°C)
(a) (b)

Fig. 19.28. (a) Atomic volumes and lattice spacings and @atttapacity as a function of
temperature for elemental solid [BM80]

(iii) When thefcc ~ reverts to theébccd at even higher temperatures, what is the
cause of this? Is the large vibrational entropy ofltiee § the only factor?

(iv) Why is there ng3 phase in the sequence?

In answering the last question we note that currently battptramagnetic and fer-
romagnetic states dfcciron are most commonly designated by the same Greek letter
«. However, strictly speaking, it can be argued that the faegnetic to paramagnetic
transition (¢ — ) is a phase change because because a symmetry change accompa
nies the magnetic change. This is so, because the ferrotiafyme is not truly cubic
because of its magnetic symmetry; see Fig. 19.29 (a). Ceratidns of magnetism
also explain the free energy vs. temperature curves of Big9l(b) discussed below.

The loss of ferromagnetism on heating takes place by whalliscca higher order
transition, which occurs over a range of temperatures froK6to nearly 1200K ,
as can be seen from the large peak in the specific heat curgeifon corresponding
to the magnetic disordering in Fig. 19.28 (b). The tempeeatissociated with the
highest point of the peak corresponds to the largest nunflibeanagnetic moments
becoming random (or becoming aligned on cooling) and isgihe¢ed as the Curie
temperature, & (~1042K (769°C)). This magnetic transition, and the accompa-
nying increase in entropy contributes to the reappearahtieedocc form of Fe at
higher temperatures).

Thefccy-phase undergoes a magnetic change below about 50 K, naraetifex-
romagnetic transition. The temperature of this transitiocalled theNeel tempera-
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Fig. 19.29. (a) Abccarrangement of atoms wifA01] oriented magnetization, showing that its
symmetry is 14/mmm. [LWMOO]; (b) G(T) curves fer and~ Fe

ture, Ty. In antiferromagnetically (AF) ordered materials, themaitmdipoles become
aligned in opposite directions with respect to neighbosipigs. This has been demon-
strated in micron-size metastabjdron particles embedded idu which remainfcc
on cooling. In an antiferromagnetic arrangement the oppasagnetic moments can-
cel with the overall magnetization equal to zero. Howeveis tntiferromagnetic
arrangement contributes to the structure energy, and fi@aeided to remove it. The
transition is indicated by the small peak in the curve for{hghase in Fig. 19.28 (b).
This figure shows the trends for both tfee andbcc Fe phases, with extrapolations
into metastable regions (shown by dashed lines), which gpéta reasonable. Both
magnetic states stabilize the respective crystal strestairlow temperatures.
Question 1 can be addressed as follows. At OK, the ferrontapoering in the
bcca phase causes the internal energy (and enthalpy) to be lbaethe internal en-
ergy (and enthalpy) of the antiferromagnetic (and pararaggyfcc phase. This is so
because the large exchange energy of the aligned magnetients of the ferromag-
neticbcciron greatly reduces its internal energy. Thus, even thdhglierromagnetic
bccironis less close-packed that v, it is the equilibrium phase at low temperatures.
The answers to questions 2 and 3 are more complex and invodvimfiuence of
entropy of each of the phases, as well as their internal @®rdlere, we need to
consider the behavior of the specific heats with temperdturthe o and~y phases in
more detail (see Fig. 19.28 (b)). Both curves show a pealespanding to a magnetic
transition. We consider two aspects of the entropy otitlaad~y phases, namely their
vibrational entropy and their magnetic spin entropy. Theational entropy usually is
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larger forbccstructures than fdicc structures because the atoms vibrate with a higher
frequency in the more close packed structures. This is tasorethabcc structures
are usually more stable thdec ones at the high temperatures. In the casBegfwe
must also take into account the entropy due to the disorglefithe spins.

The low temperature antiferromagnetic to paramagnetisttian in+-Fe increases
its configurational spin entropy to the extent that the oVenatropy for the close
packedy phase becomes greater than that of the more loosely pacikethBegnetic
« phase. This excess entropy (due to the disordering of theetiagspins at the Neel
temperature) is the cause of the appearance of thiease at higher temperatures, as
can be seen considering the following for thehase:

T T
G =H] +/ C,dT — T/ %dt (19.61)
0 0

From this equation and Fig. 19.28(b),we conclude that thetéf8 eventually
causes they phase to have a lower Gibbs Energy at higher temperaturess #giis
term continues to decrease as the temperature increasaese thefcc phase replaces
the bccone at about 910, that is thea — ~ structural transformations occurs (or
betters — ). Thisbccto fcctransformation on heating is opposite to the more usual
fccto bccone, because, in the case of iron, it is the entropy due tquinedisordering
that determines the equilibrium phase, not the vibratien#dopy term.

Fig. 19.29 (b) shows free energy versus temperature curfvigese transforma-
tions. At 910°C theG, curve crosses below th&, curve, producing a phase change.
However, the excess specific heat of thehase in the vicinity ofl, makes thex-
phase TS term important and, thus, thg curve re-crosses th@., at 1400°C. The
large entropy due to the randomizing of the spins indhghase along with its larger
vibrational entropy allows thbccphase to reappear, this time labeled asitpbase.

If the ferromagnetic to paramagnetic transition of thghase were slightly lower in
temperature, its large negative TS term would stabilizentheelative to they-phase
andfcciron might never form at elevated temperatures. Also, altiithe exact form
of the ¢, trends at very low temperatures has not been determinedimesally, it
can be argued thatif-Fe were not AF at the very low temperatures, it might never be
stable enough to form as the higher temperature phase lefmusmagnetibccFe
has low enthalpy and paramagndiacFe has higher entropy. This demonstrates the
importance of magnetic transformations in iron in deteimgrthe equilibrium phase
stability. If the antiferromagnetic Neel transition termgtire iny iron were higher, or
if the ferromagnetic to paramagnefit in « iron were a little lowerfcc iron would
never be a stable phase! In terms of Fig. 19.29,dhecurve may shift to the left,
making thebccstructure stable at all temperatures.
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19.3.1.2Fe Properties and Performance

The magnetic softness &% is related to the purity oFe. For very pure,(100)
oriented single crystals dfe magnetic permeabilties of $Mave been attained in the
laboratory. Typical commercial alloys have permeabitiess that 0%, though this
can be increased t® by annealing in vacuum or hydrogen. Such annealing serves
to remove most of th€,S,N andO impurities inFe. These elements are relatively
insoluble in solidFe but form second phase carbides, sulfides, nitrides and sxide
respectively, which can act as impediments to the motionazjmetic domain walls.

Prototypical softte has a saturation inductiof3; = 2.1T, a cubic magnetocrys-
talline anisotropy energy densit; = 4.8x 104% and a magnetostriction coefficient,
A1 ~ —20 x 1076 (20 ppm). Coercivities of 1 Oe are achievable in commercially
rolled Fe. A typical commercial alloy is Armco iron which iBe sheet rolled from
ingot with typical impurity levels of 0.014 wt %', 0.007 wt %N, 0.15 wt %0, 0.003
wt % Si, 0.005 wt %P, 0.025 wt %S, 0.03 wt %Mn, and 0.003 wt 9%\1. The biggest
disadvantages of safle for many applications is that it is also mechanically soff an
has low electrical resistivity. The latter makes it unattige for high frequency ap-
plications for which eddy current losses are prohibitiveedWianical strength can be
improved by reducing the grain size but at a cost of coefchtcause of consequent
grain boundary pinning of domain walls.

Understanding domain wall pinning is fundamental to un@deding coercivity in
soft Fe The Herzer curve which will be discussed in the context of amorphous and
nanocomposite materials below, shows the important cglatiip between the coer-
civity and the grain size of crystalline magnetic materidbtable for understanding
alloy development in soft magnefi® is theD%q dependence of the coercivity dp,
at large grain sizes. Box 19.6 develops a relationship betvpénning and grain di-
ameter for large grained materials.

Box 19.6 Pinning of domain walls by grain boundaries.

A domain wall can be viewed as a planar defect with an energyipie area;y,,.;; and
a thickness¢ w. It will be ideally pinned by a grain boundary of similar ¢tkhessdg.
If 6g > dw then the pinning forcef, ~ % The coercivity, H of the material will be
proportional to the summed pinning force in a unit volumeis™ill depend linearly on
grain boundary area per unit volume. For grains of diaméxgr,
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Fig. 19.30. (a) Schematic of a symmetrical objective lenaroklectron microscope and (b)
magnetic properties of commercial materials used for miagtens circuits [Rei82].

19.3.1.3 Materials Application: Sofie for Magnetic Lenses.

A magnetic lens consists of a coil 6fu or superconducting wires withiRe pole
pieces. Current through the coils creates an exciting fielthé bore of the pole
pieces. Electrons (or other charge particles) are defldsted.orentz force

F= —e(ﬁ x é) (19.62)

where e is the electron charge ang the electron velocity. Pole piece design is aimed
at providing a rotationally symmetric magnetic field thainBomogeneous in such a
way that it is weak in the center of a gap and stronger closkddore. This causes
electrons close to the central axis of the lens to be lesaglyaeflected than those
passing far from the axis, allowing a beam of parallel etatwdrto be focused into a
spot. This requires that large magnetic fields and theiribigions are confined to
narrow regions comparable to the lens focal length. Eledkeases quality suffers
from aberrations resulting from geometrical lens precisiad inhomogeneous mag-
netic properties of pole materials. Aberrations limit tpatsal resolution of an image
in the image plane of a transmission electron microscope, e.

Magnetic lens design for electron microscopy depends oopkeating mode of the
lens. The fundamental operating modes in electron micmseExuireobjective lens
projector lensandcondenser leng-ig. 19.30 (a) shows a schematic of a symmetrical
objective lens of an electron microscope. Rotationally syatric magnetic fields can
be used to focus electrons in a manner similar to how glasetefocus light [Rei82].
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The first design of objective lenses for electron microsd@ug26], [RR66] used high
permeability pole pieces which were tapered to concenthaenagnetic flux in the
working area of the lendfe-shrouded lenses are a commonly adopted magnetic lens.
Although details of the lens design can differ for differ@perating modes, the
design invariably considers flux concentration at the leagkimg point, geometrical
optical aberrations (which result from inhomogeneity ia thux distribution) and gen-
eral concerns as to flux paths in the magnetic circuit as aevhidie components of
a lens include the pole pieces systems with casing, the @hstigmators, aperture
alignment systems and exchange systems for control oftidiisaand stray fields.
Electron optical design of a magnetic lens has the followimgsiderations [Rei82]:

(i) Specifying the field which differs for objective, projec and condenser lenses.

(ii) Specifying focal length and acceptable values for getiinal aberrations.

(iii) Choice ofgap width, sandbore diameter, and the number cimpere-turns,
NI for the exciting field.

(iv) Design of the shape of the magnetic circuit to prevemtirsdion of the pole
pieces and achieve tolerable stray fields.

(v) Provide alignment apertures, stigmators and beam dieftesystems.

(vi) Design to avoid environmental disturbance includihgetding AC stray fields
and mechanical decoupling to avoid vibrations.

The issues of intended field, gap geometry, and shape of thaetia circuit pose the
most restrictions on the magnetic materials.

Ferromagnetic materials for lens components are chosdratadne of the materi-
als in the magnetic circuit saturate and their relative gaoilities can be maintained
at ~ 100. A characteristic parameter for the scaling of the magrmtiuit is ﬁ
where | is the field generating current and V is the relatiz@dly corrected beam
voltage, the dispersion of which is related to the flux in thegmetic circuit. For an
objective lens geometrical aberration results from sglagrchromatic and diffraction
aberrations. The latter two of these depend on the fluctustioV and therefore the
uniformity of the field.

The choice of ferromagnetic materials for the magnetiasiis quite importantand
distinctly different considerations are made for e piecesand thelens core For
the pole pieces, high saturation inductions are the priroamgideration and therefore
Co-Fe alloys such aPermendurare chosen as they provide maximum flux densities.
For the lens core, where lower magnetizations and highengalilities are desirable
softFe is chosen. Fig. 19.30 (b) shows the field dependence of theatiagroperties
of some commercial materials used for magnetic lens c¢R®&i82]. Specification of
the field dependence of the induction and permeability fddgi¢ess than saturating
fields are required for magnetic circuit design. Predigahhgnetic response is of
paramount importance.
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Fig. 19.31. (a) Portion of th&e-C phase diagram relevant to processing I6wand ultra-
low C steels [CW86] and (b) Schematic I-T diagram illustrating timset of various types of
ferrite precipitation and (c) diagram of the dominant tygdesrite precipitation for various
temperatures and compositions in ffie-C system. GBA corresponds to grain boundary al-
lotriomorphs, W corresponds to Widmanstatten side-plateor intergranular plates, and M
corresponds to massive ferrite [PEQO].

19.3.1.4 Steels
19.3.1.5 Phase Diagram the BinaF¢-C System

The Fe-C phase diagram is shown in Fig. 19.27(c) for compositionshaih the
eutectoid portion of the phase diagram. If extended to 6.7%{C (corresponding
to 25 at. %) the intermetallic phase ;C, calledcementite is observed. Steels are
restricted toC concentrations of up to 1.4 wt % and the portion of HeeC phase
diagram pertaining to steels and technical or gtirdés the simpler one illustrated in
Fig. 19.27(c). Fe3C is calledcementiteand has an orthorhombic crystal structure.
Cementite is a magnetically hard phase. Carbides are madretiening agents in
technicalFe.

Fig. 19.31(a) shows the portion of tfie-C phase diagram relevant to processing
low C and ultra-lowC steels [CW86]. Thenaximum solubility, 0.0218 wt %f C
in a-Fe occurs at theutectoid transition temperature, 72C'. Typically low C and
ultra-low C steels are kept to concentrations near or below this sdbrhit so as
to limit the amounts of second phase carbides in the steghelmliscussion of steel
microstructures, it is important to define several otherdntgnt metastable phases and
phase mixtures which are observed in steel. The fiestrlite, is a two-phase, lamellar
structure having alternating layers of ferrite (88 wt %) amedhentite (12 %). Pearlite
forms by a eutectoid reaction:

~v(Fe) — a(Fe) + FesC (19.63)

when austenite is slowly cooled below 727. In this reaction, austenite elitectoid
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composition, 0.77 wt %ransforms to the 2-phase, equilibrium mixture where the
alternating layers (lamellae) of-ferrite and cementite grow cooperatively .

19.3.1.6 Phase Diagram and Physical Properties of o\Bteels

Low-carbon steels arBe C alloys for which theC concentration is kept to less than
~ 0.1 wt % so that the maximur@ content lies close to or within the single phase
a-ferrite (ferromagnetidycc phase field at the eutectoid temperature (Fig. 19.27(c)).
ASTM A848 is an example of an ultra-low-carbon ste€l £~ 0.02 wt %), where
C content allows the eutectoid transformation to be completeoided. Thus, the
characteristic pearlite and bainite obtained in mediumtagd carbon steels are not
typically observed in low-carbon steels used for magngijaiaations. This choice
minimizes non-magnetic second phases which is important fhe standpoint of both
induction and structure sensitive properties such as paitity and coercive force.

Alloying and impurity elements in low carbon steels have detg of effects on
the overall performance of the material. From the standpafitechnical magnetic
properties, the nonmetallic elements which are preseatstitially such as”, O, S,
andN have the largest effect. Removal of such impurity atoms eaalt in higher
permeabilities and reduced coercive force and severag¢gtes for purifying the iron
exist [CW86]. The allowable degree of purity is dictatechmatrily by the material re-
quirements of the intended application. Compositionaitads that can be used for
controlling the magnetic aging behavior can be found in tiseudsion on magnetic
aging below. Although impurity elements typically degratle technical magnetic
properties of freshly prepared (before magnetic aging)matigiron alloys, such im-
purities may be desirable in order to tailor the featuresefrhicrostructure for other
design purposes. In particular, impurities or alloyingedats such a€r, Mo, and
Mn can help to achieve a refined grain size due to a solute dragteffhe presence
of P can result in improved machinability.

19.3.2 AINiCo Permanent Magnets: Precipitation and Spinodal Decompaasit

Fe and subsequenty steels were used as permanent magnets [Gil58]. Hardening
mechanisms irC steels are largely associated with pinning of domain wallgdr-

bide precipitatesW andCr steels were developed in mid- to late 1800’s. The 1917
development ofCo steels [HS20] permanent magnets was followed by the discov-
ery of AINiCo permanent magnets [Mis31]. This major breakthrough redlihe
potential for refining microstructures throughinodal decompositionAlloys near

the compositiorFe,NiAl and alloys withCo substituted forfe are calledAlnico
magnetsAlnico magnets still have significant markets todBy, Ni Al has gpseudo-
binary phase diagrardescribed in terms of a single composition variable astiited

in Fig. 19.32. Alnico alloys typically contaif — 12% Al, 15 — 26% Ni, 5 — 24%
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Co, < 6% Cu, < 1 % Ti, with the remaindefe. The low cost of raw materials
makes these particularly economical permanent magnetriadate Alnico magnets
can have remanent inductions as large as 1 T, coercivitiéargs as 2000 Oe and
energy products as large 510 MGOe.

The pseudo-binary PD for Alnico exhibits a miscibility gaptWween thefe and
NiAl components.NiAl is a near stoichiometric compound due to stravigAl
bonds. Alloys below the maximum in the gap will decompose s Fe-rich « and
NiAl-richa phase. Thex phase has sonté& solubility to low temperature it therefore
designates the low temperatu¥eAl-rich phase and the high temperature solution.
This decomposition reaction can be writte: = o’ + o where it is implied that
the newa’ is of a different composition. Spinodals (not shown), froegular solution
theory exist in a system that exhibits tendency to clustethis case intd'e andNi Al
rich regions). TheNi and Al rich regions subsequently order to the B2 phase. This
phase forms coherently wittccFe. The fine microstructures which can be developed
by spinodal decomposition give rise to development of negiof monodomairre
separated by regions providing excellent pinning by thelkdlyemagneticNi Al phase.

Permanent magnets require largagnetic anisotropto develop significant H In
Alnico magnets, much of the anisotropy is derived frehape anisotropyby con-
trolling the free pole distribution of the high moment pelgs in the alloy. Alnico
magnets are further drawn so that the high moment partigésh to take acicular
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shapes from which significant shape anisotropy can be deriBex 19.7 calculates

typical values of the shape anisotropy [O’HO0] fié¥ in Alnico magnets. Spinodal

decomposition and thermomechanical processing then #loiwo magnets to take

advantage of shape anisotropy effects originally usdgtihorseshoe magnets to re-
tain hard magnetic properties. In this case it is the nanottres which retain single

domains.

Box 19.7 Calculation of Shape Anisotropy in Alnico Magnets.

Shape anisotropy in Alnico magnets derives from aciculatigges of the high moment
phase and the difference in demagnetization factors atmmgand short particle dimen
sions. The magnetostatic anisotropy energy densjty, &n be calculated:

E . /j,oAN <M > AM;
ms — 2

for typical Alnico magnetsyy < M >~ 2.1 T for Fe particles. AN ~
0.5anduo AMs ~ 2.1 T, considering the typical aspect ratios for the partictes differ-
ences in the saturation magnetizations of the particleslsi Al matrix. Using these
parameters a value of the magnetic anisotropy can be ctddula

J p—
mS

It is instructive to estimate an upper bound for this angoyr if the even larger mag-
netization differences and particle aspect ratios wersiples For this we consider th
case ofFeCo particles in a non-magnetic matrix for which needle liketigées with
0N = 1.0 could be developed. For such materigls, < M >~ 2.5 T for FeCo
particles andio A M, ~ 2.5 T could be achieved in a non-magnetic matrix and:

1.1 x 100295
' em3

K = Ems = 1.1 x 10°

ergs
m3

K = Eps =25 X 105i3 =25 x 10°
m C

19.3.3 Fe-Si alloys.
19.3.3.1Si steels

Silicon steels are alloys d&f andSi having important electrical applications (motors,
transformers, etc.). With low steels,non-oriented (NO) steelandgrain oriented
(GO)Si steelsare referred to aslectrical steelsNO silicon steels have applicationsin
rotating machinery, GO silicon steels are used in devicegs tensformers) where an
easy direction of magnetization parallel to a roll direoti® desired. GO silicon steels
are further subdivided integular grain oriented (RGGandhigh permeability grain-
oriented (HGO)materials [Bol94]. The drive to develdfi steels was motivated by
the large increase in the resistivityls with Si additions, Fig. 19.33(a). Fig. 19.33(b)
shows the variation of properties wilti content inFe-Si steel.
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Fig. 19.33. (a) Effect of alloying additions on the resigyivof Fe, and (b) the variation of
magnetic properties withi concentration irgi-steels.

Studies off'e-Si dates back to 1885 [Hop83 e -Sialloys with 2 - 4.5 wt %51 were
the most important soft magnetic material in both volume aadket value by 1934
[Che86]. Before 1950 electrical sheet for transformerspvaduced by melting, ingot
casting and hot rolling. By 1951 [Boz933;-Fetransformer sheet was produced by
cold rolling. Polycrystalline NCrFe-Si materials were followed by the GO materials
first with (110)/[001] (Goss texture) and latéi 00)/[001] texture. Efforts to reduce
losses in transformer grad steels has focussed on (1) improving Goss texture in
GO steel and (2) reducing eddy current losses by decreasickness and surface
treatment.

Si steels are commonly rated on the basis of core loss (the cmuimower lost
due to (a) magnetic hysteresis, (b) eddy currents and (¢halwas losses). Limiting
hysteresis losses requires a magnetically soft materiagrdtic softness is rooted
in (1) low magnetocrystalline anisotropy, (2) low magnétiotve coefficients, and
(3) maximizing the magnetic domain wall mobility. Eddy cemt losses are limited,
along with (3) by having large electrical resistiviti€sd.additions to Fe have beneficial
effects that include: (1) improved magnetic softness apth(2ease in electrical resis-
tivity; [Che86]. This is coupled with the disadvantageo{i9:decrease in Curie tem-
perature and saturation magnetization and (2) embritthiémealloys with > 2%S:i.
Embrittlement increases approaching HagSi intermetallic with the D@ structure,
Fig. 19.34. Thermomechanical processing is used to dewelmxture that aligns
magnetic easy axes. Impurity removal (e(@,. N, S, OandB) reduce impediments
to magnetic domain wall motion by second phase impuritiesta8e modification of
Si-Fe sheet decreases domain size, and reduces anomalous eciiht tngses.
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In Fe-Si alloys, magnetic moment reduction wifficoncentration, (from 2.2z
per atom) can be predicted from dilutional argumentsdé@creases gradually up to 2
wt % and at an increasing rate for 2 wt % Si. The first cubic magnetocrystalline
anisotropy constant, Kdecresaes linearly for 5 wt% Si concentration. FoFe-Si,
with 3.2 wt. %Si, at RT[100] is the EMD. ForFe-Si with 3.5 wt. %Si, Ajgp =
24 x 1078 andX;;1 = —2.3 x 1076, Both \;gp and)\;1; decrease in magnitude with
Si concentration with a zero crossingin;; occurring at~ 5 wt. % Si.

Processing developments for G5 steel include promoting polycrystalline Goss
(110)/[001] recrystallization texture. This not ideal, but is praciicand economi-
cally viable. A figure of merit is the average deviation anglehe [100] axis from
the roll direction of cold reduced materials. Evolution dDGisteels have focussed
on efficient primary crystallization grain growth inhibitg e.g.MnS [McC82]. Im-
proved GO laminates havdnS andAIN grain growth inhibtors and achieve 7-9 mm
grain diameters and 30 the average deviation angles (asaredhtp 2-4 mm and 70).

GO ssilicon steel has a glass film with the main component bieirsgerite (Mg, S1O4)
produced prior to secondary recrystallization. This is ktteical insulator and in-
duces a tensile stress in tive-Si core. The latter reduces magnetostrictive losses
(and transformer hum), decreases domain wall spacing, emdqgtes favorable do-
main orientations with respect to the roll axis (limitingosmalous losses). GO silicon
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Fig. 19.35. Magnetic anisotropy (a) and magnetostrictirirn{ anFe-Si-Al ternary [O'H87].

steel processing to reduce eddy current and anomalous liogsedes: (1) a reduction
in sheet thickness from the original 0.35 mm to 0.23 mm nowdstad, and scratching
or laser scribing to form80° magnetic domain walls parallel to the roll direction.

Sendust has compositidia; —,—, Si; Al,, with the optimum composition occurring
near the zero anisotropy zero magnetostrictive compostithn: = 0.1 andy = 0.05.
Fig. 19.35 shows how these compositions were discoveredetgrmining constant
magnetic anisotrpy (a) and (b) magnetostriction contauthéFe-Si-Alternary sys-
tem. Because of the appearance of the brittle B2ucture in these highi containing
alloys Sendust is very brittle and is used in powder or dushfim applications such
as magnetic recording heads.

19.3.4 Fe-Co alloys.

FeCo-based alloys are technologically important materials sfaft magnetic appli-
cations that require high saturation inductions and higipterature operation. The
largest RT saturation inductiol3¢ ~ 2.5T) is documented for bullke Co-based bi-
nary alloys. This was illustrated earlier within the coritekenergy band theory and
the Slater Pauling curve. Energy band theory predicts Welhtoment variation in the
FeCo alloy system. This alloy system is one for which the peak exSater-Pauling
occurs, making alloys in this system, those with the higieictions of transition
metal systems. Fig. 19.36 (a) illustrates (courtesy Pawddlcki) within the frame-
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Fig. 19.36. (a)FeCo phase diagram and shifts in phase boundaries in a magnéetic (fi
saturation magnetization and Curie temperature, (¢c) magnestalline anisotropy, Kand (d)
magnetostriction), in theFe Co system (reproduced from Pfiefer and Radeloff, 1980) [PR80].

work of the Bragg-Williams model and the shift in phase baanes in the presence
of a large static magnetic field.

Processing magnetic materials in fields can lead to dranchtinges in proper-
ties and is used a processing tool in many important magnaierials. With the
ability to generate large magnetic fields it is now possibledntribute enough mag-
netic work to make significant changes in phase boundariesagnetic materials
systems. Fig. 19.36 (a) shows calculated shifts infith€o phase boundaries in ex-
perimentally accessible 50 T fields. The shift in phase batied can also be realized
by including surface energy effects in free energy caltutagt Such surface energy
terms become noticeable in magnetic nanostructures. 8sgipn of phase transfor-
mations inmetastable nanostructuresn produce materials with properties that are
not obtainable in equilibrium structures. Recent examgiedound in the suppression
of nucleation of the stable-phase inCo-Fe-based nanocomposites at compositions
where the binarfe-Co phase diagram would predict that theand~- phases should
coexist [OMLT08], [OPL"08], [OQL*09] FeCo alloys will be discussed below in
the context of nanocrytals and nanocomposite systems.
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The Curie temperaturd,., of the low temperature disorderbdc a-phase is such
that ferromagnetic behavior persists to temperatureaghing 1273 K. At equiatomic
composition, the extrapolateéd. of the a-phase is significantly higher than the tem-
perature above which ferromagnetic behavior is no longsenked. The abrupt loss of
ferromagnetism results from the structural phase trangdtion from chemically dis-
ordered ferromagnetlaicca-Fe Co to the high temperature paramagnéticy-phase.

If the low temperaturéccphase could be stabilized relative to thehase, ferromag-
netism would persist to higher temperatures.FirCo, the chemical order-disorder
phase transformation is a higher-order transition wheeeetijuilibrium value of the
chemical order parameter falls continuously to zero witlréasing temperature. The
phase transition is from an order€dCl structure to a disorderdatcphase.

Fig. 19.36 (b) illustrates the variation of saturation metigation, 7., (C) magne-
tocrystalline anisotropy, K and (d) magnetostriction,, in Fe Co alloys. In choosing
a binary alloy composition in the binafe; . Co, system it is important to consider
the maximum induction which occurs near= 0.3, the minimum magnetocrystalline
anisotropy occuring near = 0.5, and finally compositions which minimize mag-
netostrictive coefficients. In thEe Co alloys magnetostriction coefficients; oo and
A111 are both substantial near the equiatomic composition witherenagnetocrys-
talline anisotropy vanishes. Across this alloy systé&p’s are larger thadre or Co).

Consideration of alloy resistivity (important for detenirig eddy current losses)
and alloy additions which influence mechanical propertiresused to design alloys
for rotor applications in electric aircraft engines. Matgstriction considerations are
also known to be quite important in the design of soft magnaiaterials for induc-
tive devices, transformers and a host of other applicatidosable commercial alloys
includePermenduTrM , anFe;_,Co, alloy with z = 0.5, near the minimum magne-
tocrystalline anisotrop)SupermenduTP/I andHiperco-SOﬂvI a similarFe; _,Co,, alloy
with 2 = 0.5, but with a 2%V addition to increase strength and electrical resistivity.
Small Nb additions to Hiperco-STd/I have led to grain size refinement in the alloy
Hiperco-50 HS" which improves mechanical properties of these materialgedisas
their degradation in long term ageing at elevated temperat{FCT02]

19.3.5 Ni-Fe Alloys.

Fe-Ni alloys are among the most important soft magnetic alloyesgst Ni-rich

alloys are called Permalloys. There are three importamhploy compositions. The
first is the 78 %Ni Permalloy. This alloy has a zero magnetostriction coefficie
Variations of this alloy are sold under the names, Supeaoypallu-metal and Hi-mu
80. The second is the 65 %i Permalloy. This alloy hag(; ~ 0, and exhibits a
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Fig. 19.37. (a) saturation magnetization and Curie temperamagnetocrystalline anisotropy,
K1 and magnetostriction), in the FeNi system [O'H87]; (b) the disorderedc and ordered
superlattice structure of the L NNisFeintermetallic phase and (c) frequency dependence of the
effective permeability for permalloy as a function of thiglss.

strong response to field annealing. The third is the S8i%ermalloy. This alloy has
higher B, strong response to field annealing and produces squareriatgials.

Fig. 19.37 (a) shows saturation magnetization and Curi@éeature, magnetocrys-
talline anisotropy, K and magnetostriction), in the FeNi system forfcc or fcc-
derivative alloys. Details of the magnetic properties agponse to field annealing to
induce anisotropies in permalloys depend on whether thenmbhas a disorderddc
or ordered L} NigFe intermetallic phase structure. These structures ardrifltes] in
Fig. 19.37 (b). Crystallographic texture in permalloys fien developed by suitable
themomechanical processing take advantage of the strong variation in properties
with direction. Thesdcc-derivative alloys havel11] EMDs and strong anisotropy
in magnetostriction coefficients. Rolling can also beng#thigh frequency magnetic
properties which are limited by eddy currentlosses. Fig371¢c) shows the frequency
dependence of the effective permeability for permalloy shation of thickness.

In Fe-Ni-based nanocomposite systems, exhibit similar nanosteighenomena
as noted foe Co. This is observed ile-rich alloys [GWO02] where the nucleation of
the equilibriuma-phase is suppressed in favor of the metastaibase. This can also
have profound effects on technical magnetic propertieali®eon thé&'e-rich side of
theFe-Ni phase diagram there is a strong compositional dependetioe Glrie tem-
perature, T, on composition in the-phase [RWG89]. Fig. 19.38 (a) illustrates the
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Fig. 19.38. Fe-Ni phase diagram with ;Fcomposition curves [Mas90] and (b) higher resolu-
tion depiction of T.-composition curves.

Fe-Ni binary phase diagram [Mas90] with Fig. 19.38 (b) showinginfation on the
compositional dependence of the Curie temperatw@s ;). This T.(Xn;) behavior
for the~-phase can be extrapolated to metastable regions @kthéi phase diagram
where desirable & nearl00°C for magnetocaloric [MSMM10] and biomedical ap-
plications [MKLMZ10] are predicted to occur near the 2R%composition.

It can be seen that thephase off'e-Ni has appreciable magnetization on e
rich side of the phase diagram. Because of the variations emi§\ with composition
interesting variations in properties can be observed axithes for the Permalloy al-
loys. Another important set of alloys in théi,Fe,_, family are thelnvar alloys
which are based on th&% Ni alloys. Theinvar effector invar anomalyoccurs
because of the magnetoelastic effects near its Curie teryser Magnetoelastic ef-
fects (magnetostriction) gives rise to spontaneous chaingbe lattice parameters as
a function of temperature. Like threagnetocaloric effedhese are also largest where
the temperature dependence of the magnetization is theskarig e. near the Curie
temperature. In Invar alloys the magnetostrictive voluimange can be tuned to pre-
cisely cancel the thermal expansion coefficient, near raemperature, making the
material dimensions temperature-independent [Gig95].

19.3.6 Giant Magnetostrictive Materials
19.3.6.1 Terfenol and Galfenol

In soft magnetic materials, magnetostriction can be a eetrts property for certain
applications (i.e. it is the source of loss in transformelsclv is accompanied by
"transformer hum?”). In other applications, however, a &avglue of the magnetostric-
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tive coefficient is critical to the operation of devices. Fo@ample, the generation
of magnetostatic waves and consequent magnetoacousssiemis of paramount
importance in sonar applications. Materials with largauealof magnetostrictive co-
efficients are often found by looking for large magnetoéasbupling coefficients.

However, as illustrated in Box 19.8 the magnetostrictivefficient is also predicted
to be large in materials compositions where the mechaniocglgsties are soft and the
elastic complianc€’ ~ 0.

Box 19.8 Example calculation of magnetostrictive strain for atetragonal
magnetostrictive material.

Consider a tetragonal material havingo@1] easy direction of magnetization (EMD)
We can construct a Landau free energy consisting of elaSti¢, and magnetoelasti
aBem? terms. We take:

G =G+ Ce? + aBem?

wherea is a geometric constant; = 1 for m/||[001] andee = —0.5 for m_L[001]. The
elastic compliance constar; = %(C’u — C42), B is the magnetoelastic couplin
constant, m the reduce magnetization artle strain. Minimizing the free energy wit
respect ta yields:

oG

E:OZQCE—FQBE

and therefore:

for m/||[001] and:
G100 _ loo] _ _3Be

2
and therefore the effective uniaxial anisotropy energysigfis:
Keff — K _ 3Be
u u 2

Large#’s are observed in interesting rare earth/transition nedtays. For the cu-
bic Laves phasenaterialTerfenol, Th; _ . Dy . Fes. TerfenoI—D# ~ 1073, is an alloy
with the compositiori'bg 3Dy 7Fe; g is a state of the art magnetostrictive material.
Terfenol was first developed in the 1970's by the U. S. Navalmance Laboratory
and further developed in the 1980's at Ames Laboratory. efarf is named after its
components terbium (ter), iron (fe), and Naval Ordnanceotatory(nol). The D in
Terfenol-D reflects the dysprosium additions which incegth® magnetostrictive co-
efficients. Terfenol-D has a saturation magnetostrictaskigh as 1000 ppm.

The reciprocal effect to magnetostriction is thilari effect or inverse magne-

tostriction It is the change in a material’s magnetization when subgetd a stress,
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o. For a material with a non-zero magnetostriction coeffigiamechanical stress can
alter the magnetic domain structure of a material. Thisiin tafluences the effective
magnetic anisotropy, the permeability and the coercivity magnetic material.

Magnetostrictive strain is observed to saturate as a fomdtie applied field, H,
in Terfenol [Cla80]. Because the effective anisotropy t¢ansis strongly depen-
dent on stress, the approach to saturation of the magrietwstrfollows the mag-
netization of Terfenol-D at room temperature for compresgireloads from 4 to 39
MPa [WFRLC99]. A theory of the mechanism of magnetostritiio Terfenol-D has
been presented by James and Kinderlehrer [JK94].

Changes in magnetization with stress can be predicted loadexiChatelier’s prin-
ciple. A material with a positive magnetostriction coefficientieiongate along the
axis of magnetization and one with a negative magnetostnicioefficient will con-
tract. Therefore a material with a positive magnetostiittioefficient, under a tensile
stress along the direction of magnetization, will exhilritincreased magnetization
and under a compressive stress a decreased magnetizatiendirection of a field
at a fixed non-saturating value of the field. These conclsséva true for all but the
virgin remnant state where the magnetization is zero.

Terfenol has a saturation magnetization is approximat@y \at room temperature.
Many of Terfenol's material constants vary widely depegdim the initial and final
magnetic states. Terfenol’s initial applications were émar systems but has since
been applied in magnetomechanical sensors, actuatorsaamcstic and ultrasonic
transducers. It has also been considered for use in fuatorefor diesel engines
because of the high stresses that can be produced. It isralsloyed in devices for
which passive energy absorption is desired.

Another alloy of recent interest is the shape memory ajjalfenolwith composi-
tions neaife;Ga [CHWFT03]. Again, galfenol is named after its components gallium
(gal), iron (fe), and Naval Ordnance Laboratory (nol). @atil is a more recently in-
vented magnetostrictive and is currently under active ldgveent. Galfenol has mag-
netostrictions only 25-33 % that of Terfenol-D, but becaisidesn’t have rare earth
components, it is much less susceptible to corrosion. lttlcarefore more robust be
used in more challenging environments. Galfenol is alsotfrest for sonar applica-
tions. This interesting magnetostrictive behavior in gatfl results from a maximum
in the magnetoelastic coupling constankefvith increasingza concentration, com-
bined with a temperature dependent elastic shear modultibdtomes small near
27%Ga [CHWFT03].

19.3.6.2 Ferromagnetic Shape Memory effects in Heusleyall

The shape memory effetias been explored for a variety of applications, including
notable applications in dentistry and biomedicine [VMT#8]. A shape memory
alloy, SMAIs one that can undergo large plastic deformations and thtemrr to its
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Fig. 19.39. (a) Thermal hysteresis and temperatures in termstic phase transformation and
(b) shape memory effects in a stress strain curve for an SMA.

original shape upon heating. SMAs can exhibit bstiperelasticityand theshape
memory effect Superelasticity referrs to materials for which strainsemding 10
% can be recovered elastically. Superelasticity is a stiranced transformation.
Shape memory effects were first notedAm Cd alloys in 1932 [Ola32] and then
again inCuZn alloys in 1956 [Hor56]. Of widespread current interest is ¥iTi
alloy Nitinol. This alloy was also discovered at the Navad@ance Laboratory in
1962, by William Buehler and Frederick Wang.

Shape memory effects derive fromartensiteto austenitephase transformations.
These terms derive from phasesHaf, which are used generically to describe a low
temperature, low symmetry deformed phase and a high tetuperaigh symme-
try undeformed phase. This phase transformationdgfasionless Since it doesn’t
require long range atomic movement, it can be made potbntelersible with tem-
perature. In practice, there fekermal hysteresign these transformations and four
temperatures are used to define this response as illusinafggl 19.39 (a). f(T) is the
volume fraction of martensite in the material. Startinghapure martensitef = 1,
at low temperature on heating to the temperatugeh® transformation to austenite
starts and finishes at/A On cooling pure austenitg, = 0, at high temperature the
transformation to martensite begins at the temperaturamd finishes at M.

The shape memory effect is described with reference to Big9l(b). In the elastic
region theo(¢) response is linear until the elastic limit (A) after whichmlinear
plastic deformation occurs until (B). At point (B) the ssésreleased and the material
returns to a zero stress state with the permanent plastarrdafion (C) caused by
martensitic distortions. This plastic deformation camtbe removed through thermal
treatment to arrive back to (0,0).
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There has been much recent interest in the developmentadtacimaterials capa-
ble of large strains, appreciable thrust and rapid resptimee Some representatives
of the Heusler alloyfamily exhibit a cubic to tetragonal martensitic phase $far
mation (MPT). Since this transformation can occur betweenferromagnetic states,
and involves large strains, these materials belong to a cilkedferromagnetic shape
memory alloys, FSMA Unlike magnetostrictive materials (e.g., Terfenol-Digh
derive their magnetostrictive strains from large magrasiE coupling coefficients,
FSMAs can have vanishing elastic compliance upon approgt¢he MPT tempera-
ture and correspondingly large strains.

Magnetic field induced strain of several perceri¥igMn Ga Heusler alloys [UHK 96],
[JTW99] are attributed to the motion of martensitic twin bdaries. The mechanism
for the large strains in FMSA is explained in terms of the oese of martensitic
twin boundaries to a magnetic field pressure as illustratedmmatically in Fig. 19.40
[O’HOO0]. At high temperatures, the materials exist in a lsghmmetryaustenitgophase
and undergoesdisplacive phase transformation, DRI the martensitic phase trans-
formation temperature, 3f. At low temperatures the material has transformed into
a low symmetrymartensitephase. T his DPT is accompanied by a large crystallo-
graphic distortion. Fig. 19.40 (a) shows a schematic chgstacture in the austenite.
Fig. 19.40 (b) shows a configuration of distorted cells inrtfertensite phase.

The crystallographic distortion can involve large straamsl large strain energies.
The strain energies can be accommodated by slip Fig. 19)40 flwinning Fig. 19.40
(c). In a material where the strain of the martensitic phessesformation is accom-
modated in twins, mechanical response to a stress can take py twin boundary
motion. Fig. 19.40 (d) shows such a deformation in a matetibjected to mechan-
ical shear. Since the martensitic phase is lower symméeteyetwill typically be a
uniaxial magnetocrystalline anisotropy determining thieation of the magnetization
in the martensite as illustrated in Fig. 19.40 (e). For fields< Hp, the normal
component of the field will exert a magnetic pressure on the beundary in a man-
ner similar to the magnetic pressure on a domain wall. If thenlolaries are mobile
then this pressure will cause one of the twin variants to gabtihie expense of others
(Fig. 19.40 (e)). This can result in large field induced defation of the material.

The temperature of ferromagnetic.{Tand structural martensitic () phase tran-
sitions of the FSMAs are important to determining the terapge dependent mag-
netoelastic properties of the materials. The magnetic #mdtsral phase transfor-
mations can be characterized by discontinuities in the &zatpre and/or field de-
pendence of its properties. Such properties include straagnetization, resistivity,
enthalpy and magnetocrystalline anisotropy energy. Wieerofagnetic materials
undergo a symmetry lowering structural phase transfoonmathe crystallographic
orientation of the magnetization vectors within the dorsalisplays a corresponding



70 Magnetic Properties of Metals and Alloys.—January 4, 2013
T>T_ T<T,

- slip
- planes

(a) (b)

I Magnetic Stress
H=0 H>0

(d)

Fig. 19.40. (a) Magnetostrictive strain as a function ofrtfegnitude of the applied field, H, in
Terfenol [Cla80] and (b) magnetostriction and magnetimatif Terfenol-D at room temperature
for compressive preload from 4 to 39 MPa [WFRLC99].

change. Thus the magnetic anisotropy and other propefftid® anagnetic material
can be used as a probe of the change in state in an FMSA [COD[G[CGGMO01].

The temperature dependence of the magnetization of theoasi@nd post-annealed
single crystals with a nearly stoichiometNé, Mn Ga composition is shown in Fig. 19.41
(a) [CGGMO1]. An experimental protocol was employed whef#):the sample was
first cooled from 385 K to 5 K in zero field; (2) then its DC magoehoment was
measured as a function of increasing temperature as thdesarap heated above the
ferromagnetic T in a applied field of 0.08 T; (3) finally the crystal was cooledst
K under the same applied field. In comparison with the as-greample, the onset
temperatures of the austenite to martensitg, &nd martensite to austenitey Ttran-
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Fig. 19.41. (a) Temperature dependence of the magnetizaticthe as-grown and post-
annealed single crystals with a nearly stoichioméatigMn Ga composition; (b) shows a dif-
ferential scanning calorimetry (DSC) curve for a crystatompositionNis2.7 Mna2.¢ Gaga.7
and (c) magnetic torque curves for a stoichiometric crystahe austenite and martensite
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sitions in the post-annealed sample were significantly ecdd from 177.5 to 221.5
K and from 202.5 to 224.5 K, respectively.

A post-annealing process reduces the temperature hyisterethe structural phase
transition from 25 K to less than 4 K. This is a signature of tnability of the twin
boundaries in the as-grown and annealed states. Both therésis in the magne-
tomechanical response and the field induced strain ratetr#iis mobility. The post-
annealing effect can be interpreted in terms of a reductf@ompositional fluctua-
tions and/or second phase in the as-grown sample. High tamupe annealing made
the sample more homogenous in composition and microsteicé sharp step in a
magnetization curve is a signature of a cooperative phaseition. The elimination
of a possible contamination phase may result in a decreake ofiagnetic coercivity
because an impurity phase in a ferromagnetic material cae s& a pinning phase
and increase the coercivity. A magnetic hysteresis meamntin the post-annealed
sample shows its coercivity to be 50 Oe which is much smaliantthe 250 Oe
coercivity of the as-grown sample.

Fig. 19.41 (b) [CGGMO01] shows the temperature hysteresiwelsas the heat
evolved during the structural transition as measured bgmiftial scanning calorime-
try (DSC). Again the calorimetric results probe the hysteye the martensitic phase
transformation. Evidence for a spin reorientation in actmimetric sample was also
obtained by magnetic torque measurements (Fig. 19.41 FlJowing a zero field
cooling, the torque is shown as a function of angle betweeragiplied field (1 T)
and a reference orientation. A large value from peak to peatke torque curve im-
plies that in comparison with the cubic austenite structate340 K) the tetragonal
martensite structure (at 213 K) exhibits a strong magneisodropy.

Vasil'ev et. al. [VBKea99] have constructed a free energyctional that describes
the energy behavior of a magnetoelastic material that gogsra cubic to tetrago-
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Fig. 19.42. Magnetic phase diagram >, Mn,Ga [VBKea99].

nal martensitic transformation. This functional uses twieo parameters, the elastic
strain tensor and the magnetization vector and has beentog@édict a magnetic
phase diagram faNi;_, Mn,Ga. This phase diagram is illustrated in Fig. 19.42 and
has five phase fields. These are a tetragonal paramagnetahteragonal ferromag-
net, a conical tetragonal ferromagnet, a cubic paramaguuitabic ferromagnet.

For stoichiometridNio,Mn Ga the ferromagnetic cubic phase with the,lRReusler
structure hagl11) easy axes. The low temperature tetragonal phas¢diias easy
axes with 3 possible orientations of the tetragonal phaske wispect to the cubic
parent phase. There is a close correlation between cggtaphic twins and magnetic
domain walls in the martensitic state.

Magnetic domain configurations in thé;Mn Ga FMSA have been observed by
means Lorentz microscopy and noninterferometric phassstriction methods [DWMZ01].
So-calledcross-tie wallsvere observed in the thinnest sections of the cubic austenit
phase. In thicker regions for the cubic austenite phasé di8fhain walls are most
prevalent, along- 300 nm spaced regular arrays of"domain walls. The observa-
tions indicate that there is a critical thickness below \tlee nature of the magnetic
domains changes consistent with the observatiorBladh walland Neel walltran-
sitions as a function of thickness. In the low temperatut@ag¢mnal martensite phase
the domain configurations correlated with the EMDs for tiniganial material.
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Fig. 19.43. L1, prototype structure [DMQ7].

19.3.7 L} Permanent Magnets.

BinaryFe Pt andCoPt alloys are studied as magnetic materials for both bulk aind th
film magnetic recording applications. Alloys with low symimecrystal structures
possess larg&’,,'s that can be exploited to yielH's in appropriate microstructures.
EquiatomicFe Pt andCoPt possess larg&,’s (for CoPt : K, = 4.9 x 107?:7@—‘(735
and forFePt: K, = 6.6 x 107%) due to their tetragonal lylcrystal structures.
Metastable hexagonal derivative structure€uPt thin films also possess large uni-
axial magnetic anisotropies in alloys with less of the exgpest [HWRT93].

FePt CoPt and other alloys crystallizing in thé1, structure have hard mag-
netic properties deriving from a tetragonal crystal stnoet Fe Pt adopting thel1,
prototype structure has the4/mmm space group witf¥e in the 1a[(0,0,0)] and
1c [(3,3,0)] and Pt in the 2c[(0, 3, 3)] special positions in a 4 atom supercell.
Fig. 19.43 illustrates the relationship between the omi¢etragonall.1, and fcc
phases. Anisotropy is derived from atomic ordering andat&m of the tetragonal
< ratio.

This L1, structure has alternate stacking(601) planes offe(Co) andPt atoms.
ElementalPt exhibits Stoner enhance paramagnetic susceptibilityrbstrictures,
wherePt is in contact with a ferromagnetic species can also have an appreciable
moment [MM91] [MMC91]. The dipole moment fart atoms is induced by polariza-
tion effects mediated both by conduction electrons thraligdgtt exchange interaction
with Co or Fe atoms. Further large spin-orbit interactions ascribettte outer shell
electrons gives rise to the high magnetocrystalline aropgtof such materials.

The FePt and CoPt systems were first studied by Jellinghaus [Jel36] who ob-
served the highest energy products known at the time [BoE8jineering interest in
FePt andCoPt thin films arise from applications in extremely high denségording
(EHDR) and permanent magnets . The magnetic propertiEsiof andCo Pt alloys
strongly depends on annealing temperature, time and catigrodue to the influence
of each on the atomic ordering fraction of the anisotropicagponal phase. Recent
efforts have concentrated on developing optimum microstines to harness the large
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magnetic anisotropies it Pt andCoPt alloys to develop coercivities. A focus is on
nanometer sized, exchange decoupled grains approachimgdomain sizes.
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Fig. 19.44. Schematic RT phase diagram (approximatingtheCo system).

19.3.8 RT Permanent Magnets

Importantrare earth-transition metal RT") alloy permanent magnets have properties
that depend on th& to R ratio. Alloys where the ratio i8, often adopt a cubic Laves
phase structure which does not promote permanent magrepienies. For alloys
with ratios above2, low symmetry crystal structures can result in large ursbxiag-
netocrystalline anisotropy impacting the coercivity, léf permanent magnets. The
magnitude of the coercivity depends further on the micuzstire of the magnet. The
magnetocrystalline anisotropyiust be understood with respect to crystal structure.

R metals Dy, Nd, Pr, Sm, etc.) have metallic radii o 0.175—0.185nm,~30 %
larger than early and 50 — 60 % larger than late transition metals. Crystal structures
exist in RT systems with stoichiometries Bfl», RT3, RgT23, RT5, RoT17, R3Ts9,
RT12, etc. RT phase diagrams often contain many line compounitis ljmited solu-
bilities). Fig. 19.44 shows a schematic RT phase diagrampreqmating theSm-Co
system.). Near line compounds occur at the stoichiometkg$7, RT5, R2T7, RT5,
RT5, RyTy, andR3T. In state of the arfm-Co permanent magnets2aphase mi-
crostructure relies on the large magnetic anisotropymf o and the high moment
of Sm2Coy7. Alloys of composition Sm Co7 7 have achieved the largest magnetic
energy products (highest stored magnetic energy) in tisieny.

Properties ofRT" permanent magnets derive from the magnetic ground stathg of
rare earth species. Other properties derive from the lownssiry crystal structures
and the separation of tHE-atom planes. It is important to understand how the cou-
pling between the dipoles on tliéandT sites are influenced by the choice®fand
T species and constituents. Just as in strengthening irs gtésistitial modification
can be used to great benefit in optimizing properties in haagnats.



76 Magnetic Properties of Metals and Alloys.—January 4, 2013

19.3.8.1 Magnetic Dipole Moments and Coupling.

The magnetic dipole momentsi" permanent magnets depend on several significant
variables related to the two species, the atomic spacingthencoupling between the
dipoles. These aspects are summarized:

(i) R atom moments derive from the localized 4f electrons and fRudipole
moments are well described by the Hund'’s rule ground statiehautio not
differ from the R3* species tabulated above.

(i) T dipole moments derive frorfi’ d-bands. Since rare earth planes pish
planes further apart, this narrows tfiebands, decreasing band widths, W,
in comparison with respect to their exchange splitting, JThis serves to
increase thg" dipole moments in cases where weak ferromagnetic bands are
transformed into strong bands.

(i) The large R species require larger volumes. Since magnetization idipete
moment per unit volume, this larger volume reduces the mazaton.

(iv) RandT dipole coupling changes from ferromagneticlight rare earthg(< 7
f electrons) to antiferromagnetic foeavy rare earth§> 7 f electrons).

The coupling between the dipole moments can be transmitedirbct or RKKY
exchange interactions. RKKY exchange is mediated throbigltonduction electron
gas associated, for example, with sp conduction electrbtiseomagnetic atoms in
rare earths. This indirect exchange is transmitted by jmaiaon of the free electron
gas and influences the coupling to the local f-electron @ipol

For atoms with open shells, however, the occupation of amgnbmentum states
in accordance with Hund’s rules can lead to anisotropicgddistributions. This is
especially pronounced in rare earth species. Dependinge@dedtails of the filling
of the 4f states the resulting charge density can be oblatégtp or nearly spherical
(i.e. forGd31). For a material to exhibit magnetic anisotropy, both tHgitat angular
momentum [.,) and the crystalline electric field need to have less tharspdd sym-
metry. The crystal field causes the orbital angular momentube strongly tied to
particular crystallographic directions. The coupling pirsangular momentum to the
orbital angular momentum comes about through sipéfi-orbit interaction Spin-orbit
interactions give rise to an interaction energy, sha-orbit energy

Eqp=-AL-S (19.64)

where) is a phenomenological parameter calledghi-orbit coupling constantor
A > 0 the lowest spin-orbit energy occurs for spin’s aligninggbiet to the orbits and
for A < 0 for spin’s aligning anti-parallel to the orbits. The spirbib interactions
can lead to an energy lowering for spin dipole moments atgmi¢h the orbitals and
consequently with specific crystallographic directionslisTiower energy for dipoles
in particular crystallographic directions is the originmoagntocrystalline anisotropy
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Fig. 19.45. Variation of the Curie temperatureMCo and R-Y compounds and those pre-
dicted from Wohlfarth’s [Woh79] Landau theory formalism.

19.3.8.2 Curie Temperatures.

T.'s for RT permanent magnets depend on the composition and the sige cbu-
pling between the? andT" species dipoles. Wohlfarth [Woh79] considered the vari-
ation of T. with R species inR-Co compounds using a Landau theory (discussed
above). The model was modified to account for the |aRg@ipole moments and the
coupling between th& andCo species by replacing the first Landau coefficient, a(T)
with a coefficient {T) defined as:

2
, o N1tk Thoo |9 = 1] J(7+1)
d(T)=a(T)— = a= (19.65)
T 3kp

where NR atoms have momenig/ .z and Jrc, is the R-Co exchange constant
which changes sign on moving from light to heavy rare eartcigs. In general,
Jrr, the R —T exchange constant to changes sign on moving from light teyheae
earths due to the change in spin-orbit interactions betwbdate and prolate 4f elec-
tron distributions. .The parametercan equivalently be expressed more compactly in
terms of theDeGennes factor, D

_ NM2BJ]2%CO D

o D= [g - 1}2J(J +1) (19.66)

The scale for the I's was set by consideriny -Co compounds for whichD = 0
sinceY has an empty f-shell. Fig. 19.45 shows the variation ofiTR-Co and R-

Y compounds and those predicted from Wohlfarth’s [Woh79]daantheory. T's are
largest in the compounds with the larg€st-content.Gd gives the strongest coupling

to Co. UnfortunatelyGd is not a good choice for permanent magnet systems because
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its half-filled f-shell does not allow for magnetocrysta#li anisotropy because there
f-electron energy can not be decreased by a symmetry logvdratortion.

19.3.8.3 Magnetocrystalline Anisotropy.

There are also several considerations necessary to uaérste origin of magne-
tocrystalline anisotropy ilR7 permanent magnets. For the large magnetic anisotropies
required to develop high coercivities in permanent magtie¢se include:

(i) The compound’s crystal system should be uniaxial rathan cubic.

(ii) The anisotropy should give rise to an easy a¥i§, (> 0) rather than an easy
plane K, < 0), since for an easy plane the magnetization can rotate utitho
rotating through a hard direction! It is therefore easiedémagnetize.

(i) The anisotropy associated with tliespecies depends on the 4f-electron charge
distribution. RE* ions have oblate or prolate ellipsoidal charge distrimgio
depending on whether the f-shell is more or less than h&@f[ICoe91].

(iv) The anisotropy associated with the species depends on the details of the
crystalline electric fieldseen by ther species in their special positions.

(v) The anisotropy associated with tfiespecies can be greatly enhanced if the
structure has planes for which are 2- as opposed toB-planes can be iso-
lated by the incorporation of the large species in the structure or through
interstitial modifications which can serve to expand thidatanisotropically.

In a quantum mechanical framework the energy of electrdates for atoms expe-
riencing a crystal field can be summarized in terms ofyastal field Hamiltonian

H=Hy—eVay+AL-S (19.67)

whereH, is the Hamiltonian giving rise to electronic energy levelshe absence of
the crystal field V., is the electrostatic Coulomb potential due to ions (viewedant
charges) surrounding the ion for which crystal field eneaygls are to be calculated
and\L - S'is the aforementionespin-orbit coupling The electrostatic potential at an
ion of interest and the resulting total electrostatic epésgvritten:

V(r,0,¢) = Z I(f{-]ij—ﬂ V(r8,6) =Y ﬁ (19.68a)
J i J

J

where7 is the position vector to the ion of intereﬁ,j is the position of the jth ion
surrounding the ion of interest agglis the charge of the jth surroundingion. The total
energy involves summing over all ions in the structdrg  whereg; is the charge of
the ith reference ion. The solution to crystal field problésngided by expanding in
terms of powers of r angpherical harmonicer tesseral harmonicsince the potential
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must be a solution thaplace’s equationAn expansion in spherical harmonics is:

V(r,0,¢)=>_ Cr'v;™(0,¢) (19.68b)
l,m
where C is a constant and™ (¢, ¢) are spherical harmonics.

19.3.8.4 Extrinsic Magnetic Properties.

For applications, it is the extrinsic properties, coetgiviemnant induction and the
derivative energy product that are most important as figofeserit. These are deter-
mined by the intrinsic properties and the the magnetizatwrrsal mechanism. The
reversal mechanism is intimately related to the microstmgc Processes involved in
the reversal of the magnetization in the second quadrahedfysteresis loop include:
nucleation of a reverse domain(s) at a defect, reversilethrof a reverse domain,
irreversible motion of domain walls passed pinning centers

In real materials reversal takes place by nucleation offem@omains on microstruc-
tural imperfections or Inhomogeneities such as defectfases, interfaces, etc. and
coercivity is less than that predicted by a rotational medma alone.

Brown’s paradox states that only a fraction of the anisotropy
field is practically realizable in coercivity.

Values of the coercivity do not typically exceed 50 % of thesatropy field in the best
permanent magnet microstructures.

Microstructural development is very important to deterimgnthe ultimate prop-
erties of a permanent magnet. Microstructural developroantbe thought of as at-
tempting to control two distinct aspects of the magneticrostructure. These are:

(i) Engineering the free pole distribution (demagneti@atfactors) in the mi-
crostructure. This was seen in the discussion of Alnico retgyabove.

(i) Engineering the spatial variation of magnetic anispir by the distribution
and texture of low and higlk phases. Domain wall pinning is maximized in
regions of lowK and isolated particles can be forced to reverse by rotation.
Texture is important for achieving optimal alignment ofyasd hard axes.

As a practical limitation, these are very difficult micrasttural features to control and
require clever applications of phase relations and phasgralins coupled with state
of the art processing techniques.
Kronmuller’s formalism parameterizes the contributioaghie coercivity as fol-
lows:
H —a 2K, _
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Type System  Space Group Z , cdnm)
SmCos hex P6/mmm 1 0.51, 0.41
B-Sma2Co17 hex P&/mmm 2 0.84, 0.82
a-Sm2Co17 rhom RBm 3 0.843, 1.2222
NdoFe14B tetra P4/mnm 4 0.88, 1.22
NdsFeao mono A2/m 2 1.05,0.97 &0.85)
a-SmaoFe17N 3 rhom RBm 3 0.843, 1.222
Sm(Fe,Ti);2N tetra 14/mmm 2 0.893, 0.522

Table 19.5.Summary of structural information for some non-cuRBIE phases.

where K, is the uniaxial anisotropy and Ns a spatially averaged effective demag-
netization factor associated with the switching entities. (isolated particles)a is

a microstructural parameter that can further be expressed-a o x o, whereag
describes spatial variations in the anisotropy apdiescribes texture variations.

19.3.8.5 Selected Low SymmeRY' systems.

Table 19.5 summarize structural information for some nobicR-T phases.

19.3.8.6 SmCos

SmCos is a premiere permanent magnet. This hexagonal matergl 1Bi46), with
the largest value of magnetocrystalline anisotropy, was ffidgported in 1967, by Str-
nat, et. al. [SHG67]. Non-magnetidT5 compounds were first synthesized by of W.
E. Wallace et. al. [Wal60] of the University of Pittsburghdessubsequently Carnegie
Mellon University. In many applicationsm ;Co 17 with largerT" fractions and larger
inductions are more attractive. However, a,Co 17 phases do not achieve magne-
tocrystalline anisotropy comparableSa Co 5.

In state of the arsm-Co permanent magnets Z&xphase microstructures rely on
the large magnetic anisotropy of tSen Cos and the high moment of them 3Co 17
materials. Alloys of compositiolsm Co 7 7 have achieved the largest magnetic energy
products (highest stored magnetic energy) in this systenthdse non-stoichiometric
2-phase materials sonté is substituted for bye, Cu and/orZr [Bus88].

SmCos is a template for many important permanent magnétsCus, with the
hexagonal P6/mmm (#191) space group, is the prototyf&fidros [WG59]. Fig. 19.46,
shows a formula unit o$m Co 5 in the unit cell [DM07], to haveS Ca atoms in each
cell each shared with other cells for a total of on€a. There arel + 8(%) =5
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Fig. 19.46. Hexagonal unit cell afaCus (a) ball and stick and (b) space filling depictions.
Reproduced from DeGraef and McHenry [DMO7].

Cu atoms per unit cell. The tetrahedral intersticeSinCo 5 are empty. Rare earth
intermetallics are important fdf storage in these tetrahedral interstices.

19.3.8.7 Dumbell Substitutiona-SmCo17 and3-Sm-Co17.

Other important REPM’s are related to then Co 5 structure througldumbell substi-
tutionsreplacing aR atom with a pair ofl’ atoms. The stoichiometry is changed to
enrich theT' content at the expense of tliespecies. Stadelmeier [Sta84] proposed
the formula,R,,,—»T5m+2- Where m and n are integers, to descriB€ compounds
formed dumbell transformations. When=m1 and n= 0 we describe the parefitT;
structure. For other structures m represents the numb&ffpfformula units and n
the number of dumbell substitutions within the m units. Aicti@metry of R,T17 is
obtained for m= 3 and n= 1. If m = 2 and n= 1, a RT}» is compound is obtained.
If m = 5 and n= 3, a R3T»9 compound is obtained. The transformation by wh%ch
of the R atoms in theCa Cu structure oSm Cos are replaced with pairs of transition
metal atordumbellsis represented:

3RTs — R+ 2T = RyTir (19.70)

where a single rare eartBif) is removed fron8 units of Sm Co 5 and replaced by a
transition metalCo) dumbell,27’, to yield theSm ;Co 7 compound. Phases with this
stoichiometry exist in both hexagonal and rhombohedrabwés. Pairs ofl’ atoms
are arranged along the c-axis at dumbbell sites (Fig. 19.47)

The ThoNiy; structure (Pmmc #194), shown in Fig. 19.47. It is the structure
of the 5-Sm,Co 47 phase.3-SmsCo17 has lattice constants-a 0.84 and c= 0.81
nm respectively. Fig. 19.47 shows the structure ofakem ,Co 47, a single unit cell
depicted in (a) space filling and (b) ball and stick formats.

2—17 phase magnet microstructures are multiphase microstesivith each phase
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(a) (b)

Fig. 19.47. 3-SmyCo:7 phase unit cell, depicted in (a) space filling and (b) ball stk for-
mats. The hexagonal prismatic representation Witdells is shown projected along tH@&01]
direction. Reproduced from DeGraef and McHenry [DMQ7].
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Fig. 19.48. The structure of the-Sm2>Co17 phase, a single rhombohedral unit cell depicted
in (a) space filling and (b) ball and stick formats. The hexaggrismatic representation pro-
jected alond001] is shown in (c) and (d) shows th&o atom Kagome net in thez % plane.
Reproduced from DeGraef and McHenry [DMO07].

having an important role in developing hard magnetic priger TheSm Co s phase
develops on thé equivalent pyramid planes of te: 17R phase. A small amount of
Zr stabilizes the : 17 phase withFe substitutions (partial substitution & for Co
increases the magnetization of the material, but a correipg Sm.Fe,7 does not
possess a large.J. The presence dfe is also thought to promote the formation of a
cellular structureillustrated in Fig. 19.495m Co 5 is metastable at room temperature,
but can generally be retainefim,Co 7 takes the : 17R at room temperature, but
the2 : 17H can be retained by rapid quenching.

In magnetic systems, it is often interesting to look MixandCo as the transition
metal species. This is motivated by the binhey-Co systems, where a magnetization



19.3 Alloy Survey 83

t (ooon

Cop Sm,
& (CoFe)pSm,
(CoCu)sSm

Fig. 19.49. Cartoon and typical microstructure§of,Co 17 magnetic materials with a cellular
structure along with an actual TEM micrograph showing thésteucture. Reproduced from
DeGraef and McHenry [DMO7].

larger than purde or pureCo is attainable. Also, sincEeis cubic andCo has an
hcp structure, their alloys can often be engineered to showepzates for low sym-
metry phases, influencing the resulting magnetocrystaHimsotropy. Studies have
been performed in phases with tBem,Co 17 structure. Deportes, et al. [DGI76]
studiedY 5(Co1_,Fe ;)17 alloys and Herbst, et al. [HCL82] studidd site selection
in Nd2(Co;_,Fe,)7 alloys.

19.3.8.8 The tetragon&ld,Fe 4B Phase.

TheNdsFe14B (2 : 14 : 1) phase is the most important tetragonal permanent mag-
net material because of its large magnetocrystalline &oigp and large magnetic
induction [HCP84], [GLM84]. It is also less costly than thenSo-based magnets.
NdjFe 4B has an P4mmm (Dy,'4, #136) space group with & 0.88 nm and ¢

= 1.22 nm. Since it has four formula units per unit cell, tiNe ;Fe 4B cell contains

68 atoms. Herbst et al. [HCP84] solved the magnetic structymesloitron diffraction

Fig. 19.50 shows th&d . Fe 4B single tetragonal unit cell. For a review of properties
the reader is referred to Herbst, 1991 [Her91].
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Fig. 19.50. Nd2Fe14B unit cell depicted in (a) space filling and (b) ball and sticknfiats.
Reproduced from DeGraef and McHenry [DMO7].

19.3.8.9 Monoclinid?;(Fe, Co)a9 Phases.

The monoclinicRs(Fe, Co)a9 phase is a lower symmetdyT magnets for which the
hard axis is not orthogonal to a basal plane because theatsysttem has all non-
orthogonal basis vectors [CLW4]. Their structures result form the dumbell substi-
tution:

5RTs — 2R + AT = RyThg (19.71)

The R3T59 prototype has a A2/m (#12) space group with two inequivalesites and
11 inequivalentT sites, respectively. Relationships between the A, B andtti¢da
constants in the monoclinic unit cell and a, b and c latticestants in the unit cell of
the similar 1:5 derivative structure exist:

B=3%a; A=(az+c)?;  C=(ag+4c)? (19.72)

A single cell of theR3;T9 phase has 2 formula unité4 atoms). This structure is
formed by alternative stacking df : 12 and2 : 17 type segments. ThesRag's
are an example of a phase that is stabilized by ternary additiThe composition of
the phases are reported ag(R:,M)29 with M being a larger early transition metal.
Substitution of other magnetic transition metals Fer (notablyCo) is also possible,
but do not impact the stability of the phase.

For the example oNd sFey7 5Tiy 5, illustrated in Fig. 19.51 the phase has lattice
constants a= 1.06382 nm, b= 0.85892 nm, and c= 0.97456 nm, respectively.
A monoclinic tilting angle,s :arctan(zc—“), for the structure illustrated is 96.93
Fig. 19.51 illustrates the structure of thel s Fe o7 5T11 5 with a monoclinic unit cell.
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Fig. 19.51. The structure dfds(Fe, Ti)29, a single unit cell depicted in (a) space filling and
(b) ball and stick formats. Reproduced from DeGraef and Muid¢DMO7].

The Ry(Fe, T E)a9 (3:29) (I'E (early transition metah= Ti, etc.) compounds have
been reported as potential high temperature permanentahagplications. Synthesis
structure and properties of the 3:29 phase magnets [SMIBR [SMRR"99], were
examined in the¥r3(Fe;_,Co,)27.5Ti15 (X = 0,0.1,0.2,0.3,0.4 and0.5) system
with up to 50%Co substitution forFe . Co substitutions in alloys of composition
(Pr3(Fe;_,Co,)27.5Ti1 5 have been shown to increasg, induction and anisotropy
field in these magnets. With larg@rcontent the magnetic exchange and consequent
T.’'s of these magnets can be increased. The attractivenedsigii d:R ratio in this
phase is mitigated by the fact that 1.5 of Z%toms are replaced biyi to stabilize
the metastable phase.

Site selection with substitution afi for Fe in (Prg(Fe;_,Coy)275Ti15 (X =0,
0.1, 0.2, 0.3, 0.4) magnets was studied [Ht99] using EXAFS and neutron diffrac-
tion showing thafl'i substitutes in the 4g and 4i special positions, consistéhttive
observations [HYKP96] in (RFeo7 5Ti; 5 materials. The distribution dfi between
the 4g and two 4i sites agreed with observations [YH96] opl{®y; 5 Ti; 5) materials.

19.3.8.10 Interstitial Modifications.

Interstitial modificatiorcan improve properties of REPM materials. Interstitiatsgt
have covalent radii less than 0.1 nm [Sko96] to occupy interstitial sites (often octa-
hedral) in the REPM latticeB has a covalent radii of 0.088 nm, but, it has a strong
preference for trigonal prismatic coordination which cactate the structure as in
2:14:1 magnetsC andN with covalent radii of 0.077 nm and 0.070 nm, often occupy
interstitial sites in a REPM structure. These promote vaigrpansions as large as
8%. Anisotropic volume expansion by interstitial modifioatcan increasé,, .
Dramatic effects on the magnetization andsTof interstitially modified REPM
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(a) (b)

Fig. 19.52. Sm2Co 17N 3 structure (a) single unit cell, with 3 formula units of therhahedral
Sm2Co17 and 9N atoms (highlighted) in octahedral interstices; (b) poba¢ setting, illus-
tratingN octahedral coordination polyhedra. Reproduced from Defarad McHenry [DMO7].

materials, are observed especially for those contaihings theT' species. Larger
spacing between thige atoms causes narrowing and closing of the majority $jpin
d-band, increasingfe’s dipole moment. The increased separatiorfFf@fatoms also
favorably influences exchange and increases T

For N interstitial modification [CS90] of th€mFe ;7 phase, gas-phase reaction
with fine particles is a typical synthesis route. A nitrogiorareaction is:

2SmyFei7 + (3 — 5)N2 = 2SmyFe;7N3_;5 (19.73)
The nitride disproportionates, above 720 K, by the reaction
2SmsFe;7N3 = 2SmN + FeyN + 13Fe (19.74)

N occupies large octahedral interstices in the nitridesucliral features of the
modification in the rhombohedr&8m,Fe 7 phase are explained considering a vol-
ume expansion of the paremtSm »Co 7 phase lattice with occupation of octahedral
interstitial sites. Fig. 19.52 (a) shows three formula sinitthe single unit cell of the
rhombahedrabm,Co ;7 phase. Here, nin® atoms (highlighted) are incorporated
into octahedral interstices to yield the compo$na,Co 17N 3.

TheN interstitials sit at the 9e special positions in th&Rspace group with the
sites of the R and T atoms the same as in the parent phase. %52 (b) shows a
polyhedral setting, illustrating th8 octahedral coordination polyhedra. Notice the
vertex sharing polyhedra connected algn@)] and[010] directions, in this structure.
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Table 19.6.Classification of materials by range and type of atomic arder

SRO Range LRO Range Material
of SRO LRO of LRO Classification
Crystalline > 10pm Crystalline > 10pm Macrocrystalline
Crystalline 100 nm -10um Crystalline > 100 nm Microcrystalline
Crystalline <100 nm Crystalline < 100 nm Nanocrystalline
Crystalline ~ 1nm No LRO Amorphous |
Non Cryst. ~1nm No LRO Amorphous Il
Non Cryst. Quasiperiodic ~ 1pgm-0.1 m  Quasicrystalline

Interstitial modification withC to form SmyFe7C, has been demonstrated. Solid
state diffusion is used for interstitial modification [SG93

Interstitial modification of th&m(Fe,Ti);2 phase structures has been investigated
by Yang, et al., [YPZ 93]. HereN occupies large octahedral interstices. Thelsnili);»
phase requires one of the 12 T sites be occupied'bin order to stabilize thée
containing compound. The structural features of the maatifio in the tetragonal
Sm(Fe,Ti);2 phase can also be explained by considering a volume expaokibe
parent phase with occupation of octahedral interstitials.

Interstitial modification of thesm 3(Fe,Ti)29 phase structures [CLKD4] includ
hydrogen, nitrogen and carbon interstitial modificatiorfan 3(Fe, Ti)29N 5 alloys
have been synthesized with notable increase in the anggofields, saturation mag-
netization and T’s.

19.3.9 Amorphous and Nanocomposite Materials.

Amorphous and more recently nanocomposite materials haee mvestigated as
magnetically soft materials for many applications. Thent@anocompositevill be
used for alloys that have a majority of grain diameters inrétmge from~ 1 — 50 nm
embedded in an amorphous matrix. Interest in nanocompsasfitenagnetics derives
from synergy in the properties of the amorphous and cryiséaihases from which it
is composed. Interesting properties in amorphous and mampasite materials derive
from chemical and structural variations on a nanoscalelwéie important for devel-
oping unique magnetic properties. We review structer@roperties relationships in
amorphous and nanocomposite material. Nanocompositdsatessed further below.
Amorphous alloys are topologically disordered. Crystalalloys have long range
(periodic) order in their atomic and (usually) spin posi8o The magnitudes of the
spin dipole moments are typically uniform and exchangeauions are discrete as
a result of the periodicity. Amorphous alloys have shorgeatomic order but lack
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long range order and have disordered spin positions, spgnifuales and exchange
interactions. Attributes of amorphous alloys which defigen disorder are:

(i) More possible spin configurations, including non-aodlar arrangements.
(i) More free volume in the amorphous state than in the atlige state influences
the size of dipoles and net magnetization.
(iii) The metastable thermodynamic state is promoted hyyaily with glass form-
ers which reduce net dipole moments by dilution and/or bamdi

(iv) Magnetic species can have different coordination petyra and different near-
est neighbor symmetries than in their crystalline couraeg

(v) Strong positional disorder cause large fluctuations<change. There can be
competing ferromagnetic and antiferromagnetic exchamigeactions.

(vi) Amorphous alloys possess random magnetic anisotropy.

These contribute to rich magnetic phase diagrams.

19.3.9.1 The Structure of Amorphous Materials.

Table 19.6 classifies amorphous and nanocrystalline abpghort-range orderlong-
range order and the ordering length scales [O’H87]. Crystalline adlaye designated
macrocrystalline, microcrystalline, or nanocrystallilemorphous alloys with local
order similar to crystalline counterparts are known as Avhous | alloys, whereas
amorphous alloys with non-crystalline local order belam¢hie Amorphous Il type.

In amorphous solidsatomic positions lack crystalline (periodic) or quasgtalline
order but have short-range order. Amorphous metals ardlysieucturally and
chemically homogeneous, which gives them isotropic prigeattractive for many
applications. Chemical and structural homogeneity cad teaisotropic magnetic
properties that are important in materials for many indigctiomponents.

In amorphous metals, atomic correlations extend only tonacigordination shells
(0.1 to 0.5 nm out from the central atom), resulting in significant breridg of peaks
and fewer features in x-ray diffraction patterns.nanocrystalline alloysfinite size
effects give rise t&cherrer broadeningf the XRD peaks. For a particle size biim
(i.e., about unit cells) the peaks have broadened so much that they pvanid the
high angle peaks are no longer resolved. The peak broadenmgignature of the
nanocrystalline structure

Atomic distances in an amorphous solid can be describedépahr correlation
function,g(r). The pair correlation function is defined as the probabtligt a pair
of atoms are separated by a distance We considerN atoms in a volumé?; let
ri,ro,...ry represent the positions of these atoms with respect to @naaxtorigin.
The distance = |r; —r;] is the length of the vector connecting atoiasd;. Related
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is the spatially dependent atomic densityom(r), defined as:

Patom(T") = %g(r), (19.75a)

and theradial distribution function RDF(r), defined in terms of the atomic density:
RDF(r) = 47r? pasom (1)dr, (19.75b)

The radial distribution function, ROF), represents the number of atoms between the
distances andr + dr-.

The functionspaiom(rr) andg(r) are determined from scattering experiments using
wavelengths on the order of atomic distances. A completelicwurally disordered
material (e.g. a gas) has a uniform probability of findingghéioring atoms at all
possible distances (larger than twice the atomic radiaajlihg to a featureleggr).

In a crystalline solidg(r) is represented by a set déita functions related to the
discrete distances between pairs of atoms (i.e., a diitragtattern). In amorphous
alloys, broad peaks ig(r) reflect the presence of short range order.

19.3.9.2 Amorphous Metal Synthesis

Fig. 19.53(a) illustrates that it is possible to cool allfast enough to avoid the nose of
the liquid to solid phase transformation iT&T diagram This requires solidification
fast enough to preclude nucleation of the stable crystalihase. In this case an
amorphous structure. Such a material is call@dedallic glass Eutectic alloys where
the liquid phase is already stable to low temperatures aal.id\Iso of interest is the
return to thermodynamically stable phases (or intermediadtastable phases) in the
process of crystallization (or nanocrystallization) igFL9.53(b).

The pioneering work of Duwez [DWW60] was followed by discoyef many
metallic glass sytems produced by rapid solidification. Aphous alloy synthesis
typically require cooling rates- 10* % [MWL99]. Rapid solidification techniques
includesplat quenchingmelt spinning etc. In melt spinning, alloys at temperatures
typically greater than 1300 K are cooled to room temperaiturel ms, at cooling
rates of~ 106 % Fig. ?? illustrates the melt-spinning process where an alloy aharg
is placed in a crucible with a small hole at one end. The alioypically induction
melted. Surface tension keeps the melt in the crucible antihert gas overpressure
pushes the melt through the hole onto a rotafihgwheel. The stream rapidly solid-
ifies into ~ 20um thick amorphous ribbons. Reviews of melt spinning incltitese
by Liebermann [Lie83] by Davies [Dav85] and by Boettinged &erepezko [BP85].

Many other techniques have been used in amorphous metakesymincluding:

e Rapid Solidification ProcessingAmorphous alloys can be produced by rapid so-
lidification processing routes, typically requiring cowirates> 10* K/s. Examples
of these techniques include splat quenching, melt spinmitty
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Fig. 19.53. TTT diagram for a hypothetical eutectic alloyg§®L].

Fig. 19.54. Schematic of melt spinning, illustrating flonnoblten metal onto rotating wheel.

e Solidification of Bulk Amorphous Alloys: Bulk amorphouswiare formed by
conventional solidification with slow cooling rates. l&rge glass forming ability
allows producing amorphous materials with much larger disiens (up to cm).
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e Powder Synthesis: Amorphous metals may be synthesized as powders or com-
pacted to form bulk alloys with an amorphous structure. heples includ@lasma
torch synthesi§Tur99] , gas atomizationandmechanical milling Rapid solidifi-
cation in the gas phase (e.g. ultrasonic gas atomizatiosplatting on a substrate
can lead to the formation of nanometer-sized glassy draplahoglassefGle89].

e Solid State Mechanical Processingin mechanical alloyingthe energy of the
milling process and constituent thermodynamic propeditermine whether amor-
phization will occur. Mechanical alloying is also a meanssghfthesizing amor-
phous alloys by solid state reaction of two crystalline edatal metals in multilayer
systems with a fine interlayer thickness [JAV85].

e Amorphization by Irradiation: Crystalline alloys can be made amorphous by ir-
radiation by energetic particles beam [MN82]. Amorphiaatis an effect that is
often observed at high particle fluences in radiation damhaggterials [Sut94].

e Thin Film Processing: Thin film depositidechniques were shown as early as
1963 [MWdNG63] to produce amorphous alloys.

19.3.9.3 Thermodynamic and Kinetic Criteria for Glass Fation

Glass forming abilitf GFA) involves suppressing crystallization by preventiugle-
ation and growth of the stable crystalline phase. The daation of a eutectic liquid
involves partitioning of the constituents so as to form tiadk crystalline phase. GFA
can be correlated with threduced glass forming temperature,, T defined as:

T(]

T,y = T_L (19.76)

where T, and T, are the liquidus and glass transition temperatures, résphc Be-
low the glass transition temperature,, The atomic mobility is too small for diffu-
sional partitioning of alloy constituents.

The thermodynamic condition for glass formation is desatiby the T, construc-
tion illustrated in Fig. 19.55, for ad — B eutectic system. For compositions between
the Ty curves the liquid phase can lower its free energy only thindhg partitioning
of the chemical components, nucleating Africh or B-rich region that expels the
other (B or A) constituent as it grows. This nucleation and growth preceguires
long range diffusion to continue. If an alloy can be quendbeldw its glass transition
temperature, Jin the region of compositions between twg durves, then the atomic
motion necessary for this partitioning will not be possibiel the material will retain
the configuration of the liquid. The glass forming abilityitereased for materials
where the reduced glass forming temperaturg, i large.

Massalski [1981] [Mas81] presented thermodynamic andtidimensiderations for
the synthesis of amorphous metals. The criteria suggestg@aftionless freezingno
composition change) of a liquid to form a metallic glass are:
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Fig. 19.55. (a) T construction for am B binary alloy with a deep eutectic. (b) In an alloy for
which the Ty curves intersect above, Partitionless solidification is not possible [Wil0Q].

(i)

(ii)
(i)
(iv)

(V)

Fig.

Quenching to below thegTcurve: The Ty curve is the temperature below
which there is no thermodynamic driving force for partiiiog and the liquid
freezes into a solid of the same composition. ThecUrve is the locus of
T-composition points where the liquid and solid phase freergies are equal.
Morphological stability:depends on the comparison of imposed heat flow and
the velocity of the interface between the amorphous anddighbases.

Heat flow: To prevent segregation, liquid supercooling must exc%eﬂhere
L is the latent heat of solidification and C is the specific lefdhe liquid.
Kinetic Criteria: A critical cooling rate, R, for quenching of the liquid is
empirically known to depend on thieduced glass forming temperaturg,, T
Structural Atomic size ratios with difference exceedirgl3 % (consistent
with Hume-Rothery rul@getard the diffusion necessary for partitioning.

19.56 illustrates examples of two alloy systems thétilek relatively deep

eutectics and can be rapidly solidified to form a metallicsglarheFe-Zr, system is
an example of a eutectic in a late transition metal/earlyditeoon metal system. The
Fe-B system is an example of a eutectic in a (transition) metaltoéd system.

Criteria i is a condition on the supercooling of the liquidrit€ria iii requires that
heat must be transported quickly enough from the movinglsigiation front. This
is determined by heat transfer between the amorphous dudisepand the wheel and
depends on the wheel conductivity, speed and the degreettihgvdy the liquid.
Criteria iv defines a critical cooling rate required to preMienucleation and growth
of the crystalline phase. Deep eutectics occur in systerislaige positive heats of
mixing and consequent atomic size differences motivatiegctiteria v
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Fig. 19.56. Eutectic phase diagrams for the (a) Fe-B and ébfi=sytems. In both cases the
alloys can be rapidly solidified to form a metallic glass [U].
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(a) Ferromagnet (b) Antiferromagnet, (c) Speromagnet (d) Sperimagnet
Ferrimagnet

Fig. 19.57. Spin configurations possible in amorphous mag(&) ferromagnet, (b) antiferro-
magnet or ferrimagnet, (c) speromagnet and (d) sperimagnet

19.3.9.4 Magnetic Dipole Moments and Their Ordering.

The most important determinant in the magnitude of magr#iiole moments in
amorphous alloys is alloy chemistry and then positionabmier. The issue of the
influence of alloy chemistry on magnetic dipole moments atadjmetization, previ-
ously illustrated in the Slater-Pauling curve, can be askld in a more quantitative
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manner in a variety of empirical models. Weak solutes, andéfby a valence dif-
ferenceAZ < 1, are explained by the previously discussigid band modelvhile a
virtual bound state modé$ employed when the solute perturbing potential is strong,
AZ > 2. TM moment reduction due to sp-d bonding with metalloid glemers
is in addiition to dilution effects! Therefore amorphousgnat inductions are signif-
icantly reduced as compared with elemental counterpartsnéht reduction due to
coordination bonding has been discussed by Corb and O’légrf@lO85] and mag-
netic valence ideas have been developed by Williams [WMMT83

The absence of crystalline periodicity in amorphous maketeads to distributed
local exchange interactions and sometimes competing egehateractions. This
leads to richness in the possible magnetic structures inr@moas materials. The
collinear magnetism found in crystals, i.e. ferromagmetfianti- ferromagnetism and
ferrimagnetism are all observed in amorphous materialsadutition, non-collinear
magnetism can also be observed in the fornspéromagnetisrasperomagnetism
and sperimagnetism Competing exchange interactions can also lead to frimstrat
and spin-glass behavior [Coe78]. These configurationsepitdd in Fig. 19.57.

19.3.9.5 Random Exchange

As compared with bulk crystalline materials amorphousyalltypically have reduced
Curie temperatures, due to alloying with glass forming &leta [O’H87]. Amorphous
alloys also have large distributions of interatomic spgsiresulting in distributed ex-
change interactions which alter the mean field descriptfdvi(@) [Chi78].

Distributed exchange is predicted on the basis of a digtabwf nearest neigh-
bor distances anBethe-Slater curveObservations of distributed hyperfine fields in
Mossbauer spectrosco@re consistent with this. Handrich and Kobe incorporated
distributed exchange into mean field theory to predict M@)d&morphous magnets.
The mean field theory for the temperature dependence of tiga@tiaation in amor-
phous alloys was proposed by Handrich and Kobe [Kob69] [I94n6

To consider the effects of positional and chemical disom@morphous alloys we
are guided by simple Taylor series expansions of the exeéhangrgy:
oJ aJ

ar)m J=Jo+ (%)AC (19.77)

where the first expression reflects positional (R) and therstchemical disorder (C).
The starting point for each of these is a description of J¢QJR) in similar crystalline
alloys. For J(C) we can be guided by the Slater-Pauling cane:for J(R) we can be
guided by the Bethe-Slater curve. In the case of positiorsarder, the first order

effects can be predicted by recognizing that et (%) > 0, for Co, (%) ~ 0

JZJ()‘F(

and forNi, (%) < 0in their pure crystals according to the Bethe-Slater curve.
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Considering positional disorder the mean field theory dpton of the Curie tem-
perature can be modified to yield:

T, = %}:1) / T(r)g(r)dr (19.78)

whereg(r) represents the previously defined pair correlation functinother ap-
proximate method for arriving at the positional disord&r) is to use the Scherrer
peak broadening in an amorphous XRD pattern.

The temperature-dependence of the magnetization for droagpalloys has been
fit using a two-parameter exchange fluctuation mean fieldrjhg@WLM99]. This
is shown to give better fit m(T) data than a single parametetahfor amorphous
alloys. The modification made to the Handrich-Kobe [Han®&@j469] model defined
two J-parametersj, andd_ to yield the mean field equation:

1
m(T) = 5 (Bul(1+84)2) + (Byl(1+-)a]) (19.79)
where); andj_ can differ due to the position on the Bethe-Slater curve. Ghk
laghermodel gives a better quantitative fit to the temperature dépece of the mag-

netization.

19.3.9.6 Random Magnetic Anisotropy

The discussion of an effective magnetocrystalline aniggtin both amorphous and
nanocrystalline materials is deeply rooted in the notioa@ndom local anisotropy as
presented by [ABC78b] [ABC78a]. The original basis for tlniedel is in the problem
of averaging over randomly oriented local anisotropy axBse random anisotropy
model leads to a small effective magnetic anisotropy dubkddtatistical averaging of
the magnetocrystalline anisotropy.

In amorphous alloys the notion ofcaystal field(which determined K in crystalline
materials) is replaced by the concept of a short-range faddlon the scale of several
~ 1 nm. The symmetry of the local field determines the local mégramisotropy,
K (r). The symmetry of the local field in amorphous alloys depemdi®cal coordi-
nation and chemical short-range order in the amorphougsall®he local anisotropy
may large but is averaged out due to fluctuations in the aiemt of easy axes. The
statistical averaging of the local anisotropy takes pla@ a length scale equivalent
to the ferromagnetic exchange length length,.L

As in the macroscopic picture of a domain wall, the local aingpy correlation
length is determined by a balance of exchange and anisoémogrgy densities. Con-
sidering these two terms in timeagnetic Helmholtz free energyy Ki.e. ignoring field
and demagnetization terms) can be expressed as:

F, = / A(r) V2 = Ky (r)[m - i) (19.80)
14
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Fig. 19.58. (a) Cartoon illustrating N nanocrystallineigsaof dimension D, in a volumé&?,
and (b) the dependence of coercivity on grain size in the étarodel.

where A = A(r) is the local exchange stiffness, = % is the reduced magne-
tization, 77 is a unit vector in the local direction of an easy axis, &d= K;(r) is
the leading term in the expansion of the local magnetic amipy. If we denote the
length scale of chemical or structural fluctuations in th@ghous material as | (this
will be on the order of 1 nm for a typical amorphous materigfr this casd.., >> [
(or D,) in soft materials and a statistical averaging®of(r) over a volume ofv L3,
is warranted. Considering a random walk through a volurpg which samples all
local anisotropies, leads to a scaling &f (r) by (Llﬂ)% to arrive at an effective
anisotropyK.s¢. This scaling is responsible for the substantial reduatiothe mag-
netic anisotropy in amorphous alloys. In TM-based amorghaloys wherek (r)
is small to begin with and.., >> [ thenK_.is very small in good agreement with
experimental observations for amorphous transition natays. On the other hand
for amorphous rare earth based materials whére-) is large andZ.?, may sample
only a few fluctuations in n thei. ;s can remain quite large [ABC78b] [ABC78a].
Amorphous rare earth alloys with substantial coercividiesoften observed.

Consideration of the benefits of nanocrystalline alloystdt magnetic applications
include the coercivity and the permeability. Reduction oércivity and the related
increase in permeability are both desirable propertiegsctdrabe found in select amor-
phous and nanocrystalline alloys. The extension of theaananisotropy model by
Herzer [Her97] to nanocrystalline alloys has also been asdhe premise for explain-
ing the soft magnetic properties of these materials (Figh8P The Herzer argument
for effective anisotropies in nanocrystalline materialids on the arguments of the
random anisotropy model for amorphous alloys presentedeabo

Herzer considers a characteristic volume whose linear mina is the magnetic
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exchange lengthl.., ~ (%)%. The Herzer argument considers N grains, with ran-

dom easy axes, within a volume of Lex3 to be exchange coupBidce the easy
axes are randomly oriented, a random walk over all N graidsyéld and effec-

1
tive anisotropy which is reduced by a factor(o}%) * from the value K for any one
grain, thusK ;¢ = \/—I§V The number of grains in this exchange coupled volume

3
N = (LBI) , where D is the average diameter of individual grains. Tingathe
anisotropy self-consistently, then:

M} N {K4D6} (19.81)

A A3
Since the coercivity can be taken as proportional to thetfieanisotropy, this analy-

sis leads to Herzers prediction that the effective aniggtemd therefore the coercivity
should grow as the 6th power of the grain siZé&; ~ Hx ~ DS For such a reduc-

tion in the coercivity to be realized, Herzer noted that taaacrystalline grains must
be exchange coupled. This is to be contrasted with uncoygaditles that have an

exchange length comparable to the particle diameter arsliaeeptible to superpara-
magnetic response.

Kepp ~ KD% ~ [

19.3.9.7 Pair Order Anisotropy

Induced anisotropy is also very important in tailoring thegerties of amorphous and
nanocomposite magnets. Many ferromagnetic materialbdn uniaxial anisotropy
when they are processed in a magnetic field.idduced anisotropyarallel (or per-
pendicular) to the applied magnetic field direction can b&ioled .Controlling the
magnetic anisotropy in amorphous soft magnetic matersaisiportant to technical
applications of the materials. Induced anisotropy inckid@) roll-anisotropy, (b)
stress annealing anisotropy, (c) field induced anisotrefay,

Field induced anisotropy is obtained by annealing in a mégfield. The mech-
anism requires the presence of different atomic specidsatieathought to form or-
dered atomic pairs aligned with, or perpendicular to thel féd illustrated schemati-
cally in Fig. 19.59. Fig. 19.59 (a) shows hypothetical atbairangements in a ran-
dom equiatomic A-B alloy. Here the atoms are distributed mgnsites randomly.
Fig. 19.59 (b) shows an ordered equiatomic A-B alloy for cangon. Fig. 19.59 (c)
shows the same alloy with directional pair ordering. In dii@nal pair ordering, more
atomic pairs A-B pairs point in the direction (or perpendieuo) the field direction.

Field annealing yields induced uniaxial anisotropy in tlrection of the applied
field as shown in Fig. 19.59 (d). This can be used to tailor th&tdresis loop to
influence the permeability (Fig. 19.59 (d)). This can resuthe annealing field in a
direction transverse to the magnetic path will shear thp &a result in a nearly linear
B-H response. The magnetization process is dominated byothdon of moment

is
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Fig. 19.59. (a) Random atoms in an A-B alloy system, (b) aem@d equiatomic A-B alloy, (c)
directional pair ordering and (d) shearing of the hysterksip from pair ordering.

vectors within domains, and domain wall motion is minimizddhis is important in
minimizing the power loss due to irreversible wall motiorspdefects.

Important technical magnetic properties of amorphous reigmalso derive from
random magnetic anisotropyhe magnetic anisotropy in amorphous materials is typ-
ically low. Interesting properties also derive from zerogmetostriction inCo-based
alloys.

19.3.9.8 Examples of Amorphous Metal Alloy Systems.

Common glass forming systems include Group lla-transitietal, actinide-transition
metal, and early transition metal (TE)-Group lla alloy syss [AE83]. There are
several classes of alloy systems that have been shown tocbawaercial potential.
The first of thesemetal-metalloid amorphous systeinglude simple metal, early
transition metal and late transition metal metalloid syste The second class are the
rare earth transition metal (RETM) amorphous systeamsl the third class are tiege
transition metal (TL) - early transition metal (TE) systersthis section, we discuss
each of these classes as well as a few interesting multicoem@ystems.

Metal - Metalloid Systems.

Metal-metalloid systems include early (TE) or late (TL)ts&ion metals along with
metalloids(M = C, B, P, Si, etc.). Eutectic compositions are found neé+30 at%
M in typical TL-M systems . The eutectic alloy compositioroiffen bracketed by a
solid solution and an intermetallic alloy with compositiacher in M. There may also
be other M-rich high temperature phases and/or metastatgierietallic phases.

TL-M systems are among the important amorphous systems &omnatic appli-
cations. In these alloys, considerations of glass forminifities and the desire to
maintain high early transition metal (typicalle or Co and sometimedli) concen-
trations are paramount. A series of eutectics that form thedfe - andCo-rich edges
of TL-M binary phase diagrams are summarized in Table 19.7.
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Table 19.7.Glass forming ability parameters (eutectic compositiod gamperature,
and solubility) in binary TL-M systems [MWL99].

Binary  z. Te T. Solubility of X Terminal

Alloy (at%) (wt%) (°C) at600 (°C) (at%o) Phases
Fe-B 17 3.8 1174 0 Fe, Fe2B

Co-B 18.5 4.0 1110 0 Co, Co2B, (CosB)
Cr-C 14.0 3.6 1530 0 Co, CeCras
Fe-P 17 10.2 1048 1 Fe, FesP

Co-P 19.9 115 1023 0 Co, Co2P
Fe-Si 33 20 1200 10 Fe, 3-Fe2Si, (FesSi)
Co-Si 23.1 12.8 1204 8 Co, a-Co28Si, (Co3Si)

RareEarth - Transition Metal Systems.

Amorphougare earth - transition metal (RETM) systelmave been studied widely,
in part because of their importancemagneto-optic material€Co 5o Gd 20 amorphous
alloys were the first materials considered for magnetoeoptiording. [CCG73] dis-
covered the phenomenon of perpendicular magnetic ango{RMA) in amorphous
GdCo films. In a presumably isotropic amorphous material, this@nopy was puz-
zling. Atomic structure anisotropy (ASA) was proposed aswaee of the large PMA.
This anisotropy results from preferential ordering of aipairs in the amorphous
materials. Another model [GC78] proposed selective raéspng to explain the ASA.

In 1992, [HS85] employed the polarization properties of B38A(see sectiofi?) to
measure and describe the anisotropic atomic structureedatt it to the amplitude
of the PMA in amorphoudbFe. They reported a direct measure of the ASA in a
series of amorphouBb Fe films and correlated it with the growth conditions and the
magnetic anisotropy energy [HPO1].

Early Transition Metal - Late Transition Metal Systems.

Early transition metat late transition metabinary alloy systems can have eutectics
on both the TE- and TL-rich sides of the phase diagram. Ofrteldyical importance
for magnetic applications are the TL-rich eutectics, sifieeCo andNi, the ferro-
magnetic transition metals, are TL species. The TL-ricketids are of interest in that
they typically occur a8-20 at% of the TE species. These alloys do not have as deep a
eutectic, making them harder to synthesize, but they do laager7,., temperatures,
making the resulting amorphous alloys more stable.

Eutectics forming near thig: - andCo-rich edges of TL-TE binary phase diagrams
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Table 19.8.Glass forming ability parameters (eutectic compositiod gamperature,
and solubility) in binary TL-TE systems [MWL99].

Binary Te Te T. Solubility of X Terminal

Alloy (at%) (wt%) (C) at600 (°C) (at%) Phases

Fe-Zr 9.8 15.1 1337 0 Fe, FesZr

Co-Zr 9.5 14 1232 0 Co, v-CosZr, (6-Co4Zr)
Fe-Hf 7.9 21.9 1390 0 Fe, A-Fe7Hf 3
Co-Hf 11 27.2 1230 0.5 Co, Co7Hf 2, CoasHf g
Fe-Nb 12.1 18.6 1373 0 Fe, FeaNb
Co-Nb  13.9 20.3 1237 0.5 Co, CosNb
Fe-Ta 7.9 21.7 1442 0 Fe, FesTa
Co-Ta 13.5 32.4 1276 3 Co, CosTa

are summarized in Table 19.8. Terminal alloy compounds émef @hases in proxim-
ity to the eutectic in these systems inclutée Zr, FeoHf , CosZrandCooHf phases,
which all have the cubidIg Cu s Laves phase structures. The;Ta, CosTa, FeoNb
and)-Fe,Hf 3 phases have the hexagohal Zn ; Laves phase structures. Other com-
pounds includéesZr, §-Co4Zr andCoo3Hf ¢ (with the cubicThgMn g structure).

19.4 Current and Emerging Areas
19.4.1 Nanocomposite Magnets

Magnetic properties stemming from chemical and structwaghtions on a nanoscale
are among those most significantly impacted by amorphouslsadRecent research
has focused onanocompositandbulk amorphous alloyfor many applications. A
metal/amorphous nanocomposiseproduced by nanocrystallization of a multicom-
ponent amorphous precursor, to yield a nanocrystalline@kabedded in an amor-
phous matrix. Important nanocomposites have nanocriysajtains of aljcc, DO3 or
CsCl) Fe(Co)X phase, consuming0 — 90% oby volume in an amorphous matrix. A
typical nanocomposite microstructure [Wil00] is illugtd in Fig. 19.60. Table 19.9
lists magnetic nanocomposite and bulk amorphous systenagnstic applications
also exist forbulk amorphous alloysvhich can often be synthesized at cooling rates
as low asl K/s.

Understandingrimary nanocrystallizatiofs important in developing nanocomposites
[MJOT03]. Fe-based metallic glass crystallization is the most widelyd&d pro-
cess [Lub77]. Typical commercidle-based metallic glass alloys amypoeutectic
(Fe-rich), and are observed to crystallize in a two-step precAgrimary crystalliza-
tion reaction (Am— Am’ + a-Fe) is followed by secondary crystallization of the glass
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Fig. 19.60. (a) cartoon of a nanocomposite with nanocrysiaibedded in an amorphous ma-
trix; (b) high resolution TEM image of a nanocrystallizedTPERM material [WLM"98].

Table 19.9.Examples of nanocrystalline and bulk amorphous alloy syste

Alloy composition Citation Alloy composition Citation
Fe-Si-B-Nb-Cu [YOY88] Fe-Si-B-Nb-Au [KMIM89]
Fe-Si-B-V-Cu [ST90] Fe-(Zr Hf)-B [SKIT90]
Fe-(Ti,Zr Hf Nb,Ta)-B-Cu [SMKT91]  Fe-Si-B-(Nb,Ta,Mo,W,Cr,V)-Cu [YY91]
Fe-P-C-(Mo,Ge)-Cu [FFST91]  Fe-Ge-B-Nb-Cu [YBYS92]
Fe-Si-B-(Al,P,Ga,Ge)-Nb-Cu  [YBYS92]  Fe-Zr-B-Ag [KYK 193]
Fe-Al-Si-Nb-B [WST93] Fe-Al-Si-Ni-Zr-B [CINO3]
Fe-Si-B-Nb-Ga [Tom94] Fe-Si-B-U-Cu [SPKt95]
Fe-Si-B-Nd-Cu [MMK96] Fe-Si-P-C-Mo-Cu [LGX196]
Fe-Zr-B-(Al,Si) [1G96] Fe-Ni-Zr-B [KDS*96]
Fe-Co-Nb-B [KHD*97]  Fe-Ni-Co-Zr-B [1Z1T97]
Fe-Co-Zr-B-Cu [WLM +98]

former enriched amorphous phase, AKH81]. [LL78] studied the crystallization ki-
netics ofFe,B;_, alloys usingdifferential scanning calorimetry (DSCActivation
energies for crystallization were determined to be larfydhe eutectic compositions.
Amorphous alloy precursors to nanocomposites are typitased on ternary (or
higher order) systems. These are often variants of TL/TB/8fesns. In many cases,
a small amount of a fourth element (making the allgysiternary such aCu, Ag,
or Au can be added to promote nucleation of the nanocrystallissehFive- and
six-component systems are also commonplace if more thametedloid and/or early
transition metal species are used as glass formers. A nattixpical elements in
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many amorphous phases is given by [Wil00]:

Fe Ti V Cr B C Cu
Co Zr Nb Mo Al Si P Ag
Ni Hf Ta W Ga Ge Au

Magnetic metal/amorphous nanocomposites [MWL99] havesléxat soft mag-
netic properties as measured by the figures of merit of coathbinagnetic induction
and permeability, high frequency magnetic response, aedtien of magnetic soft-
ness at elevated temperatures. Applications have beetifie@rior the patentede-
Si-B-Nb-Cu alloys (trade-name FINEMET) [YOY88] aniék M/ B Cu alloys (trade-
name NANOPERM) [SK190]. Another nanocomposite¢; ,Co,)ssM7B4Cu (M
=Nb, Zr, Hf) soft magnetic material is known as HITPERM [WL\8]; HITPERM
has a superior high temperature magnetic induction.

Two routes are possible for inducing anisotropy in nandatise alloys are possi-
ble. The firstidield annealingwhere a previously crystallized alloy is annealed in an
applied field at a temperature below the secondary cryztitin temperature. In the
second, callefield crystallization the amorphous precursor is field annealed and the
nanocrystalline grains are precipitated in the presentiesofield. In addition to pair
ordering, the field crystallization technique holds paotadrfor altering the crystalline
texture of the precipitated grains. This would allow magueegstalline anisotropy as
well as induced anisotropy to be controlled.

19.4.1.1 Crystallization of Metallic Glasses.

We categorizerystallization reactiongrom a parent amorphous phase. In analogy
with non-diffusional transformations in solids. The dission of crystallization in
amorphous alloys anthicromechanisms of crystallizatidiollows the work of U.
Koster [KH81]. We illustrate transition metal metalloid rallic glasses. We can,
however, use this to discuss crystallization of other amous alloys. We use the
Fe-B-phase diagram (Fig. 19.61) as an example.

Consider a chemically homogeneous amorphous solid. Prassfdrmations can
be diffusional or non-diffusional. Non-diffusional phasansformations can occur
where the parent phase and final phase are both amorphousi.e.

B(amorphous) — alamorphous) (19.82a)

An example is a pseudmartensitic phase transformatiomsmetallic glasses [CO85]
where change in local short-range order frimt to heplike is inferred from thermal
hysteresis in magnetic anisotropy. Diffusional decomipamsireactions are reported
where the parent phase and final phase are both amorphousi.e.

o' (amorphous) — a(amorphous) + B(amorphous) (19.82b)
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Fig. 19.61. (a)Fe-Bphase diagram (b) G(X) curves and crystallization reastiamd (c) mi-
crostructure development during crystallization or offlecomposition reactions.

This can occur bywcleation and growtlor other mechanisms. An example is amor-
phous phasspinodal decompositiotiat is observed idr-Ti-Be metallic glasses.

Crystallization reactions require the parent phase to b&pihous and one or more
of the final phases crystalline. Thlymorphic crystallizatioris a non-diffusional
phase transformation where an amorphous parent phasatrgstto a final phase of
the same composition according to the reaction:

B(amorphous) — a(crystalline) (19.82¢c)

The stable crystalline phase could be a supersaturatedalia metastable or stable
crystalline compound. Polymorphic crystallization is motommon alloy primary
crystallization route as they requires compositions thateither close to that of the
pure element or compounds. Further decomposition of thetaltine phases, e.g. pre-
cipitation form the supersaturated solid, are possibléa®to equilibrium structures.
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Crystallization reactions that are diffusional can besifeesd asprimary crystalliza-
tion or eutectoid crystallizationrespectively. Primary crystallization is a diffusional
phase transformation where the parent phase is amorphdubkafinal phases are a
crystalline phase and an amorphous phase depleted of thargrcomponent of the
crystalline phase. Examples in a simple A-B eutectic systemld be:

d(amorphous) — a(A — rich, crystalline) + S(amorphous)  (19.82d)
d(amorphous) — (B — rich, crystalline) + B(amorphous)  (19.82e)

Equilibrium is achieved through subsequent secondaryaltizsition of the new amor-
phous phase.

A diffusional phase transformation where the parent phasariorphous and the
final phases are both crystalline phases and an amorphoss gbpleted of the pri-
mary component of the crystalline phase is catdetectoid crystallizationA typical
eutectoid reaction is given by:

~v(amorphous) — a(A — rich, crystalline) + B(B — rich, crystalline) (19.82f)

Eutectoid crystallization is analogous to eutectic cjigition, in that it requires
mutual diffusion between the A-rich and B-richg phases. Fig. 19.61(a) illustrates a
binaryFe-B phase diagram on the-rich end of the diagram. Fig. 19.61(b) illustrates
hypothetical free energy curves for crystalline and amoyshphases in th€e-B
alloy system. Here equilibrium crystalline phases on tbe-iich side of the phase
diagram includen-iron, and the compound&sB andFe;B (analysis can be made
more complicated by considering the possibility of metialgta-iron, andFe;B).

For amorphous alloys of various compositions [1] ¢B]stallization reactiongan
be described. Reaction [1] is an examplepolymorphic crystallizatiorof a-iron.
Reaction [4] is an example @llymorphic crystallizatiorof Fe3B. Reaction [2] rep-
resents th@rimary crystallizationof a-iron. Reaction [3] represents the simultaneous
eutectoid crystallizationf a-iron andFe3B. Reaction [5] represents the simultaneous
eutectoid crystallizatiomf a-iron andFe,B These are examples dfscontinuous re-
actions As can be seen in Fig. 19.61(b) these reactions have thestadgving force
and are therefore thermodynamically favored. On the otaedhthey require two
components to separate into two new phases and therefarkelthke more time than
polymorphic reactionswvhere no diffusion is required, or everimary crystallization
where solute is expelled to an existing amorphous phasewddgcomes enriched in
glass formers.

The replacement oB by Si increases the activation energy barrierdinbased
metallic glasses [RF82]. The primary crystallization tewrgiure I, has been stud-
ied as a function of transition metal substitution, X, irdv, X, Si;(B12 compounds
[DD78] . Variations inT,; are explained using thidume-Rothery rulescorrelating
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T.1 with the cohesive energies of the pure X species and the atsizé. Two im-
portant observations were that: (@ additions, which promote the nucleation of
the primary nanocrystals by clustering, resulted in sigaift reductions iff,;, with
additions as small a&.5-1.0 at %; and (2) early transition metal (e.gr, Hf , Mo)
additions impede growth and result in the largest primaygtadlization temperatures.

Primary crystallization is important in developing nanogaosite microstructures,
as microstructures can be stabilized with nanocrystalseeladed in an amorphous
matrix that is more stable than the parent phase. Increasemgnetization often
accompany primary crystallization which can be probed erttomagnetic measure-
ments [JHG 01]. Inhomogeneity in the composition of the new amorphohase
after primary crystallization results from the build up effly transition metal species
near the nanocrystal amorphous phase interface which carobed byatomic probe
field ion microscopy, APFINPWH*01] [OQL™09]. Nanocrystallization has been an-
alyzed using Johnson-Mehl-Avrami nucleation and growttekts with morphology
indices identifying the micromechanisms [HTW9], [HMLT02].

It is only through secondary or higher order transformatitmat the amorphous
phase is completely consumed. Interesting primary andnstzey crystallization re-
actions often yield metastable crystalline phases in payisvioward eventual equi-
libration. Secondary crystallization can often have slslyginetics because of the
complicated crystal structures of the product phase. Gfquéar recent interest has
been in phases with stoichiometrigs,;Bg [ZBC 03], [LOLMO07] andFe,3Zrg and
their stabilities [OCLT 08]

19.4.1.2 Figures of Merit for Nanocomposite Magnets.

Fig. 19.62 shows figures of merit for soft magnets [MWL99¢ #aturation induction
and permeability. Permeability is inversely proportiot@mkoercivity, H.. Improv-
ing soft magnetic properties requires tailoring chemistrgrostructural optimization,
recognizing thatd, decreases with grain sizé() for D, >~ 0.1 — 1um where
D, exceeds the domain wall widtld«(). Grain boundaries impede wall motion so
Hiperco, etc. are widely used in inductive applications tubigh flux density, high
permeability and low core losses.

Coercivity mechanisms [MWL99] indicate that fér, <~ 100 nm, H. decreases
rapidly with decreasind, (Fig. 19.58). It is understood that when the domain wall
thickness is large fluctuations in magnetic anisotropy ersttale ofD, are irrelevant
to wall pinning.Fe Co-based nanocomposites (HITPERM) [MWL99] [WL\8] ex-
hibit excellent soft magnetic properties through expiamjtihis Herzer model [Her97].
Alloys near equiatomidie-Co ratios are standard bearers for high induction with
grains much smaller than domains [LOB7]. The potential for nanocomposites al-
loys to push the envelope for high-f magnetic componentseamsing power densities
and allowing smaller volume components is pushing recéhtisagnet development.
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Fig. 19.62. Figures of merit for soft magnets, saturatia@ugtion and permeability [MWL99].

The bccderivative nanocrystals embedded in an amorphous madkig high sat-
uration induction and low core losses unobtainable in aimoup or large grained
crystalline alloys. Increased glass former concentraitiothe intergranular amor-
phous phase impede diffusion, prevent grain coarseningaliot nanostructure re-
tention [MWL99]. HITPerm alloys are of particular interestr high temperature
applications.

19.4.1.3 Applications of Nanocomposite Magnets.

There is an increasing demand for miniaturization and higlogver density in elec-
tronics operating at high frequency and high temperattie desirable that magnetic
materials have improved properties such as low core log$, $aturation magnetic
flux density, high Curie temperatur&,, and linear magnetization as a function of
field at high frequencies. Previously mentioned soft magydetnot satisfy these new
requirements because of high core losses at high frequenelatively low saturation
induction, and/or relatively low temperature stabilityrofignetic properties. Amor-
phous alloys have properties desirable in applicationk asqulse transformers and
high frequency inductors but are generally not stable addel temperatures.
Materials for power electronic applications must compeitd &i-steels and their
high saturation flux densityH, ~ 2T). Si-steels, prevalent in 60 Hz transformers,
have high losses, at frequenciesl kHz. Applications requiring operation at higher
frequencies have turned to low loss materials such as FINENFENEMET, how-
ever, has a relatively lowB; ~ 1.24 T. Nanocomposites can provide high flux den-
sity approaching that di-steels, tunable permeabilities, and low losses [YOY88],
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Fig. 19.63. Size comparison of a (4.23 in. OD) converter tanted from (a) HITPERM and
(b) FINEMET [LMU*08].

[WLM 98], [ILML99] comparable to ferrites due to unique nanostues with higher
B,. Fe-based nanocoposites can have large inductions but iialibw 7,.'s [SKI1190],
[SMK191], [SMIM91], [SKM191]. Co-additions toFe-based nanocomposites in-
creases flux density and improves magnetic properties\atelktemperatures.

A promising HITPERM alloy has been reported that exhibited losses and appli-
cability in a dc-dc converter [Lon08]. Recent developmdraige shown that the early
transition (TE) metal content could be reduced without i§icemtly increasing the
core loss to achieve higher flux, [MSMM10]. Other alloys, withP -additions, have
completely eliminated TE elements in order to compete Ritsteels [MMK™09] but
have been targeted for lower frequency applications.

New materials with highB, and low losses at higher frequencies can reduce in-
ductor size in high frequency applications increasing iefficy through weight re-
duction for dc-dc converters in electric vehicles [LM08]. A HITPERM nanocrys-
talline alloy was developed for high-power inductors foryrelectric vehicle appli-
cations [LMU"08]. A core wound (Fig. 19.63) was used to construgiaH inductor
for use in a 25 kW DC-DC converter with a reduction in the ollesize (by ~ 30
%) compared with FINEMET. The nanocomposite’s ability teecgie at 20 kHz as
compared with 1 kHz offers 10-fold or more size reduction paned toSi-steel.

Devices using high induction nanocomposite cores at 20KHD with signifi-
cant core size reductions can translate directly to coshgayNVv09], [LMU*08],
[Rea08]. In addition to power converters, this can impaegiters and power trans-
formers. A high frequency, high power transformer, usirit e5i-based (FINEMET)
nanocomposite, constructed demonstrated dramatic iedadh weight (300x) and
electrical losses (1000x) as compare®iesteel transformers [Rea08].

State-of-the-arFe-rich alloys have losses GDOZL—VZ (100 kHz, 0.2 T) [KMS11]
comparing favorably td/In -Znferrites (500 kW/m,100 kHz, 0.2 T). Benefits of cold-
and hot- rolling to reduce ribbon cross-sections may reaulicreases in operating
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Fig. 19.64. (a) Field induced anisotropy as a functioR@fCo-ratio for HITPERM nanocom-
posites [OLL08] and (b) GMI as a function of field fato-rich alloys [CLP"11].

frequency. An issue for long-term high temperature maktstability is polymorphic
secondary crystallization [KMSL1] at reduced glass former concentrations.

Co-rich nanocomposite materials [OMI08], [OPL08], [OQL*09] also have sig-
nificant promise for high frequency applications [DM®1]. They have small mag-
netostrictions, strong field annealing response [©Q8], [OML*09] (Fig. 19.64(a))
and superior mechanical properties. They also have prdimisensing applications
using the Giant Magnetoimpedance effect [ClIR], [LCLT11] (Fig. 19.64(b)) .

GMl is a large variation of the impedance of a magnetic cotwhin a field. GMl is
observed in soft magnets with large electrical condudagisiaind is largest in materials
where the thickness is comparable to the skin depth. Masttiin has been paid to
improving GMI effect by tuning alloy compositions or therhaanealing in an applied
magnetic field. GMI can also be changed by sample shape.
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Fig. 19.65. Left: (top) Coordination polyhedral in spin8life = B-site cation, Yellow = A-
site cation); (middle) cuboctahedral shapes and (bottoEYl Dbservations of nanoparticles
[Swa05]. Right: 2D projected morphologies [(a)-(i)] atfdient tilt angles for small octahedral
nanoparticle. (al), (el) and (il) are projections of antoadiaon. Scale bar on (a) is 20 nm.

19.4.2 Magnetic Nanoparticles and Core Shell Structures

Nanomaterials research impacts many diverse applicaffdbh80]. Magnetic prop-
erties are distinctly different at the nanoscale becauseymaagnetic length scales
are on the order of 10 - 100 nm. Engineering magnetic nanustes allows for
tailoring magnetic properties. Magnetic nanoparticleN@V) have therefore been
studied for a variety of applications over the last decaddany new applications
of MNPs require high frequency switching and power absomtif materials that
have oxidation stability. This is achieved in some intengsMNP systems having
metallic magnet cores with thin adherent protective oxfulls [TNPM99]. The thin
shells not only passivate the particles but the oxide shetisnore easily functional-
ized. MNPs amenable to functionalization for synthesisgqfemus magnetic fluids
(ferrofluids) make them attractive for biomedical applicas and incorporation into
polymer nanocomposites.

Synthesis of MNPs is performed in the solid, liquid or gasestates. Solid-
state synthesis begins with bulk solids (often micronéipewder precursors) and
transforming them to nanostructures by mechanical miling thermal processing.
Other approaches include plasma torch synthesis, chewapak deposition, molec-
ular beam epitaxy, focused ion beam milling, and lithogsapfhese methods allow
synthesis of large quantities of material but often withypidperse size distributions.

Plasma torch synthesis has been used to produce largetipsaotiMNPs. Plasma
torch synthesis is a high throughput method for MNP synthedihermal plasma
processing [Tur99] has been used to produce a variety of MidPnistries:

(i) Alloy nanopowdersKe-Co andFe-CoV) [THGT97], [TNPM99], [Tur99];
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Fig. 19.66. (a) Schematic of the La Mer process (a) () privation, (II) nucleation, and (l11)
growth stages of chemical synthesis and (b) chemical sgigla@paratus. [McN99].

(i) Carbon-coated nanocrystalline powdeFe{Co andFe-Co-V) nanopowders
using acetylene as an auxiliary gas source [Tur99];

(i) Nitrogen martensite {-FeN,) nanoparticles using nitrogen/ammonia as the
auxiliary gas source [TFHO9];

(iv) Oxide coated CoFe;O4-FeCo) core shell nanoparticles [TNPM99]; and
(v) Mixed ferrites Fe304, MnFe;04, (MnZn)Fe;Oy4, NiFes,nd (NiZn)Fes Oy
for high frequency magnetic applications) [ST@], [SSMO03], [SMCDO05].

The crystallography of terminating faces determines tharsgtry of atomic en-
vironments. In oxides, as the polyhedral environmentsasthrface differ from the
bulk, so do the cationic crystal fields that determine maagrgstalline anisotropy and
ferrimagnetic superexchange interactions. These chanmg@sased relative impor-
tance in MNPs, can influence the magnetic properties andigctivity. Fig. 19.65
illustrates the surface chemistry and facets of some éemanoparticles.

Chemical synthetic approaches involve assembling atoraleaules and particles
to produce materials at a nano- or macroscopic scale [McNBBgse methods are
preferred for monodisperse particles to exploit size-depat properties. Monodis-
perse particles are are uniform in size, shape and intetnaltsre and have ao-
efficient of variation(standard deviation/mean size) less than about 10%. Chémic
synthesis in gas and liquid-states benefits from diffusmefficients which are orders
of magnitude larger than in the solid state, making chenficahogenization much
quicker. Liquid-phase chemical synthesis has been coadunta range of aque-
ous or non-aqueous solvents. Dissolved metal precursars tteermodynamically
unstable supersaturated solutions, from which homogengosolution) or hetero-
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geneous (on vessel walls or impurities) nucleation of MNdRe$ place. The LaMer
process (Fig. 19.66) is a common technique for chemicahggit of monodisperse
MNPs [MKLM10], [McN99].

19.4.2.1 Properties of Magnetic Nanoparticles.

Faceted MNPs with core shell nanostructures [COM®] are important for several
applications discussed below. For biomedical applicatideveloping chemistries to
functionalize with antibodies to promote attachment of Mi€Ps to body tissues is
also desirable. This requires knowledge of: (a) synthdsi®e-shell nanoparticles;
(b) crystallographic facets of MNPs; (c) orientation relaships oxide shells and
metallic cores; (d) properties of the nanocomposites apgddormance in RF heat-
ing and magnetoelastic applications. Applications ineltitk efficient point source
heating of metallic nanoparticles [HG08], [OHS09], [SHC"09] for thermoabla-
tive cancer therapies, curing polymers and tagging implhtissue scaffolds to track
degradation and changing the shape for regenerative mediSMC™09].

A magnetic property important in many applications is a¢asgturation magne-
tization. In particular in biomedical applications conteiover toxicity suggest ac-
complishing functions with lower concentrations and withrtitles with passivated
surface. The Slater-Pauling curve shaliesCo alloys to have the largest M(270
emu/g) of transition metal alloys, thus reducing the fecoatent required to produce
a comparable magnetic response to that of magnetite. Misgisetlso a commonly
used magnetic material for applications with a reasonaigly ki, (93 emu/g for bulk
materials) and polar surfaces that are advantageous fotidmalization [McN99].

Important magnetic properties that impact biomedical i@pfibns include satura-
tion magnetization, magnetic anisotropy and the exchamgedctions. The magneti-
zation ofFe Co core shell MNPs is determined by the chemistry and the doeéAgol-
ume ratios. Prior work using -arc methods produced MNPs demonstrating the com-
positional dependence of the magnetizatioRdpCo; _, C-coated MNPs [GJK96].
The largest moments were observed at nearly equiatomicasitigns with deviation
from Slater-Pauling predictions due to carbide formati&ecent work [JMW 10]
has shown the decrease in magnetization of MNPs as a funafioantrolled con-
sumption of the core by the oxide shdlk Co exchange interactions are also large so
that the variation of magnetization with temperature iskwe@ar room temperature.

In ferrites the strength and number of oxygen mediatgg and Jgp superex-
change bonds determines the temperature dependence ohtreetization and the
collinear or non-collinear [YK52] alignment of cation diles. The symmetry of sur-
face polyhedra also determines surface magnetic anisofdtw*10]. In ferrite
MNPs and ferrite shells oftleCo, surface and interface anisotropy can be an im-
portant means of tuning overall MNP magnetic anisotropielse overall magnetic
anisotropy of FeCol/ferrite MNPs can be tuned by choosingctire composition.
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Thus, the core/shell radius ratio can be used as a means blliog the total mag-
netic anisotropy.

19.4.2.2 Applications of Nanoparticles in Biomedicine.

An increasing interest in using magnetic nanoparticledfological and medical ap-
plications has developed [PCJD03]. Researcher face ndiecbas and opportunities
for using MNPs in biomedical applications. A highlight ofroent research are the
challenges to functionalizing the materials to achievetnpatibility for a host of
applications. Ferromagnetic as well as superparamagpegtiicles coated or encap-
sulated with polymers or liposomes are used for magnetalliag.

Magnetite Fe3O,4 and hematitéde; O3 have been used most commonly because of
their ionic surfaces which aid functionalization and thetfidnat they are chemically
inert contributing to biocompatibilty. Materials optinaitton for specific applications
has demanded further efforts and consideration of a widéetyeof materials where
metals and alloys can play a role. Emerging techniquesapies, and tools are made
possible by developments in nanotechnology. Topics ofetuiinterest include:

(i) MRI Enhancement.

(a) Principles of NMR.
(b) Materials for MRI Enhancement.

(ii) Thermoablative Cancer Therapies - RF and Microwavedviats.
(iif) Magnetic Beads for Bioseparation, Cell Sorting andifDelivery.

(a) Magnetic Nanoparticles for Bone Marrow and Blood Defioation.
(b) Magnetic Bead Tracking of Blood Flow and Stem Cells.
(c) Targeted Drug Delivery.

(iv) Magnetoelastic Actuators, Sensors and MNP Cell Taggin
(v) Nano-capsid Templating of Magnetic Nanoparticles.
(vi) Magnetic Microorganisms.

In this section we review a few selected applications whegtaltic nanoparticles are
playing a significant role. These include MRI enhancemehRthRating applications,
cell tagging and magnetoelastic applications. Of intetesteveral applications of
MNPs is theNeel relaxationof superparamagnetic nanoparticles in an AC exciting
field that allows MNPs to act as point heat sources. The RF ptmsses can cause
local heating useful imagnetic hyperthermiaVhen nanoparticles can be placed near
target cells they can be heated from a distance by RF fieldsrgtd in a coil assem-
bly. The targeting of cancer cells need not be particulalgdive because cancer cells
typically die at temperatures 2°C lower than those of normal cells. Current issues
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in developing this concept further is the need for highlycigint magnetic nanocrys-
tals, stable under in-vivo conditions for non-invasiveaartherapies. Thermoablative
cancer therapy are rooted in the RF heating of ferrofluidssdied below.
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Fig. 19.67. (a) Zeeman splitting of tt%J + 1-fold degenerate states vs. applied field, H (b)
resonant absorption seen in reduced transmission of EMtradiof the resonant frequency.

MRI Enhancement. Neel relaxation of superparamagnetic MNPs in AC fields is
used inmagnetic resonance imaging, MRllagnetostatic stray fields of MNPs affect
proton relaxation providing enhancement of MRI contraseséhance phenomena
includeelectron paramagnetic resonance, ERfRectron spin resonance, ESterro-
magnetic resonance, FMBndnuclear magnetic resonance, NMR all absorption of
electromagnetic radiation accompanies excitation betvggmntum states. For EPR
the quantum states are tbé + 1-fold degenerate ground state of a quantum param-
agnet. For ESR the quantum states are2tbier- 1-fold degenerate states of a atom
for which L = 0. In FMR, exchange interactions influenc the resonance pheno
ena. NMR is a resonance phenomena associated with nucfede dnoments. Just
as electrons have spin dipole moments, protons also hagéedippments. Excitation
between states of the dipole moments of protons in the nsigiee rise to NMR.

The Zeeman splittindifts the degeneracy of magnetic states and increaseslinea
with applied field (Fig. 19.67 (a)). Atoms of interest exhi#iransmission coefficient
for EM radiation that us a monotonic function of frequency\fa resonant frequency,
f= % (w= %) EM radiation is strongly absorbed and the transmissiofficgent
diminished. Spatially resolved transmission in NMR is uae@n imaging tool.

MRI is improved by using contrast agents that increase sehgior specificity
of MRI processes. A difference in proton density and theliaxation in biological
environments provides the mechanism for contrast. Cdanaigents include supera-
magnetic macromolecular compounds, superparamagnetiokide and rare earth
metal ion (Gd) complexes [WBPea84]. Paramagnetic metal ions reduce the-T
laxation of protons in water. This enhances the intensitthefNMR signal making
images brighter. The use sfiperparamagnetic iron nanoparticles (SP1G¥ve been
shown to be more effective thaid contrast agents.
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Fig. 19.68. (a) magnetic microspheres, (b) microcapsutes (g) liposomes (courtesy U.
Hafeli).

Magnetic Beads for Bioseparation, Cell Sorting and Drug Delivery.

Bioseparationis the isolation of biological substances including molesucells
and cell components, and organisms. Magnetic bio-separatay be accomplished
by two routes. First, the species to be separated may havgeadaough magnetic
dipole moment (e.g. red blood cells) so as to be directlyrseed by a magnetic field.
Second, non-magnetic cells or biomolecules are modifiedthglding MNPs so that
they can be manipulated by an external field magnetic bioseparatioa substance
that is desired to be isolated is bound to a MNP through deaitsirface chemistry.
The material responds to a magnetic field used to move thésswdes

Magnetic particles of micron size dimensions, callealgnetic beadsan be embed-
ded in other bioactive materials. They serve as a bioacgeatzand can be localized or
retrieved with a magnet. This can shorten purification st&fsng magnetic biosep-
aration decreases times needed for target substance recdvagnetic separation
technologies have also been used for environmental reti@dia removing oil spills
from waterways. In many bioseparation applications ideatiples are superparam-
agnetic. Superparamagnetic particles are not hystereticdan’t have a remanant
magnetization, so they return to zero magnetization afedd fiemoval. Typically,
superparamagnetic particles are nanosized and micred-sgads are composites.

Magnetic particles for biomagnetic applications typigdtll into three classes.
These are (ijnagnetic microsphereandmagnetic nanosphergei) magnetic micro-
capsulesnd (iii) magnetic liposomdBustrated schematically in Fig. 19.68. Magnetic
bioseparation-based technologies have applications iNAn&xtraction, separation
of DNA from solutions or gels, and isolation of plasmid DNANW®s have also been
used for bone marrow and blood detoxification; tracking oblbl flow and stem cells
and drug delivery.Dynabead$™ are monodisperse polymer beads with a uniform
dispersion of superparamagnetic- FeoO3 or Fe3O, coated with a thin polymer.
Dynabeads have well defined surfaces for the adsorption upliog of bioreactive
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molecules and can be added to a suspension and bind to ealsjmacids, proteins
or other biomolecules. The resulting target-bead complegmoved using a magnet.
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Magnetoelastic Actuators, Sensorsand MNP Cell Tagging.

A smart materials one which is capable of two functions, e.g., a materiahbégpof
both actuation and sensing is an example of a smart matéxeiting new biomedical
applications of smart materials include magnet-polymenposites which are being
used in such applications as artificial muscle. [RLO6]. Aupés to synthesize artificial
muscles, have ranged from a robot-like metallic actuatoseft actuators. Hydrogels
are water swollen crosslinked polymer networks. These greomising materials
class for producing soft actuators.

Since most gels are homogenous and shrink or swell unifowithout a dramatic
change in shape efforts have focused on means to promot¥ kngsotropic shape
changes. Szabo, et al. [SSZ98] have reported magnetic &ekitve gels where col-
loidal magnetic particles are dispersed in the gels. Thesealedferrogelsand
constitute composites which combine the magnetic prageedf the fillers and the
elastic properties of hydrogels. In these materials, aaimaneous shape distortion is
observed which disappears quickly when the external fieldrisoved (Fig. 19.69).

When ferrogels are placed into a spatially inhomogeneoumete field, forces
act on the magnetic particles. Due to the strong mechanamgbling between the
particles and polymer chains, the composite responds agke sintity. The coupling
of the hydrogel and magnetic particles has applicationsfiastuators.

A superelastic polymeis an elastomer, silicone, or gel embedded with micro- or
nano- magnetic particles. A composite superelastic polysneapable of responding
to a magnetic field with a smooth muscle-like motion. The cosiig can also be
classified as amart materialas it is capable of both actuation and sensing it own
motion. For every concentration of magnetic particles & tomposite, there is a
threshold field strength at which the deflection increasgisiiba When the material is
elongated it’s resistivity is changed remarkably, so thatgtrain in the actuator can
be sensed by the current passed at constant voltage. Thiageesponse is sensitive
both in tension and compression.

An important tissue engineering problem is proving the Nighof a scaffold de-
livery system. This requires determining details abouffeithremodeling such as
degradation time and where degradation products travakilody. The fate of scaf-
fold degradation products can include remaining withinalogssue or traveling to
extreme locations in the body. It is desirable to monitoritheivo behavior of scaf-
fold remodeling through suitable tagging of the scaffolisa® monitor their fate over
time.

Imaging with the use of magnetic nanoparticles has manyrddgas. Magnetic
nanoparticle tracking also has the added benefit of beingneia as well as simple
to measure. Magnetic fields do not pose deleterious effacksological systems.
This bio-inert property of magnetic flux is one of the chiefadtages of magnetic
nanoparticles tracking. Magnetic nanopatrticle trackiag additional advantages due
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Fig. 19.69. (a) Experimental manifestation of the respafseferrogel (a) in no field and (b)
in a field provided by a permanent magnet [RLO6]. (c) Elorayatf ferrogel in no magnetic
field and in maximal magnetic field; and (d) elongation veimusent density (hysteresis)

to ease of measurement. An immediate consequence of thevighsehich magnetic
information is read is the ability to miniaturize such deimt devices. Typical hard
disk drives employ materials that exhibit the so called gimagnetoresistive effect
(GMR) and can distinguish domains as small as 0.0065 [MKGPO05]. In order to
image domains of this size, the materials composing theosenast also be on the
same order of magnitude in size as well. This miniaturizaiscthe foundation for an
ultimate method of imaging.

Once a scaffold has been implanted for regeneration, ap@f@MR sensors could
be implanted near the scaffold. It has been shown theollgtibat the use of a GMR
sensor for detection of a magnetic nanoparticle is feasibteis predicted to distin-
guish particles sizes of down to 10 nm in size [TPL0OO]. A GMRagrwould allow
adequate resolution for tracking magnetic nanopartideb@scaffold degraded.
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Fig. 19.70. Schematic of an RF coil designed for inductivating.

MNP’sfor Thermoablative Cancer Therapies.

An important biomedical application of the RF heating ofédluids is in magnetic
hyerthermia. The choice of the frequency of the alternatiagnetic field is a design
consideration. The power dissipation scales linearly éoaaigher power) of fre-
quency. In biomedical applications the frequency is ofteasen to be non-invasive.
This means that the EM radiation does not interact stronglylody fluids or tissues.
Radio frequencies of 100-300 kHz have been chosen for cémepies because they
are non-invasive but interact strongly with suitably chrosanoparticles. To the extent
that magnetic nanoparticles can be targeted to specifis aeif specific cells die at
lower temperatures, this is a viable technique for canaaibies, for example.

The expression for power dissipation ha8&dependence and therefore the choice
of field amplitude is also an important consideration forpoting dissipation. Typical
fields are on the order ef 100 Oe. High amplitude+{ 1000 Oe) AC fields have been
used in recent therapies. Fig. 19.70 shows an example of atblREesigned for a
high amplitude, RF radiation source for inductive heating.

Most work on ferrofluids for thermoablative cancer therapiave focussed on iron
oxides, magnetitdie; O4, and maghemitey-Fe,O3. Calculations of Maenosono and
Saita [MS06] argue for the efficiency 6t Pt nanoparticles showing that the compar-
ative heating rates (at non-invasive frequencies3}00 kHz, AC field amplitudes of
50 mT and nanoparticle volume fractiofis= 0.1) that exceed those of magnetite and
maghemiteFe Co nanoparticles have significantly larger heating rates tsizas that
are argued to be too large to allow colloidal suspension. é¥&w calculations consid-
ered onlyFe Co alloys with small magnetocrystalline anisotrogy & 1.51:103#).
Fig. 19.71(a) shows comparative heating rates as a funatiparticle size for the ma-
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Fig. 19.71. (a) Comparative heating rates as a function dig@asize for nanoparticle mate-
rials considered in Maenosono and Saita [MS06] and (bFtdfo nanoparticles of different
compositions and acicular equiatonfieCo nanoparticles with shape anisotropy [HOGB].

terials considered in Maenosono and Saita [MS06]. Impbodlaservations are: (1) the
material magnetization sets the scale for heating ratenddgnetic anisotropy (en-
tering the expression for Neel relaxation) determines #réiqgle diameter, D, where a
maximum heating rate occurs.

Fig. 19.71(b) shows calculations fbe Co alloys with much larger Ks, achievable
by varying composition [HO€08]. In Fe;_,Co, (x = 0.250.5) alloys, K varies be-
tween 0 andt x 1057;1—]3, while the induction is relatively constant (2.2-2.5T) $he
heating rates are twice those of the oxide$ePt and are peaked at smaller particle
diameters. The materials are thus predicted to have superating rates at sizes ap-
propriate for colloidal suspension. Particles that arddoge settle due to gravitational
forces.

Magnetic shape anisotropy in acicutl&arCo particles offers another possible mech-
anism for stabilizing colloidaFe Co-based ferrofluids.Fe Co-based materials that
exploit shape anisotropy were discussed earlier in theezonf Alnico magnets. Be-
cause of their large magnetization, shape anisotropy oarttey of K, = 1 x 106#
are achievable iffeCo nanoparticles with moderate aspect rati®s.Co nanopar-
ticles have other advantages in forming stable protectialt-ferrite shells. Cobalt
ferrite has been shown to be suitable for water based maghegtis, suggestinge Co
/CoFe;04 acicular core shell structures for use in water-based flerds.

Recently, the Rosensweig [Ros02] formalism has been giresido consider T-
dependent material properties in a self-regulated heétiegry [OHS 09] ForFe Co
MNPs this can be ignored because of their high Curie tempersit T.'s. However,
T. tuning is an important area of recent study [MSMM10], [MKLB®IL[MCPM10].
~v-FeNi MNPs have tuneable Curie temperatures which can be employezklf-
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Fig. 19.72. (a) Thermal images showing T-profile in soldéistend (b) T(t) for different wt%
solder-MNP composites in AC fields of 500 Oe at 280 kHz, indetns time to reflow for
different wt% samples.

regulated heating in hyperthermia [MKLM210]. This allow foontrol of heating at a
therapeutic target temperature.

19.4.2.3 Applications of Nanoparticles in Microelectrosi

The reflow of small solder volumes is critical to high intemoect densities needed
for electronic packages. Efforts to elimindd® from consumer electronics due to
health concerns oPb toxicity has led adoption oPb-free solders for packaging
applications. An example is SAC305 (3wi4; 0.5wt%Cu, remainingSn) which
have a higher reflow temperature and longer reflow times,ahigher melting points,
and poor wetting compared in-Pb eutectics. This increases risk of printed circuit
board (PCB) delamination and blistering.

Localized heating, promoted by MNPs to cause solder reflow aid efficient
processing ofPb-free solders [HOM 10]. MNPs subjected to AC magnetic fields
dissipate by the relaxation processes discussed aboveakel#ddy current losses,
these result in significant power loss in sub-micron and reiped magnetic materi-
als [MSMC'09]. Nanocomposites incorporating magnetic nanopastiiNPs) in
solder paste have been shown to enhance induction lossed {HQ).

Fig. 19.72 (a) shows thermal images of the spatial T-prafiledlder balls at var-
ious time intervals in an AC magnetic field of 500 Oe at 280 kHFig. 19.72 (b)
shows temporal T-profiles derived from this data. When MNfsirzcorporated into
solder paste the resulting composite shows a significarpi¢eature rise in AC mag-
netic fields sufficient to cause solder reflow. Reflow times/ wstematically with
MNP concentration in the composite. Reflow of solder-MNP posite paste~{ 59)
at modest MNP loadings ofi, glass andNi/Ausubstrates has been demonstrated.
However, for processing of smaller solder volumed)(05g) higher MNP concentra-
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tion and field parameters are required due to the increaaetidn of heat lost to the
surrounding at smaller volumes.

19.4.3 Magnetocaloric Materials

Applications of thermodynamics to heat engines, refrigesa heat pumps, etc. rely
on efficient use of thermodynamic cycles. Most of these cyaeg. Carnot cycles
are based on use of PV work in the expansion/compression afda(fiquid and/or
gas) system. Here we consider magnetic work and the consemagnetocaloric
effect in magnetic refrigeration cycles. The magnetocaleffect (MCE) was first
described Warburg [War81]. MCE provides a ways to realifggeration from ultra-
low temperatures to room temperature and above. We discedsltowing:

(i) Attaining low temperatures by adiabatic demagnetorati
(i) Magnetocaloric effects with paramagnetic salts.
(iil) Magnetocaloric effects with superparamagnetic jgtat.
(iv) Magnetocaloric effects using ferromagnetic to pargmetic phase transitions.
(v) Magnetic Refrigeration Cycles.

19.4.3.1 Attaining low temperatures by adiabatic demagagon.

The use of paramagnetic salts in adiabatic demagnetizptimresses dates back to
the 1920’'s and the work of W. F. Giauque [Gia27] and P. Debyabff®]. Recall that
paramagnetism results from the existence of permanentetiagnoments on atoms.
In a paramagnetic material in the absence of a field, the kiwathic moments are
uncoupled and randomly oriented these dipole moments ligh shemselves with a
magnetic field. The magnetic Susceptibility of a paramagheys theCurie Law

M (Nmuo(uatom)Q) c

_ M _v 19.83
X= 3kpT T ( )

with N,,, the dipole density and,;... the atomic dipole moment. In a paramagnetic
system, the spin entropy, S, iS: = Rln(n + 1) where n is the number of unpaired
electrons per formula unit. Adiabatic demagnetizationthadollowing steps:

(i) Cool a paramagnetic salt to 1 K using liquid Helium (LHe) usindgle(g) as
a heat transfer medium;

(ii) 1sothermally magnetize the salt in fieldsof1 T;
(iii) Adiabatically isolate the salt by evacuating i.e. reving theHe(g);
(iv) Turn of the field (adiabatic demagnetization).
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The entropy change in adiabatic demagnetization of a payaetiz salt is:

AS = (;—f) /OH HdH = —%(%)2 (19.84)

where since the Curie constadt, > 0 thendS < 0 for adiabatic demagnetization.
Spin entropy is decreased on magnetization and increasddroagnetization. In an
adiabatic process the spin entropy change is opposed bhehmal(lattice) entropy
change.

19.4.3.2 Magnetocaloric effects with superparamagneitiples.

Superparamagnetic response refers to thermally actigatizching of a magnetic fine
particle moment. This thermally activated switching is addsed by an Arrhenius
law for which the activation energy barrieri§, < V' > whereK, is the magnetic
anisotropy energy density ard V' > is the average particle volume. The switching
frequency becomes larger for smaller particle size. AboWéoaking temperature,
T's, the switching time is less than the experimental time aedsteresis loops is
observed to collapse. For experimental times-of hour, the blocking temperature
roughly satisfie§’s = fy=V=

Above Tz, the magnetization scales with H and T in the same way as dolesa
sical paramagnetic material, with the exception that tiierred dipole moment is a
particle moment and not an atomic moment but a cluster marfiéetmagnetization,

M(H,T) can be described a Langevin equation of state:

M 1
M L(a) = coth(a) — - (19.85)

wherea = k‘;—HT and momeny is given by the producd/;, < V >, whereM; is
the spontaneous magnetization and” > is the average particle volume. A limiting
form for the equation of state is the standard Curie law. Hseeaated magnetocaloric
effect for superparamagnetic particles is therefore gualato that of a paramagnetic
salt except for two important differences:

(i) We consider a particle rather than atomic dipole momentthe density is a
particle rather than atomic density. The Curie constariesaccordingly.

(i) The largest effect occurs near the blocking tempematiliz, rather than on
approaching 0 K.

The large moment allows for potentially more entropy chaaggociated with the
adiabatic demagnetization of the superparamagneticpentiBy tuning the particle
size and therefore the blocking temperature one can infeuirectemperature (range)
where the magnetocaloric effect is significant and raiséadva the very low (LHe)
temperatures typically accessible with paramagnetis.salt
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19.4.3.3 Magnetocaloric effects in ferromagnetic to paagmetic phase transitions.

Many modern day refrigerants take advantage of the entrbppge in a phase tran-
sition that occurs at or near the temperature at which thrgeghtor is to operate.
Often this is a liquid to gas phase transition and sometinsesid/solid phase transi-
tion. Another significant phase transition would be thederagnetic to paramagnetic
phase transition that occurs at the ferromagnetic Curi@ésaiure which will be dis-
cussed further in terms of the Landau Theory below. Of thmefaal ferromagnets
the magnetocaloric effe€td is of most interest since its Curie temperature is close to
room temperature!

A figure of merit for refrigerants is theefrigeration capacity, RQvhich is a mea-
sure the effective cooling capacity of a refrigerator, egsed in% or in tons of
refrigeration (1 ton of refrigeratios 13, 898% = 3.861 kW). Another measure of
the RC for magnetic materials takes the product of the eptcbpnge, dS and multi-
plies in by the incremental temperature change, dT. The dStermined from from
integrating M(H) isotherms and dT would represent the ine¥et between the hot and
cold sides of the refrigerator.

19.4.3.4 Magnetic Refrigeration Cycles.

An example of a thermodynamic cycle that takes advantagbeofrtagnetocaloric
effect is theJoule-Brayton Cycle Fig. 19.73 shows an example of a rotary active
magnetic liquifier taking advantage of adiabatic demagagtin in a Joule-Brayton
Cycle. The steps in the Joule-Brayton Cycle are;

(i) Magnetize and thereby warm the magnetic solid;
(i) Remove heat with a cooling fluid;
(i) Demagnetize and thereby cool the magnetic solid;
(iv) Absorb heat from a cooling load (adiabatic demagné&tzg.

19.4.3.5 Selected Recent Research on Magnetocalorid&ffec

The magnetocaloric effect (MCE) explains the fact that netignmaterials heat when
placed in a magnetic field and cool upon removal from the fi€lthis effect was
first observed by E. Warburg [War81] in 1881 in iron. The méagphe of the effect
in elemental ferromagnets, likee is 0.5-2C per T. Recentlyzd-Ge-Si alloys have
been shown to have much larger effects~of3 — 4°C per T. The search for new
magnetocaloric effect materials is a very active area akeuresearch.

A large MCE is the figure of merit for the efficacy of a magne#trigerant. With
an increasing field, the magnetic entropy decreases andsheansferred from the
magnetic system to the environment in an isothermal pro¥gik a decreasing field,
the magnetic entropy increases and heat is absorbed fromattloe system to the
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Fig. 19.73. Magnetocaloric Device Example: Rotary Activagvietic Liquefier

magnetic system in an adiabatic process. Both a large,esotd entropy change
and adiabatic temperature change characterize the proth@E [Bru05], [GPTO5].
The importance of the lattice system has led much recerdiitee in MCE to consider
MCEs in materials in the vicinity of simultaneously occagimagnetic and structural
phase transitions.

Nanocomposite magnetic materials have been among thensysteinterest for
MCE applications [JS06], [FCBCO7]. The ability to tune thari@ temperature by
alloying the amorphous phase in these materials makes therterest for a variety
of refrigerant applications at a different temperaturdg. E9.74 shows unpublished
MCE data for arf'e Co-based amorphous alloy. Fig. 19.74 (a) shows M(H) isotherms
from 40-400 K; (b) shows the integrated magnetic entropygka for the curves of (a)
with the method for determining ttrefrigeration coefficient, RGhown and the inset
shows the RC as a function of applied field (courtesy A. Coléetd K. Miller). The
magnetic entropy is determined by integrating the Maxwadlition described above
[FCBCO7]. The refrigeration coefficient, RC is defined as $pecific (maximum)
energy that can be absorbed over a range of temperatuyg%s irhe RC is a figure of
merit for a magnetocaloric material. Values approach]i%; atH = 5T are observed
for this particular material. The largest area under thewt8ecfrom T(hot) to T(cold)
is the RC. There are two suggested methods of getting the ®CAS(T) data: 1)
Full width at half max of the peak as a function of temperatamd 2) finding the
largest rectangle which fits under the curve [WP85].

Giant MCE has been observed in materials exhibiting firdeophase transitions,
inClUding Gd5SiQG€2 , LaFelgszz (M = Si, Al), MnFeP As, MHASlfszz,
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Fig. 19.74. MCE data for afle Co-based amorphous alloy. (a) M(H) isotherms from 40-400

K, (b) integrated magnetic entropy changes for the curvgg)ofvith method for determining
RC shown and (inset) RC as a function of applied field. coyrfesColletti and K. Miller

Mn;_,Fe,As, andNiMnX (X = Ga, Sn). Large MCEs also are observed in some
rare earth metals, alloys, compounds and the manganité¥/[P8econd-order phase
transitions are also useful in limiting the hysteresis i thagnetocaloric effect. Over
the past few years, the MCE and magnetic refrigeration rizd¢eihave been inves-
tigated extensively and several kinds of magnetic-refegeprototype instruments
have been demonstrated. This remains a very active arearehtuesearch in mag-
netic materials. Of particular interest is the suspensfomagnetic nanoparticles in
fluid systems capable of transporting absorbed heat away.

Suppression of phase transformations in metastable mantgies can be used to
produce materials with properties not obtainable in eluilim. In Fe-rich, Fe-Ni-
based nanocomposite systems [11] the nucleation of théla@ui bcc-phase is sup-
pressed in favor of the metastablgohase. This has profound effects on technical
magnetic properties because on Heerich side of thele-Ni phase diagram there is a
strong compositional dependence of the Curie temperdfuran composition in the
~v-phase [12]. For certain Naval applications ffieof the particles should lie between
ambient, ocean water temperature and the desired uppi¢éojperating temperature
of a device. A magnetocaloric thermodynamic cycle can bd tmesuch a exploiting
the ferromagnetic to paramagnetic phase transformatipttiesr Ni. New research has
focused on the stabilization efphase nanostructures in magnetic nanopowders and
nanostructures produced by primary crystallization of gghous precursors, powder-
ing materials and producing aqueous ferrofluids suitabierfagnetocaloric cooling
applications near room temperature.
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19.4.4 Electromagnetic Interference Absorbers

Materials designed to absorb electromagnetic noise inifspéequency ranges is
another active area of new researckiectromagnetic interference (EMapsorption.
This research requires understanding ways to tune magarelidielectric properties
of EM absorbers for specific applications. This requiresositg appropriate intrinsic
magnetic and dielectric materials properties and the #émfbe of morphology and
microstructure on their frequency-dependent absorppectsum.

Electromagnetic interference (EMI) is electrical noissnsmitted by electric mo-
tors, machines, generators, circuits and other sourcémtizaferes with the function
of another electronic device such as a circuit, computerarsmission line. Elec-
tromagnetic radiation is classified by its energy, E, fremyef, and wavelength),
related througltinstein’s formulaelating the photon energy to frequency= 27 f:

ke

E=h
S\

(19.86)
where h isPlanck’s constanth = 6.626 x 10734J — s = 6.626 x 10~ 2"erg — s) and
for EM radiation,y = £, and c is the velocity of light = 3 x 101042 = 3 x 108 2,

High frequency electronic devices exacerbate the needNtrabsorbers. Exam-
ples of these applications include:

(i) telecommunications;
(i) consumer applications;
(iii) biomedical applications; and

(iv) military and civilian security applications.

Mechanisms for EMI shielding aneflection EMI shieldingand absorption EMI
shielding In reflection shielding, the mobile charge carriers in rseta conductive
polymers interact with the EM field and the radiation is refelc In absorption shield-
ing, the electric or magnetic dipoles in dielectric or magnmaterials interact with
the EM waves and the EM waves are transformed into heat inlikerbing mate-
rial [Lia07].

Reflection and attenuation properties are determined bgdh®lex permeability
(1 — iurr) and permittivity € — i€’’). In absorption, the loss is proportional to the
producto i, of conductivityo and permeabilityy,. For reflection the loss is a function
of the ratio,%. Absorption loss increases with frequency and reflectiesa tiecreases.
The sum of all the losses gives the total loss. Good condsisioch as\g andCu
have excellent reflection characteristics, whereas nadgdike Superpermalloy and
Mumetal have excellent absorption characteristics duled high permeabilities.
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19.4.4.1 Principles for Designing EMI Absorbers with Matio®aterials.

The effectiveness of electromagnetic interference siniglis quantified by the reflec-
tion loss,I" given in dB:

[(dB) = —20log;, [ZA - ZO}

B He 2n f
I Za=Zoy/ tanh( ) (19.87)

€e cd’:—:

where, 7, is the impedance of free space (32}, Z 4 is the absorber impedance at
the free space - material interfage, ande, are the effective permeability:{ — i p.7)
and permittivity ¢ — i€¢’’) of the absorber medium and d is the absorber thickness.
When the absorber impedance is equal to the impedance dfea is no reflection.
A reflection loss of -20 dB corresponds to 99 % wave absor@atiahis considered an
impedance matching situation [Liu04] atypical target parfance of EMI absorbers.
For GHz range absorbers it is favorable to have matching @alitity and permittiv-
ity. Increasing the permeability or thickness will incredie loss. Changing perme-
ability can change properties without adding additionz¢ sind weight. The perme-
ability of the materials depends on composition and micuastiral features such as
particle size and porosity.

Magnetic materials for EMI shielding includpinel ferriteandhexagonal ferrites
metallic (and amorphous metallic) magnetic materials,@mdbinations of both. De-
sired properties include highermeability a highCurie temperaturghigh saturation
magnetizationhigh induction, and a higtesistivityto limit eddy current losses. High
permeability requires considering a variety of other mateand morphological prop-
erties includingnagnetocrystalline anisotropghape anisotropyinduced anisotropy
and magnetostriction The consideration and matching of magnetic alilectric
propertiesincreasingly lead to the consideration of composite andocomposite
structures to exploit attractive properties of two or margiaeering materials.

Ferrite materials have many properties which make thenuugaf EMI wave ab-
sorbing applications. Ferrites are ceramics having highmpability, temperature sta-
bility, and low cost which provides many design advantagsvever, they have low
inductions as compared to metals and cubic ferrites do nat bafficient magnetic
anisotropy to function at high frequencies. Their high stygity does allow them
to operate without the frequency limitations of eddy cutdesses. To have supe-
rior EMI absorbers at the highest frequencies, it would terdble to have the large
inductions of metals combined with the large resistivitiéghe ferrites along with
the engineering of large magnetic anisotropies. This hagag the studies of ferro-
magnetic nanocomposites anmétamaterialoften exploiting high induction metal -
high resistivity oxide core shell structures often with ploologies designed to exploit
shape anisotropy.

The compleximpedance and an EMI absorber depends atidleetric permittivity
and themagnetic permeability The complex permeability depends on the chemical
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composition of the alloy, as well as microstructure, petsize, and porosity of the
compact [Nea00]. The permeability can be described by imrions from domain
wall motion and spin rotation processes. Domain wall motiominates in the initial
permeability and is sensitive to the microstructure, platize, and particle loading in
the compact. Spin rotation dominates at frequencies ab@@&Hz and depends on
the anisotropy field and particle loading. Thus optimizing imicrostructure, particle
size, anisotropy field, and loading can lead to a large pébititya

To design state of the art absorbers a variety of fundameaoteliderations must be
taken into account. In the following sections we developghgsical principles nec-
essary to tailor the properties of an EMI absorber. Thesswrenarized as follows:

(i) DC Magnetic Shielding: DC shielding of a soft magneticteral is deter-
mined by it's permeability. If the fields to be shielded ardfisiently large
saturation induction is an issue. At higher frequenciesarations of eddy
current and anomalous eddy current losses and resonamptbs@re impor-
tant considerations in assessing the frequency dependemteatic response.

(i) EMI Absorption and Skin Depthn general we wish to limit the amount of
the material to that required to perform the engineeringfion. In the case
of EMI absorbers the important length scale of note is EM skin depth
The skin depth is the depth to which losses occur in a matenidlto which
the material responds to an oscillating field. The skin déptn function of
the magnetic permeability, the conductivity and the framyeof the exciting
EM radiation. Solutions oMaxwell's equationgor fields penetrating into a
permeable medium give rise to an exponential decay of thieajield over
theclassical skin depthj which is given by the relationship:

6= 5030\/z (19.88)
wf

wherep is the resistivity inQ2 — cm, p is the relative permeability and f is the
frequency of the EM radiation in Hz. Since most of the lossescanfined
to the skin depth, it is desirable to design absorbers witledisions approx-
imating the skin depth at the frequency to be absorbed. Thitrates the
importance of high resistivity for high frequency absogbdtor very high fre-
guencies e.g. 1 GHz and reasonable permeabilities of 100;¥)g a good
insulator will have nanoscale dimensions to match it's slepth. High fre-
guency absorbers require tailoring microstructures ah#dmscale.

(i) Magnetic AnisotropiesTo tune the permeability it is important to engineer
magnetic anisotropy . In many state of the art EMI absorptiaterials the im-
portant types of magnetic anisotropy include (a) magngstaliine anisotropy,
(b) shape anisotropy, (c) magnetoelastic anisotropy aridddced anisotropy.
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(iv)

v)

(vi)
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Ferromagnetic Resonance Frequentheferromagnetic resonance frequency,
f. is a spin resonance at microwave frequencies where trasestM field en-
ergy is absorbed at the precessional frequency of atomadei@about a static
field. In the absence of magnetic anisotropy this resonaecgéncy depends
on the magnetization of the material as describe&bhgek’s Law

i fr ~ M, (19.89)

wherey/ is real magnetic permeability and’; the saturation magnetization.
In the absence of other loss mechanisms, the FMR frequepoysents a ma-
terial’s ultimate EMI absorption frequency. EMI absorbesidjn recognizing
the role of the FMR frequency then requires materials withdamagnetiza-
tions and restricts the permeability. It is desirable to lfi@ internal magneti-
zation direction with a suitable magnetic anisotropy toueaghat switching
takes place by non-lossy rotational mechanisms and th@eealeability is :
M, Hy = 2K
HK Ms
with H g theanisotropy fieldand K themagnetic anisotropy energy density
Magnetic LossesPower losses in a ferromagnetic material are described by:

PTotal = Phys + Pec + Panomalous (1991)

i = (19.90)

where the first term, thBysteretic power loskas a linear dependence on fre-
guency, the second term, tletassical eddy current power losgs a square
dependence on frequency, and the third termat@malous power lodsas a
power greater than 1 dependence on frequency. It is apghasdithe eddy cur-
rent losses dominate at high frequencies. Approaches torgrthese losses
include: (1) choice of strongly exchange coupled soft mégmeaterials to
limit hysteretic losses; (2) choice of high resistivity m@dals or composite
structures with insulating coatings and (3) limiting thengnsionality of the
material to limit the spatial extent over which eddy curssidw.

Morphology and MicrostructureOften, composites can give better response
than a single material. The morphology of the magnetic ggeand the mi-
crostructure of the composite must be carefully engineéveaptimize the
properties. Morphological and microstructural consitlers include (a) skin-
depth matching and insulation, (b) monodomain particlagjreeering shape
anisotropy and/or magnetoelastic anisotropy. To contredés, the eddy cur-
rent must be confined to run in a dimension comparable to thre dipth.
This requires insulating coatings in 3-d structures andlai®n parallel to the
induction in 2-d or 1-d structures.
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Magnetic Magnetic Sensor Applications
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Fig. 19.75. Magnetic sensors technologies and applicatéategorized by sensor type and
magnetic properties (minimum detectable field and dynaaniges [DM09].

19.4.5 Magnetic Sensors

Magnetic metals and alloys important in sensor applicatidxisting magnetic field
sensors use a variety of physical phenomena including tiveéupick-up coils, Hall
probes, magnetoresistive elements, magneto-optic device-gates and supercon-
ducting quantum interference devices (SQUIDs) [Rip01] ghttic sensors are clas-
sified by their field sensing ranges.

Low-field sensors are typically larger and can require cdrahd costly sample
preparation to correct for demagnetization effects andHerEarth’s magnetic field
field. A superconducting quantum interference device (IQUR the most sensitive
low field sensor. SQUID magnetometers can detect fields aasofemtotesla. They
require cryogenic cooling, making testing expensive amdsscumbersome. Other
sensitive low field sensors include Alternating Field GesdiMagnetometers (AGM)
and Vibrating Sample Magnetometers (VSM).

In many applications, the sensor size is of paramount iraped. In space applica-
tions, where the price per unit mass of devices launched isveapy concern, sensor
size is a critical design issue [DM09]. This is the subjectonsiderable efforts in
miniaturization [Acu02]. The size of current AGMs and VSMsain obstacle for ap-
plications in-orbit measurements, planetary charactdms and space exploration.
Similarly, many biomedical applications are limited by sensize. In vivo sensing
applications, for example, have significant physical sizestraints. Miniaturization
of magnetic sensing devices has fueled the rapid increatsanstorage capacity.
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Fig. 19.75 summarizes current magnetic sensor technalagiterms of minimal
detectable field and dynamic range. Applications requirasugng fields anywhere
from 10~ to 10" T, a range of 19 orders of magnitude!stiperconducting quantum
interference devices, SQUIMagnetometer, with sensitivities of 1 femtotesla (fT),
can be used in such sensitive applications as mapping ¢siiretime brain in the field
of magnetoencephalography, MEGIEG signals result from ionic currents flowing
in neuron dendrites during synaptic transmission. Thesesorements are now used
in research and clinical settings. MER tomography givesisigities of 0.1-1 mi-
croGaussG). A typical magnetic noise floor in a city environment is* 0. As a
result, measurements of the smallest fields requires daated magnetic shielding
and shielded rooms.

Measurement of the earth’s magnetic field for mapping andrasegational tool
uses fluxgate magnetometers. Fluxgates measure fields fiiota &0’s of pT in DC
to 10’s of kHz frequencies. Fluxgates for geomagnetic fietgpping have dynamical
ranges of 64000 nT, and resolutions in the order of tenthddbrpT and lownoise
density(severalfgz at 1Hz). A typical fluxgate mass is 0.5 kg and 2 W of power
consumption [DMO09].

Magnetometer design and development has sought smakeri®izer power con-
sumption, and lower cost for similar performance. [LEO6¢cBnt innovations aimed
at improving size, power, and cost, have included the uséabpesistive cantilevers
and magnetometers based on electron-tunneling effegnetic tunnel junctions,
MTJ’s. Magnetic fields are vectors with both magnitude and dioectSensors differ
in their ability to measure the magnitude and direction &f field. A scalar sensor
measures the field’s total magnitude but not its directiohilevan omnidirectional
sensor measures the magnitude of the component of magitifzat lies along its
sensitive axis. Bidirectional sensors include directioits measurements and vector
magnetic sensor incorporates two or three bidirection@alers.

Detection and measurement of magnetic fields can be clasb¥iglistinguishing
whether the measurement technique is direct or examineatelsgerivative of the
field in question:

(i) A magnetometes a device that detects magnetic fields directly. Typictiily
uses a simple induction loop.

(i) An axial gradiometeris a device in which two magnetometers placed in se-
ries axially. The gradiometer then measures the differémeeagnetic flux
between those points in space. It is therefore a measureedirgt spatial
derivative of the field.

(i) A planar gradiometehas two magnetometers placed next to each other in the
same plane. It measures the "difference in the differeniogflix between two
points. It is therefore a measure of the second spatial atéré:
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19.4.5.1 Noise Levels

A goal of recent effort has been development of small, inezgpe, low-power, low-
frequency, magnetic sensors to sensitive to fields betweehadnd 1 pT [EPU09].
This range of field measurementis currently dominated byfites, optically pumped
magnetometers, and SQUIDS. The development of picoTegja@tia-tunnel-junction
(MTJ) sensors requires controlling noise levels. Noiseattaristics have been re-
cently modeled based on the contributions to the sensoeriloisr. These include
amplifier noise, Johnson and shot noise, electronic 1/fendirmal magnetic white
noise and magnetic 1/f noise [EP09]. One% at 1Hz is a current goal which
would be a factor ofv 100 below the current commercial MTJ sensors.

Electrical noise is the random fluctuation in a signal. Naiae be produced by a
variety of effects. Thermal noise and shot noise are inh¢oeadl devices, while other
types depend on other physical phenomena. We explore a févesd here:

(i) Johnson-Nyquist noige synonymous witlthermal noiseand is generated by
the random thermal motion of charge carriers in a condu@toe. power spec-
tral density of thermal noise, nearly constant throughbatftequency spec-
trum, is calledwhite noise Thermal noise can be modeled with Gaussian dis-
tribution of amplitudes. The root mean square (RMS) voltdge to thermal
noise V,, generated in a resistance R (ohms) over a bandwixkt(z), is:

V,, = /AksTRAf (19.92)

where kg is Boltzmann’s constant;{{) and T is the resistor’s absolute temper-
ature (K).

(i) Shot noisés the random fluctuation of current which results from ttet fhat
current is carried by discrete charges.

(i) 1/f noiseis also called flicker noise. It is the portion of the noisecipen
which falls off at high frequencies. In magnetic sensors titise results from
fluctuations of magnetic properties on a nanoscale. Onegbearfia magnetic
1/f noise source is the random telegraph noise which is géseifrom the
motion of magnetic domain walls through pinning sites. Tiése is called
Barkhausen noise

The noise level can be quantified (1) as an electrical poweaits or dBm, (2) as a
root mean square (RMS) voltage equal to the noise standaratida in volts, or (3)
characterized by a probability distribution and noise sédensity N(f) in watts per

hertz. The frequency dependence of the noise is expresseitinof (%) 7

frequency

In a resistor, the power is proportional t@ ¥nd noise units ari/e%. In an inductive

i i ; i T
component power is proportional t& Bnd noise units are —.
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19.4.5.2 Measurement of Fields.

Common field measurement techniques include a Hall serfaaxgate magnetome-
ters, and magnetoresistive sensors. Several sensorelsedhtz forceor Hall effect
which describes the force, experienced by a particle with charge g moving with ve-
locity 7 in a magnetic field3: £, = ¢i x B The measurable transverse voltage in a
conductor carrying a longitudinal current in a field restriden theHall effect[Hal79].

For a geometry where a currentis induced by an electric figldin the x-direction, a
magnetic field is applied in the z-direction and the Hall agk (and electric field) are
along the y-direction thelall coefficient, Ryqi, is:

Ey
Ja B

Ryan = (19.93)
Measuring a Hall voltage, and determining longitudinalreat density fromOhm’s
Law, j, = oo E,, the Hall coefficient can be determined for a material. Tligehds
on the charged conducting particles (electron and holejitles in a material. The
Hall voltage is proportional to the applied field. A matemath a known Hall coef-
ficient can be used in ldall sensorto accurately measure the magnitude of a normal
applied field. AHall effect sensors atransducerwith an output voltage that varies
with field. and used in switches, position, speed, and cudetection applications.

Magnetoresistive sensors have historically been impbransors for field and
magnetization measurements. Thagnetoresistancis the change in the electrical
resistance of a material in response to an applied field nTdgnetoresitive (MRatio
is the ratio of the change in resistance in a field to the 1@st&t in zero field [Spa03]:

Ry —Ry AR
MR = TR R (19.94)
Positive magnetoresistanck/(® > 0) is a larger and negativel{R < 0) a smaller
resistance in a field. Normal magnetoresistance, from thiesflact, is used to sense
fields. Ferromagnetianisotropic magnetoresistance, ANERdiscussed below.

A fluxgate magnetometés sensor with good field sensitivity related to the mag-
netic core material [GB72], [Len24]. Aingle axis fluxgate magnetomeisrof a
toroidal magnetic core wound with a magnetizing drive céihother sensing coil is
wound around an axis in which the magnetic field componentiasured. A fluxgate
compares the current required to saturate a material in meetion with that in the
normal direction. The difference in the two currents is ndipnal to the field. An
ideal core will have linear response to saturation. A sendaletects harmonics of a
fundamental drive coil frequency which are stronger at threijat permeability change
at saturation. Largest sensitivity occurs for a high petwiamaterial. Linear M(H)
response is achieved by controlling a uniaxial anisotrofyiniaxial anisotropy in-
duced by field annealing an amorphous or nanocomposite ialaterves this purpose.
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Fluxgates were developed during World War |l to detect sutimea from low-flying
aircraft. Modern applications include electronic comgad®r navigation of aircraft
and oil-well borehole measurements to navigate while digdeep oil wells. Because
of their sensitivity (typically~ 0.5 — 1.0 nT) fluxgates can be used to follow gradients
in the earth’s magnetic field. The development of 2-axis afai8 fluxgates has led
to their use as navigational tools and in magnetic surveyWagiations in the earth’s
magnetic field result from the geometry of the earth’s magmeties and the magnetic
properties of the materials in the earths core and crust. NA&S employed fluxgates
to measure magnetospheric and solar system magnetic fields.

19.4.5.3 Measurement of Magnetization.

Commercial magnetometers [Fon96], can be broadly cladsiieneasuring the mag-
netization by: (a) direct techniques, including measutirggforce on a sample placed
in a non-uniformfield, e. g. Faraday, Guoy, Kahn balanceglayiddirect techniques,
including measurements based on magnetic induction dusdative motion between
the sample and the detector, e.g VSMs and SQUIDs [Lon08]. netmmneters are
characterized by their sensitivity and a range of otheufestsuch as vector or scalar
operation, bandwidth, heading error, size, weight, poeest and reliability. These
characteristics determine the suitable applicationsfemtagnetometer.

Lorentz force magnetometers are simple, small, lightweiggw-cost, and low-
power-consumption devices for measuring vector magnetidsii Xylophone mag-
netometersbased on a classical xylophone resonator, are linear sensth a wide
dynamic range from nT to T. Aearch-coil magnetometexploits Faraday’s law of
induction. The sensitivity of a search-coil depends on greneability of the core and
the area and number of turns of the coil. Solenoidal seandb-sense time-varying
magnetic fields. This is the principle of operation gbiak-up coil A time varying
magnetization%, is sensed by the induced voltage. Other low-field sensbntdo-
gies include nuclear precession, optically pumped, anddjliee magnetometers.

An example of the use of a pick-up coil sensor is in titerating sample magne-
tometer, VSMor Foner magnetometer [Fon59]. The principle of operatioa \4SM
is based on placing a magnetic sample in a uniform magneliic fike sample dipole
moment is made to undergo a periodic sinusoidal motion ateal fisequency (typi-
cally 60 Hz, i.e. a loudspeaker frequency), f, using a transddrive head to vibrate
a sample rod. The vibrating magnetic dipole moment (thrdeafadays law of in-
duction) induces a voltage, V, in a sensitive set of pick-ajscplaced between the
pole pieces of the electromagnet. This signal, proportitméhe magnetization, is
amplified and monitored. The VSM is calibrated using a steshdample of known
moment such asdi (ferromagnetic) oPt (diamagnetic) sphere.

New applications for atomic magnetometers include deiaaf biomagnetic sig-
nals [BWWO03] [XBHRO6], nuclear magnetization [L$86], [SR05] and magnetic
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Fig. 19.76. (a) schematiEe Cr (001) superlattices [BBE88]; (b) typical resistivity vs. ap-
plied field behavior and (c) M(H) response for a GMR sensor.

particles [XDP-06]. The combination of sensitivity with ease of use in atomiag-
netometers make them a promising alternative for deteetéak magnetic fields. One
of the first chip-scale atomic magnetometer constructedaT fSKST04] was based
on magnetically sensitiveoherent population trapping (CPTgsonances at atomic
hyperfine frequencies. Since the CPT resonance is optitlign, there are not mag-
netic fields applied to the instrument that might interferéhwther sensors.

Commercially available magnetoresistive sensors cano@xahisotropic magne-
toresistance, AMRf ferromagnets. In anisotropic magnetoresistance thagghan
resistance is different when the field is applied parall&hgocurrent than when normal
to the current direction. Anisotropic Magnetoresistiva\[R) sensors can measure
both linear and angular position and displacement in théhisdield. Typical devices
areNi-Fe thin films deposited on 8i wafer using 2%-3% resistance changes, in a
field, in patterned resistive strip [CM92].

These types of sensors have found much recent importareretiat discovery of
giant magnetoresistanéég. 19.76 (a) shows a schematickefCr (001) superlattices
for which giant magnetoresistance was first observed (bWyslagypical resistivity vs.
applied field behavior for a GMR material and (c) shows the me#ig state of the
material in terms of its field-dependent magnetization, M{Fhe term giant refers to
values ofM R >~ 25 % to several 100 %. MR values 10-100 times larger have been
observed in oxides and other materials exhibittetpssal magnetoresistance, CMR
CMR materials typically require very large bias fields limg their applicability.

Alternating gradient magnetometers are another senséafmique which is used
to measure magnetization. A thin film AGM has been designedde in detecting ex-
traterrestrial minerals [SCWL1], [WSV*11] and biomedical applications [JM31]
of tagging tissue scaffold. The sensor system is shown in1=&d7 (a). The sensor
head consists of a permandfitPt or CoCrPt magnet deposited using a thin film
sputtering to create a checkerboard pattern orio substrate. Fig. 19.77 (b) shows
the membrane, the checkerboard and Fig. 19.77 (c) the SEdindieted chemistry.

The sensor shown in Fig. 19.77 (a) has coils creating a dyifiéid gradient. The
correct geometries and spatial arrangement of the coilgeflerate a magnetic force
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(a) (b) ©

Fig. 19.77. (a) AGM thin film resonator sensor geometry; (eymbrane, the checkerboard and
(c) the SEM determined chemistry of the films (April 1, 201 Veoof the J. Appl. Phys.)

on the membrane in the z direction, causing it to vibrate iclmaaical resonance. An
additional force, proportional to the detected materialégnetic moment and the field
gradient is determined from shifts in the mechanical resoadrequency. When ex-
cited at the resonance frequency, the membrane deformatineasured using a high
resolution optical detection method. Light emitted fromL&D is guided through an

optical fiber and is reflected on the surface of the magnete&efl light is detected by
a bundle of PMMA fibers and transmitted to a photodiode. Tkalting photocurrent

is amplified and a lock-in amplifier is used to measure theatiete signal.

Strains can also be the basis for sensing exploiting giamgmnetastriction in im-
portant rare-earthik alloys like Terfenol-D [Dy, ;Thg.3)Fez]. The shape of the
magnetostriction-applied field curve yields little magygttiction at low fields making
such materials unsuitable for low-field magnetometry. Hmvgt has been shown that
in tension, a significant slope is observed at low fields [$BK]. Novel sensors have
been developed using surface micromachining of silicoh witcroelectromechanical
system (MEMS) fabrication techniques [BMC95]. In a magsgiotive magnetome-
ter, a thin Terfenol-D film is deposited on a MEMS cantilevEhe magnetostriction
of the Terfenol-D causes the cantilever to deflect. The défleds a function of the
field strength and can be measured by optical beam defleatimapacitance changes.

Giant Magnetoimpedance, GMas discussed above is observed in materials with
large permeabilities including amorphous and nanocontgosaterials.
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Fig. 19.78. (a) Schematic of perpendicular recording sehand (b) schematic of a bit drawn
on micrograph of an actual thin film media. (courtesy Dr. SkPgPar10]

19.4.6 Magnetic Recording.

The rapid development of information technology has beeatty enabled by the
rapid growth in the areal recording density of magnetic lthinees [PVEWEOQ1]. This
has been made possible by advances in the materials andgiragéechniques used
to produce current recording devices.

Magnetic recording devices consist of two main magnetitesys: the heads which
write or read the information and the media on which the imfation is stored. In to-
days media, information is written in the perpendicular mbg a single pole write
head when it applies a magnetostatic field in the perperaficiilection and reverses
the magnetization in the medium. In Fig. 19.78 (a), the mégaiion is stored perpen-
dicular to the disk plane because the magnetic easy axis tefriala in the recording
layer has been aligned in this direction. When the inforarais read back, a giant
magnetoresistance (GMR) (see above) read sensor is movwdtete the information
is stored and it reads the magnetization in the recordirgylay

The information is stored on the media in bits. Fig. 19.78il{b}trates two mag-
netic domains in the opposite direction [Par10]. One bitsists of 50-75 magnetic
grains and each of the grains is surrounded by a non magnédie iim which mag-
netically isolates them from each other. The bits are atigaleng a track and tracks
are configured concentrically on the hard disk. In Fig. 1§t¥&he transition region
between written bits is delineated and it can be seen to kettirelated to the grain
size of the film. In turn, media noise is directly related te thansition width as well
as the grain size distribution [Par10].

The early generations of computers had the informatioredtan tapes or hard
disks that had been coated with a slurry that contained eledgarticles of-Fe2 O3
(maghemte). The particles coercivity was determined bpslaaisotropy. Later, thin
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Fig. 19.79. Schematics of the atomic matching of (a)th&l1) planes ofhcpCo and (110)
planes ofCr; (b) (1120) planes ofhcpCo and (200) planes ofCr and (c)(1010) planes of
hcpCo and(112) planes ofCr . [LW91]

films of Co alloys were introduced and as of the time writing of this dkeaghin Co
alloy films are still utilized.

The development of media for magnetic storage is a good ebeamhthe use of the
basic principals of materials science. The media must sbaksmall magnetic grains
that are strongly oriented (textured) with their easy axethé plane of the disk for
longitudinal recording or normal to the plane of the diskferpendicular recording.
Furthermore, the grains should be of uniform size and shioeillthagnetically isolated
from each other.

As mentioned above, particulate media and the first of thefillnm hard drives were
longitudinal media. In the particulate media the partidiad their long axes in the
plane of the film. In the first commercialized thin film media fiims were produced
in such a way that the c-axes of tbe alloy grains were in the plane of the disk. Since
the magnetic easy axis @fo alloys is the c-axis, a method had to be devised to grow
theCo alloys with the c-axes in (or nearly in) the plane of the diBkis was done by
usingCr underlayersCr(bcg) naturally sputters with a{10) texture and this gives
rise by epitaxy to 41011) texture of theCoalloy. In this case the c-axes were about
30° out of the plane of the disk. Later it was found that by depogitheCr films at
elevated temperatures (270-3@) they would obtain thé200) texture, which in turn
produced (by epitaxy) thel 120) texture in theCo alloy. This texture allowed for the
c-axes to be in the plane of the film (Fig. 19.79) [LW91]. Latex underlayers were
grown with the(112) texture (with the help oNi Al seedlayers) [LCF95] and the
Co alloys deposited with thg1010) texture [LYYWO9].

Since the turn of the century, information in hard disk media been stored in the
so-called perpendicular mode, in which the easy axes of thgnetic grains in the
films are perpendicular to the plane of the disk alloys have the hexagonal close
packed ficp) structure and their c axes are usually the magneticallyss@s. Since
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widization; reduce

{00.2) hep CoCrPtX continuous layer

(00.2) hep CoCrPt + oxide granular layer

(00.2) hep Ru (high pressure) interlayer

(00.2) bep Ru (low pressure) seedlayer

continuous granular compaosite (CGC)
magnetic layer

control grain size, granuler microstructure,
inter-granular exchange decoupling
=& control grain sizc, lexture

{111 foe NiW seedlaver =p control gratn size, lexture, adhesion

a-SUL
Ru amorphous anti-ferromagnetically
coupled soft magnetic underlayer (SUL)
a-SUL

Al or Glass Substrate

Fig. 19.80. A schematic of the structure of the thin film layef a typical perpendicular mag-
netic recording media. (courtesy of Dr. H. Yuan) [Yua09]

the anisotropy of a thin film tends to lie in the plane of the f{loecause of shape
effects), the magnetization of théo alloy has to be lowered by the addition Of .
This decreases the magnetization and hence lowers the toatate energy of the
film.

A schematic cross section of perpendicular media is showigirl9.80. Here there
are several layers of films, each with their specific purpd$e layer directly under
the magnetic layer iBu (or an alloy ofRu) which has thécpstructure and a slightly
larger lattice parameter than the alloys. When deposited in the perpendicular man-
ner the largeRu lattice tends to stretch théo alloy lattice its the basal plane, since
this is the plane of epitaxy in perpendicular recordingc8itlo alloys have a negative
magnetostrictive constant, a perpendicular anisotropydigced in theCo alloy over
and above its already strong magneto-crystalline anipgtiothe same direction.

Another function of th&ku layer is to control the grains size and the positioning of
the oxide phase in the recording layer. The depoditedilms have domes on their
surface which controls where the oxide in the recordingréyens (Fig. 19.81). The
domes form best in films that are sputtered under a highegoressure. In the Figure
the Ru domes can be seen to allow for the oxide to form in the valleyind the
deposition of theCo alloy/oxide layer. The oxides then grow around thie alloy
grains magnetically isolating them from othés alloy grains.

The grain size of the storage layer is controlled by a contlminaof the percent-
age of oxide and the grain size of tlRer underlayer. In turn, this is controlled by
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Fig. 19.81. A schematic showing the role of tRa domes in controlling the microstructure of
theCo recording layer. (courtesy of Dr. S. Park) [Par10]

processing variables (sputtering powér, back-pressure, etc.) and sometimes by an
additional underlayer.

Beneath th&ku layer there is often a layer such a®N&W alloy which deposits
with a very strong(111) fcc texture and because of its similar atomic arrangement
increases the subsequénit andCo alloy films texture by means of epitaxy. The
texture of theCo alloy film is crucial to good recording properties and it isasered
by the full width half maximum (FWHM) of a x-ray rocking curve

In most perpendicular media there existsadt magnetic underlayer (SUlyhich
acts to close the magnetic flux with the head. Amorphous saffmatic materials with
high permeability, such a€oZrTa are commonly used as the SUL. The tiim
layer in the middle of the SUL couples the two SULs in an antifimagnetic fashion
and acts to pin any magnetic domains that exist in that ldgergby minimizing its
contribution to the noise (Fig. 19.80).

The type of media described above is often tercwa/entional perpendicular mag-
netic medialt has been used in hard drives for computers over a decadelimit
in the lower bound of th€o alloy grain size is approaching since the grains will soon
be small enough to become superparamagnetic. This wilinethe introduction of
a new magnetic media: one with larger magnetocrystallinsotnopy [Woo000]. A
candidate for this i¥e Pt alloys, which will be able to sustain magnetization down to
about 3 nm grains. There are many challenges WitRt. First, since they will need
to have very high magnetocrystalline anisotropy, they bdlvery difficult to write
on. Schemes such a heat assisted magnetic recording (HARBBT06] may be
needed if the new media is used. Another challenge is pradube high anisotropy:
to do this thele Pt alloy must be highly ordered atomically. This entails higmper-
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ature processes, which may not be compatible with the rakeahagnetic recording
device. Research on these alloys continues.

This chapter has introduced metals and alloys used for adftard magnets and
surveyed some current applications. This field has continaénnovate an progress
over many decades. The choices of materials and applisaiiohy no means ex-
haustive and reflects the interest and expertise of the emithibey are convinced that
in a decade there will be more new and exciting additions i® ftald and hope to
contribute to its future.
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19.5 Further Reading.
Magnetic Materials.:

(i) Ferromagnetism by Richard M. Bozorth has been published by the IEEE
Press as a classic reissue [Boz93].
(i) Chen discusses the development of soft magnetic midtgisa[Che86]
(i) O"Handley [O’H87] offers a more modern materials peestive.
(iv) Cullity and Graham [CGO09] is the update of the classikt ttn magnetic ma-
terials
(v) Coey [Coel0]is a modern text on magnetic materials.
(vi) Coey [Ce96] discusses permanent magnet materials.
(vii) The book edited by Plumer, et al. [PVEWEO1] discussethdstorage tech-
nologie

Structure.:

(i) DeGraefand McHenry [DMO7] discusses the structure ofamals with many
magnetic materials examples.
(ii) Cullity [Cul78] is the classic text on x-ray diffractioby the author of the
famous book on magnetic materials.
(iii) Barrett and Massalski [BM80] is a classic text on stiwe of materials.

Phase Equilibria:

(i) Prince [Pri66] is a classic text discussing phase diagra
(i) Porter and Easterling [PEOQ] discusses phase eqialidond the kinetics of
phase transformations.
(iif) Massalski [Mas90] is the handbook of Bbnary alloy paasagrams

Current Resear ch and Applications: There are many good journals covering mag-
netism and magnetic materials. In particular, the Jourh&@pplied Physics annu-
ally publishes the peer reviewed articles from the Magnetimd Magnetic Materi-
als (MMM) Conference, the largest international scientficference on the subject.
The IEEE Transaction on Magnetics similarly publishes peeiewed articles from
the Intermag conferences which are more focussed on apiptisa The two are held
simultaneously every three years as the MMM/Intermag Qenfee. Many materials
societies also have topical groups and symposia dedicatedgnetic materials. The
Materials Society (TMS) is one such example.
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