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User-generated content on social media platforms and product search engines is changing the way consumers
shop for goods online. However, current product search engines fail to effectively leverage information

created across diverse social media platforms. Moreover, current ranking algorithms in these product search
engines tend to induce consumers to focus on one single product characteristic dimension (e.g., price, star
rating). This approach largely ignores consumers’ multidimensional preferences for products. In this paper,
we propose to generate a ranking system that recommends products that provide, on average, the best value
for the consumer’s money. The key idea is that products that provide a higher surplus should be ranked higher
on the screen in response to consumer queries. We use a unique data set of U.S. hotel reservations made over
a three-month period through Travelocity, which we supplement with data from various social media sources
using techniques from text mining, image classification, social geotagging, human annotations, and geomapping.
We propose a random coefficient hybrid structural model, taking into consideration the two sources of consumer
heterogeneity the different travel occasions and different hotel characteristics introduce. Based on the estimates
from the model, we infer the economic impact of various location and service characteristics of hotels. We then
propose a new hotel ranking system based on the average utility gain a consumer receives from staying in a
particular hotel. By doing so, we can provide customers with the “best-value” hotels early on. Our user studies,
using ranking comparisons from several thousand users, validate the superiority of our ranking system relative
to existing systems on several travel search engines. On a broader note, this paper illustrates how social media
can be mined and incorporated into a demand estimation model in order to generate a new ranking system
in product search engines. We thus highlight the tight linkages between user behavior on social media and
search engines. Our interdisciplinary approach provides several insights for using machine learning techniques
in economics and marketing research.
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1. Introduction
As social media and user-generated content (UGC)
become increasingly ubiquitous, consumers rely on a
large variety of Internet-based sources prior to mak-
ing a purchase. However, although product search
engines have access to lots of UGC (not only on
their own site but also across other social media
channels), they typically fail to effectively lever-
age and present such product information going
beyond simple numerical ratings. Moreover, exist-
ing ranking algorithms typically induce consumers
to focus on only one single product characteristic
dimension (e.g., price, star rating, number of reviews).
This rudimentary approach largely ignores consumer
heterogeneity and their multidimensional product
preferences.

In this paper, we propose a new ranking system
for product search engines that aims to maximize
the expected utility gain for consumers from a pur-
chase. We instantiate our study by looking into the
hotel industry. According to a study by comScore
(Lipsman 2007), more than 87% of customers rely
on the online UGC to make purchase decisions for
hotels, higher than any other product category. This
situation motivates the need for a robust ranking
mechanism on travel search engines that can more
efficiently incorporate the publicly available knowl-
edge within and across a large variety of social media
platforms. Toward this goal, we propose a system that
ranks each hotel according to the expected utility gain
across the consumer population. The advantage of
this system is that it uses consumer utility theory and
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characteristics theory (e.g., Fader and Hardie 1996)
to design a scalar utility score with which to rank
hotels while incorporating all the dimensions of hotel
quality observed from diverse information sources.
No established measures currently exist that quantify
the economic impact of various internal (service) and
external (location) characteristics on hotel demand.
By analyzing UGC from social media, we are able to
estimate consumer preferences toward different hotel
characteristics and recommend products that provide
the best value for money on an average.

We use a unique data set of hotel reservations
from Travelocity.com. The data set contains complete
information on transactions conducted over a three-
month period, from November 2008 to January 2009,
for 1,497 hotels in the United States. We have data
on UGC from three sources: (i) user-generated hotel
reviews from two well-known travel search engines,
Travelocity.com and TripAdvisor.com; (ii) social geo-
tags generated by users identifying different geo-
graphic attributes of hotels from GeoNames.org; and
(iii) user-contributed opinions on important hotel
characteristics based on user surveys from Amazon
Mechanical Turk (AMT). Moreover, because some
location-based characteristics are not directly mea-
surable based on UGC, we use image classification
techniques to infer such features from the satellite
images of the area. We then merge these different
data sources to create one comprehensive data set that
summarizes the location and service characteristics of
all the hotels.

In the first step of our analysis, we determine
the particular hotel characteristics customers value
most and thus influence the aggregate demand of the
hotels. Beyond the directly observable characteristics
(e.g., the “number of stars”) most third-party travel
websites provide, many users also tend to value spe-
cific location characteristics, such as proximity to the
beach or downtown. We incorporate satellite image
classification techniques and use both human and
computer intelligence (in the form of social geotag-
ging and text mining of reviews) to infer these loca-
tion features. In the second step, we use demand
estimation techniques (Berry et al. 1995, Berry and
Pakes 2007, Song 2011) to quantify the economic influ-
ence and relative importance of location and service
characteristics. Our empirical modeling and analyses
enable us to compute the “expected utility gain” from
a particular hotel based on the estimation of price
elasticities and average utilities. In the third step, we
use this measure of expected utility gain to propose a
new ranking system in which a hotel that provides a
comparably higher average utility gain would appear
at the top of the list displayed by a travel search
engine. By doing so, we can provide customers with
the “best-value” hotels early on, thereby improving

the quality of online hotel search. In the final step,
we validate the superiority of our proposed ranking
system by conducting online experiments across 7,800
users on AMT, across six different cities based on a
number of benchmark systems.

Our key results are as follows:
1. Five location-based characteristics have a posi-

tive impact on hotel demand: the number of exter-
nal amenities, presence near a beach, presence near
public transportation, presence near a highway, and
presence near a downtown area. The textual con-
tent and style of reviews also demonstrate a statis-
tically significant association with demand. Reviews
that are less complex, have shorter words, and have
fewer spelling errors influence demand positively, as
do reviews with more characters and those written
in simple language. Consumers prefer hotels with
reviews that contain objective information (such as
factual descriptions of hotels) rather than subjective
information, indicating they trust third-party infor-
mation over descriptions provided by the hotels.
Consumers also prefer to stay in hotels with reviews
written in a “consistent objective style” rather than a
mix of objective and subjective sentences.

2. We examine interaction effects between travel
purpose, price, and hotel characteristics. Business
travelers are the least price sensitive, whereas tourists
are the most price sensitive. In addition, business
travelers have the highest marginal valuation for
hotels located closer to a highway and with easy
access to public transportation. In contrast, romance
travelers have the highest marginal valuation for
hotels located closer to a beach and those with a high
service rating.

3. A comparison between the model that condi-
tions on the UGC variables and a model that does
not shows that the former outperforms the latter
in both in-sample and out-of-sample analyses. Addi-
tional model fit comparisons suggest that the model’s
predictive power is weakest when excluding all the
location variables, followed by the service variables,
and then the UGC variables. Moreover, within the set
of UGC variables, we find textual information (e.g.,
text features, review subjectivity, readability) has a
significantly higher impact than numerical informa-
tion on the model’s predictive power.

There are three key contributions of this paper.
First, we illustrate how researchers can mine UGC
from multiple and diverse sources on the Internet
to examine the economic value of different prod-
uct attributes, using a structural model of demand
estimation. Customers today make their decisions in
an environment with a plethora of available data.
Some consumers might research a hotel using tour
guides and mapping applications, or they may con-
sult online review sites to determine a hotel’s qual-
ity and amenities. To replicate this decision-making
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environment, we construct an exhaustive data set,
collecting information from a variety of sources and
using a variety of methodologies, such as text mining,
on-demand annotations, and image classification. We
demonstrate the marginal contribution from different
information sources by conducting model fit compar-
isons between models that condition for one set of
variables versus another.

Second, our empirical estimates enable us to pro-
pose a new ranking system for hotel search based on
the computation of each hotel’s expected utility gain,
which measures the “net value” a consumer gets from
the transaction. The key notion is that in response to
a search query, the system would take into account
consumers’ multidimensional preferences in order to
recommend and rank higher those hotels that provide
a higher “value for money.” Thus, our paper shows
how businesses can leverage UGC in social media to
generate a ranking system in product search engines
that improves the quality of choices available to con-
sumers. The methodological approach used in this
paper can be applied toward ranking any product
or service that has multiple attributes, and hence the
applicability of this paper is very wide. This is also
the first study that demonstrates the linkages between
user behavior on social media platforms and search
engines.

Third, to evaluate the quality of our ranking
technique, we conducted several user studies based
on online surveys on AMT across six different
markets in the United States. Using 7,800 unique
user responses for comparing different rankings, we
unequivocally demonstrate that our proposed rank-
ing system performs significantly better than sev-
eral baseline-ranking systems currently used by travel
search engines. A follow-up survey reveals that
users strongly preferred the diversity of the retrieved
results, given that the list produced by our method
consisted of a mix of hotels cutting across several
price and quality ranges. This finding indicates that
customers prefer a list of hotels with each specializ-
ing in a variety of characteristics, rather than a variety
of hotels with each specializing in only one char-
acteristic. Besides providing consumers with direct
economic gains, such a ranking system can lead to
nontrivial reductions in consumer search costs. Fur-
thermore, directing customers to hotels that are better
matches for their interests can lead to increased usage
of travel search engines.

The rest of this paper is organized as follows. Sec-
tion 2 discusses related work and places our work
in the context of prior literature. Section 3 discusses
the work related to the data preparation, including
the methods used to identify important hotel charac-
teristics, the steps undertaken to conduct the surveys
on AMT to elicit user opinions, and the text-mining

techniques used to parse user-generated reviews.
Sections 4 and 5 provide an overview of our econo-
metric approach and discuss empirical results, respec-
tively. Section 6 discusses how one can apply our
approach to design a real-world application, such as a
ranking system for hotel search. Section 7 concludes.

2. Prior Literature
Our paper draws from multiple streams of work.
A key challenge is to bridge the gap between the tex-
tual and qualitative nature of review content and the
quantitative nature of discrete choice models. With
the rapid growth and popularity of the UGC on
the Web, a new area of research has emerged that
applies text-mining techniques to product reviews.
The first stream of this research focused on the senti-
ment analysis of product reviews (Hu and Liu 2004,
Pang and Lee 2004, Das and Chen 2007). This focus
stimulated additional research on identifying prod-
uct features in which consumers expressed their opin-
ions (Hu and Liu 2004, Scaffidi et al. 2007). The
automated extraction of product attributes has also
received attention in the recent marketing literature
(Lee and Bradlow 2011).

Meanwhile, the hypothesis that product reviews
affect product sales has received strong support in
prior empirical studies (e.g., Godes and Mayzlin 2004,
Chevalier and Mayzlin 2006, Liu 2006, Dellarocas
et al. 2007, Duan et al. 2008, Forman et al. 2008,
Moe 2009). However, these studies focus only on
numeric review ratings (e.g., the valence and volume
of reviews) in their empirical analysis. Researchers
using only numeric ratings have to deal with issues
such as self-selection bias (Li and Hitt 2008) and
bimodal distribution of reviews (Hu et al. 2006). More
importantly, the matching of consumers to hotels in
numerical rating systems is not random. A consumer
only rates the hotel she frequents (i.e., the one that
maximizes her utility). Consequently, the average star
rating for each hotel need not reflect the population’s
average utility. Because of the above drawbacks, the
average numerical star rating a product receives may
not convey a lot of information to a prospective buyer.

To the best of our knowledge, only a handful of
empirical studies have formally tested whether the
textual information embedded in online UGC can
have an economic impact. Ghose et al. (2009) estimate
the impact of buyer textual feedback on price pre-
miums sellers charge in online secondhand markets.
Eliashberg et al. (2007) combine natural-language pro-
cessing techniques and statistical learning methods to
forecast the return on investment for a movie, using
shallow textual features from movie scripts. Netzer
et al. (2012) combine text mining and semantic net-
work analysis to understand the brand associative
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network and the implied market structure. Decker
and Trusov (2010) use text mining to estimate the rel-
ative effect of product attributes and brand names on
the overall evaluation of the products.

None of these studies focuses on estimating the
impact of user-generated product reviews on influ-
encing product sales beyond the effect of numeric
review ratings, which is one of the key research objec-
tives of this paper. Controlling for the volume of blog
posts, Dhar and Chang (2009) show that changes in
the number of friends of an artist are correlated with
sales of music albums. The papers closest to ours are
Ghose and Ipeirotis (2011) and Archak et al. (2011),
who explore multiple aspects of review text to iden-
tify important text-based features and to study their
impact on review helpfulness (Ghose and Ipeirotis
2011) and product sales (Ghose and Ipeirotis 2011,
Archak et al. 2011). However, these studies do not
have data on actual product demand and do not
use structural models, nor do they examine the use
of UGC in developing a ranking system for product
search in online markets.

Our work is related to models of demand
estimation such as BLP (Berry et al. 1995). Because
of the limitations of the product-level “taste shock”
in logit models, Berry and Pakes (2007) proposed
a new model based on pure product characteristics.
The pure characteristics model (hereafter, PCM) dif-
fers from the BLP model in the sense that it does not
contain the product-level taste shock. It describes the
consumer heterogeneity, based purely on consumers’
different tastes toward individual product character-
istics, without consideration of the tastes of certain
products as a whole (i.e., brand preferences). How-
ever, as Song (2011) points out, whether one should
introduce the product-level taste shock depends on
the context of the market. Keeping in mind the two
levels of consumer heterogeneity introduced by dif-
ferent travel categories (i.e., family trip, romantic trip,
or business trip) and different hotel characteristics,
we propose a random coefficients-based hybrid struc-
tural model to identify the latent weight distribu-
tion consumers assign to each hotel characteristic.
The outcome of our analysis enables us to compute
each hotel’s expected utility gain and rank the hotels
accordingly on a travel search engine.

Finally, our paper is related to the work in online
recommender systems. By generating a novel rank-
ing approach for hotels, we aim to improve the
recommendation strategy for travel search engines
and provide customers with the “best-value” hotels
early on in the search process. The marketing litera-
ture has proposed several model-based recommenda-
tion systems to predict preferences for recommended
items (Ansari et al. 2000, Ying et al. 2006, Bodapati
2008). A more recent trend along this line is adaptive

personalization systems (Ansari and Mela 2003, Rust
and Chung 2006, Chung et al. 2009).

3. Data Description
Our data set, compiled from various sources, con-
sists of observations from 1,497 hotels in the United
States. We have three months of hotel transaction
data from Travelocity.com (November 1, 2008 to Jan-
uary 31, 2009) that contains the average transaction
price per room per night and the total number of
rooms sold per transaction.

Our work leverages three types of UGC data:
• on-demand user-contributed opinions through

Amazon Mechanical Turk (AMT),
• location description based on user-generated

geotagging and image classification, and
• service description based on user-generated

product reviews.
We first discuss how we leverage AMT to collect

information on user preferences for different hotel
characteristics. Their responses suggest we can lump
these characteristics into two groups: location and ser-
vice. Once we identify the set of consumer prefer-
ences, we use other UGC to infer the external location
characteristics, the internal service characteristics, and
the textual characteristics of hotel reviews that can
influence consumer purchases. We present the data
sources, definitions, and summary statistics of all vari-
ables in Tables 1 and 2.

3.1. Identification of Hotel Characteristics
Our analysis first requires knowledge of which
aspects of a hotel are most important to consumers
and therefore determine the aggregate prices of the
hotels. We use a survey of potential hotel customers
to identify these aspects.

To reach a wide demographic, we relied on AMT, an
online marketplace used to automate the execution of
micro tasks that require human intervention (i.e., can-
not be fully automated using data-mining tools). Task
requesters post simple micro tasks, known as hits
(human intelligence tasks), in the marketplace. The
marketplace provides proper control over the task exe-
cution, such as validation of the submitted answers or
the ability to assign the same task to several different
workers. It also ensures the proper randomization of
the assignments of tasks to workers within a single
task type. Each user receives a small monetary com-
pensation for completing the task.

Our main goal was to obtain a diversity of con-
sumer opinions. Therefore, we wanted to first ensure
the participants were representative of the overall
Internet population. Therefore, we constructed a sur-
vey in which we asked AMT workers to provide
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Table 1 Summary of Different Methods for Extracting Hotel Characteristics

Category Hotel characteristics Methods

Transaction data Transaction price (per room per night)
Travelocity

Number of rooms sold (per night)

Service based Hotel class
TripAdvisor

Hotel amenities

Review based Number of customer reviews
Overall reviewer rating Travelocity and TripAdvisor
Disclosure of reviewer identity information
Subjectivity

Mean probability
Std. dev. of probability

Readability
Number of characters
Number of syllables
Number of spelling errors

Text analysis
Average length of sentence
SMOG index

(Additional)
Breakfast
Hotel staff
Bathroom
Bedroom
Parking

Location based Near the beach Image classification; tags from GeoNames.org and social annotations from
Amazon Mechanical TurkNear downtown

External amenities (number of Microsoft Virtual Earth geomapping search SDK
restaurants/shopping destinations)

Near public transportation Tags from GeoNames.org; social annotations from Amazon Mechanical Turk
Near the interstate highway Social annotations from Amazon Mechanical Turk
Near the lake/river
City annual crime rate FBI online statistics

Table 2 Definitions and Summary Statistics of Variables

Variable Definition Mean Std. dev. Min Max

PRICE Transaction price per room per night 126059 79047 12 978
CHARACTERS Average number of characters 766054 167013 121 21187
COMPLEXITY Average sentence length 16041 3095 2 44
SYLLABLES Average number of syllables 245048 53077 37 700
SMOG SMOG index 9091 0063 3 19.80
SPELLERR Average number of spelling errors 1010 0037 0 3.33
SUB Subjectivity—mean 0099 0003 0.05 1
SUBDEV Subjectivity—standard deviation 0002 0002 0 0.25
ID Disclosure of reviewer identity 0077 0014 0 1
CLASS Hotel class 3002 0093 1 5
CRIME City annual crime rate 195009 123011 3 11310
AMENITYCNT Total number of hotel amenities 16038 3021 2 23
EXTAMENITY Number of external amenities within 4095 7037 0 27

one mile, i.e., restaurants or shops
BEACH Beachfront within 0.6 miles 0024 0043 0 1
LAKE Lake or river within 0.6 miles 0023 0042 0 1
TRANS Public transportation within 0.6 miles 0011 0031 0 1
HIGHWAY Highway exits within 0.6 miles 0068 0047 0 1
DOWNTOWN Downtown area within 0.6 miles 0069 0046 0 1
TA_REVIEWCNT Total number of reviews (TripAdvisor) 127081 164022 0 999
TA_REVIEWCNT 2 Square of TA_REVIEWCNT 281573016 701943083 0 9981001
TA_RATING Overall reviewer rating (TripAdvisor) 3049 0059 1 5
TL_REVIEWCNT Total number of reviews (Travelocity) 25026 29077 0 202
TL_REVIEWCNT 2 Square of TL_REVIEWCNT 731040 11794081 0 401804
TL_RATING Overall reviewer rating (Travelocity) 3087 0074 1 5

Notes. Number of observations = 81099. Time period is January 11, 2008 to January 31, 2009.
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information about their place of origin and residence,
gender, age, education attainment, income, mari-
tal status, household size, and number of children.
We also asked them how much time they spend every
week on AMT, how much work they complete, how
much payment they receive, and their reasons for par-
ticipating on AMT. We conducted the survey monthly
for six months and found the results were robust.

The results of the survey indicate that most of the
workers—70% to 80%—are based in the United States.
More than 60% of the workers had a university edu-
cation, and more than 15% of them had graduate
degrees. The age of the workers varied widely but
with an overrepresentation of young ages (21–30).
Because the participants are therefore marginally
younger than the overall Internet population, their
income levels are lower and they have smaller fam-
ilies. Overall, despite some differences, we see that
the AMT population is generally representative of the
overall U.S. Internet population and more representa-
tive than surveys conducted using only locally avail-
able participants.1

We also asked survey participants about their pre-
vious experiences with Travelocity.com. Of the 92.5%
that had visited the website before, 55% had made
hotel reservations.

Having determined that AMT workers are rep-
resentative of the general Internet user population,
we used them as the sample for our following sur-
vey. As part of this survey, we asked 100 random
AMT users which hotel characteristics they consid-
ered important. We grouped and coded the answers
(see Table 1), identifying two broad categories of hotel
characteristics:

1. location-based characteristics (e.g., near a beach,
near a waterfront (lake/river), near public transporta-
tion, near downtown) and

2. service-based characteristics (e.g., hotel class,
number of internal amenities).

Next, we describe how we use UGC to collect infor-
mation about the variables that are either too difficult
to collect otherwise (e.g., density of shops around the
hotel) or are likely to be subjective (e.g., quality of
service).

1 In Online Appendix G (at http://mktsci.journal.informs.org/), we
provide the exact analysis of the survey and a comparison of
the demographics, with the demographics of Internet users in the
United States according to the data provided by comScore. To com-
pensate for the differences in the population, we also stratified
the responses from the sample based on demographics and placed
appropriate weights on the responses so that the results would
match the composition of the Internet user population in the United
States.

3.2. Extraction of Location and
Service Characteristics

For the location-based characteristics, we combine
UGC with automatic techniques to scale our data
collection and generate data sets that are comprehen-
sive at the national and international levels (i.e., tens
or hundreds of thousands of hotels). A first automatic
approach is to use a service such as the Microsoft
Virtual Earth Interactive SDK (software development
kit) that enables us to compute location characteristics
such as “near restaurants and shops” for a given hotel
location on a map. Using the application program-
ming interface from Microsoft, we can automatically
perform such local search queries.

However, the presence of a characteristic such
as “near a beach” or “near downtown” cannot be
retrieved using existing mapping services. To mea-
sure such characteristics, we use a combination of
user-generated geotagging and automatic classifica-
tion of satellite images of areas near each hotel in our
data set. The concept of geotagging has been pop-
ularized lately by photo-sharing websites on which
users annotate their photos with the exact longitude
and latitude of the location. The concept has been
extended and is now used in “wiki”-style websites
on which users annotate maps with tags such as
“bridge,” “lake,” or “park.” In our study, we extracted
the location characteristics “near public transporta-
tion,” “near a beach,” and “near the downtown” via
GeoNames.org. For the characteristics “near public
transportation,” “near a lake/river,” and “near the
interstate highway,” we extracted the features using
on-demand annotations from a set of workers from
AMT. Such geotagging and on-demand annotations
enable us to generate a richer description of each
hotel’s location, using features that are not directly
available through existing mapping services.

Regardless of how comprehensive the tagging is,
users may not have yet tagged all locations. Therefore,
we need to leverage the tag database and allow for the
automatic tagging of nontagged areas. We therefore
use automatic image classification techniques of satel-
lite images to tag location features that can influence
hotel demand. See Online Appendix §F-1 for details.
Finally, we collect the “crime rate” at the city level
from the FBI website. It contains the total number of
violent crimes (e.g., murder, aggravated assault) and
property crimes (e.g., burglary, larceny theft, arson).

We use two broad service-based characteristics:
hotel class is an internationally accepted standard
ranging from one to five stars, representing low
to high hotel grades; and the number of internal
amenities includes, for example, indoor swimming
pools, high-speed Internet, free breakfasts, hair dry-
ers, and parking facilities. We extracted this infor-
mation from TripAdvisor.com using fully automated
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parsing. Because the website does not explicitly list
hotel amenities, we retrieved them by following the
link provided on the hotel Web page directing users
to one of the hotel’s partner websites (i.e., Travelo-
city.com, Orbitz.com, Expedia.com, Priceline.com, or
Hotels.com).

3.3. Extraction of Linguistic Style of
Customer Reviews

We collected customer reviews from Travelocity.com.
We also collected reviews from a neutral, third-party
site and the world’s largest online travel community,
TripAdvisor.com, to account for the indirect influence
of word of mouth. We collected all available online
reviews and reviewers’ information up to January 31,
2009 (the last date of transactions in our database).

Consistent with prior work, we use the total num-
ber of reviews and the numeric reviewer rating to
control for word-of-mouth effects. In addition, given
that the actual quality of reviews affects product sales,
we looked into two text style features—subjectivity
and readability, both of which can influence con-
sumers’ purchase decisions (Ghose and Ipeirotis
2011). For more details, see Online Appendix §F-2.

Five broad types of characteristics are present in
this category: (i) total number of reviews, (ii) over-
all review rating, (iii) review subjectivity (mean and
variance), (iv) review readability (the number of char-
acters, syllables, and spelling errors; complexity; and
SMOG index), and (v) disclosure of the reviewer’s
identity.

4. Model
In this section, we will discuss our random
coefficients-based structural model and how we apply
it to estimate the distribution of consumer preferences
toward different hotel characteristics. The estimates
from these analyses are then used toward comput-
ing the expected utility gain from each hotel, which,
in turn, is used in designing the ranking system
described in §6.

4.1. Model Setup
Our model is motivated directly by Song (2011), who
proposes a hybrid discrete choice model of differ-
entiated product demand. Whereas Song (2011) has
one random coefficient on price, we have multiple
random coefficients on price as well as hotel charac-
teristics. Note that his hybrid model is a combina-
tion of the BLP and PCM approaches. It is called a
hybrid model because it resembles the random coeffi-
cient logit demand model in describing a brand choice
(BLP) and the pure characteristics demand model in
describing a within-brand product choice (PCM). This
hybrid model is a discrete choice model of differen-
tiated product demand in which product groups are

horizontally differentiated, whereas products within
a given group are vertically differentiated condi-
tional on product characteristics. These two types
of differentiation are distinguished by a group-level
“taste shock,” which is assumed to be indepen-
dently and identically distributed with a Type I
extreme value distribution. This taste shock represents
each consumer’s specific preference toward a prod-
uct group that product characteristics—both observed
and unobserved—do not capture. Song (2011) refers
to a product group that contains vertically differ-
entiated products as a “brand.” This hybrid model
identifies the preference for product characteristics in
a similar way as the PCM, the main difference being
that the hybrid model compares products of each
brand on the quality ladder separately, whereas the
PCM compares all products on it at the same time.
Hence, the quality space is much less crowded in the
hybrid model.2

In our context, a hotel “travel category” represents
a “brand,” and the hotels within each travel category
represent “products.” In particular, the market share
function of hotel jk within travel category k can be
written as the product of the probability that travel
category k is chosen and the probability that hotel jk

is chosen given that travel category k is chosen. The
former probability is similar to the choice probability
in BLP and the latter to that of the PCM.

We define a consumer’s decision-making behav-
ior as follows. A consumer needs to locate the hotel
whose location and service characteristics best match
her travel purpose. For instance, if a consumer wants
to go on a romantic trip with a partner, she will be
interested in the set of hotels located close to a beach
as well as to a downtown area with such amenities
as nightclubs and restaurants. She is also aware that
hotels specializing in the romance category are more
likely to satisfy such location and service needs. Each
hotel can belong to one of the following eight types of
travel categories: family trip, business trip, romantic
trip, tourist trip, trip with kids, trip with seniors, pet-
friendly trip, and disability-friendly trip. Each travel
category is defined and chosen according to the infor-
mation gleaned from TripAdvisor.com, which allows

2 This hybrid model provides more efficient substitution patterns
according to its basic assumptions and model foundations. As Song
(2011) describes, it distinguishes between two types of cross sub-
stitutions: within-travel and between-travel category substitution.
The former is confined to hotels within the same travel category
and has the same substitution pattern as in the PCM. The latter
determines the substitution pattern for hotels in different travel
categories and has a similar pattern as in BLP but with a distinct
difference: the impact of a change (in price or availability) on other
travel categories is confined to hotels of similar quality. As a result,
a hotel will have fewer substitutes in our model than in the BLP
(Berry et al. 1995) model.
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reviewers to specify their main trip purpose (travel
category) when posting a review.

We have data on all the hotel reviews posted by
users for a given hotel right from the time the first
review was posted until the last date of our transac-
tion data set (January 31, 2009). We classify a hotel
into a specific travel category based on reviewers’
most frequently mentioned travel purpose for that
hotel. Hence, each hotel belongs to a single travel
category. To capture the heterogeneity in consumers’
travel purpose, we introduce an idiosyncratic taste
shock at the travel category level. This shock is similar
to the product-level taste shock in the BLP model.

Each travel category has a hotel that maximizes a
consumer’s utility in that category. We refer to this
as the “best” hotel in that category. To find the best
hotel within each travel category, we use the PCM,
which enables us to capture the vertical differentia-
tion among hotels within the same travel category.
A rational consumer chooses a travel category if and
only if her utility from the best hotel in that category
exceeds her utility from the best hotel in any other
travel category. Thus, in our model, the utility for con-
sumer i from choosing hotel j with category type k in
market t can be represented as follows:

uijkt =Xjkt�i +�iPjkt + �jkt + �ikt1 (1)

where i represents a consumer, jk represents hotel j
with travel category type k 4k ∈ 81121 0 0 0 171895,
and t represents a hotel market (city–week combi-
nation). In this model, �i and �i are individual-
specific random coefficients that capture consumers’
heterogeneous tastes toward different observed hotel
characteristics, X = 6X11X21 0 0 0 1XZ7, and toward the
average price per night, P , respectively. Note that
�i is a scalar, whereas �i is a Z-dimensional vector
corresponding to Z hotel characteristics. �jkt repre-
sents hotel characteristics unobservable to the econo-
metrician. �ikt with a subscript k represents a travel
category-level taste shock. Note that in our model, the
travel category-level shock is independently and iden-
tically distributed across consumers and travel cate-
gories, consistent with Song (2011).3

We define a “market” as the combination of “city–
week.” Correspondingly, we calculate the market
share for each hotel based on the number of rooms

3 Besides our model, which incorporates a travel category-level
taste shock, at least three other plausible modeling approaches exist
in this context: (i) a model with only a hotel-level taste shock
approach; (ii) a model with both travel category-level and hotel-
level taste shocks, with the travel category at the top hierarchy,
resembling the nested logit model; and (iii) a model with no taste
shocks at either the travel category level or the hotel level, resem-
bling the PCM (Berry and Pakes 2007) approach. We have estimated
all these models and found that our hybrid model provides the best
performance in both precision and deviation. Details are provided
in §5.3.

sold for that hotel in that market (i.e., city–week)
divided by the total size of that market. With regard
to market size, in our main estimation, we applied
the same idea as in the demand estimation literatures
(e.g., Berry et al. 1995, Nevo 2001, Song 2011), com-
puting the market size by estimating the potential
consumption in a market. That is, we estimate the
total potential market consumption to be proportional
to the total number of rooms available in the exist-
ing hotels in a certain market (including the hotels
whose transactions appear in our current choice set
and those whose transactions we do not observe).4

We acquired the total number of existing hotel rooms
in each market via TripAdvisor.com. Under this mea-
sure, the outside good is defined as “no purchase
from the current choice set.”5

Alternatively, in our robustness checks, we define
the market size as the total number of rooms all hotels
in that city sold during that week, based on the trans-
action data from Travelocity.com. Recall that our main
data set comes from two sources: Travelocity.com-
generated transaction data and TripAdvisor.com hotel
listing data. The data set we use is the set of hotels at
the intersection of the two sources, which means the
hotel choice set for each market includes those hotels
that not only have a transaction generated via Trav-
elocity.com but also have information available from
user-generated reviews on TripAdvisor.com. Because
not every hotel that has a Travelocity.com-generated
transaction is listed on TripAdvisor.com, we define
our “outside good” as the set of hotels listed in
the original Travelocity.com transaction data but not
TripAdvisor.com.

We follow Berry et al. (1995) and model the distri-
bution of consumers’ taste parameters as multivariate
normal, conditional on demographics:

(

�i

�i

)

=

(

�̄

�̄

)

+çDi +èvi1 Di ∼ P ∗

D4D51

vi ∼ N401 IZ+151

where Di is a d × 1 vector of consumer demo-
graphic variables, P ∗

D4D5 is a nonparametric distri-
bution observed from other data sources, and vi

is a 4Z+ 15× 1 vector capturing the additional unob-
served consumer-specific preference toward hotel
characteristics. It follows a multivariate normal
distribution. ç is a 4Z + 15 × d matrix of coefficients

4 For this estimation of market size to be valid, we assume that the
total number of room nights rented in a certain market is propor-
tional to the number of individuals in that market.
5 Because our transaction data set is a random sample from Trav-
elocity, it is an unbalanced panel data set. Based on Yamamoto
(2011), the BLP-type of model (i.e., mixed logit model) is a more
general form of the “varying choice set logit model.” Therefore, our
estimation is able to account for the varying choice set bias that
standard logit models suffer.
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that measures how consumers’ taste parameters vary
with observed demographics. è is a 4Z + 15× 4Z + 15
scaling matrix. This specification allows the observed
demographics Di and the unobserved factor vi to
determine the consumer-specific taste.

As we know, a consumer’s income, yi, normally
affects his taste. In particular, we notice that yi affects
the consumer’s taste primarily through price. Thus
we propose our basic model with two assumptions:
(i) Di contains only the consumer income yi, which
follows the empirical income distribution Fy4�5 and
can be derived from the U.S. Census data; and (ii) ç is
zero in all but one row. The nonzero row corresponds
to the price coefficient. We relax both assumptions in
our extended model in §4.4.

Given these assumptions, we basically model �i

and �i as a function of consumer income and the
unobserved characteristic: �i = �̄ + �yyi + �vvi and
�i = �̄+�vvi. Then we rewrite our model as follows:

uijkt = �jkt +Xjkt�vvi +�yyiPjkt +�vviPjkt + �ikt1 (2)

where �jkt = Xjkt�̄ + �̄Pjkt + �jkt represents the mean
utility of hotel j with category type k in market t;
�̄1 �̄1�y1�v, and �v are the parameters to be estimated.

4.2. Estimation
As mentioned in the previous subsection, our goal
here is to estimate the mean and deviation of �i and
�i. We apply methods similar to those used in Berry
and Pakes (2007) and Song (2011). In general, with a
given starting value of �0 = 4�0

y1�
0
v1�

0
v5, we look for

the mean utility �, such that the model-predicted mar-
ket share is equal to the observed market share. We
then form a generalized method of moments (GMM)
objective function using the moment condition that
the mean of unobserved characteristics is uncorre-
lated with the instrumental variables. We then update
the parameter value of �1 = 4�1

y1�
1
v1�

1
v5 and use it as

the starting point for the next-round iteration. This
procedure is repeated until the algorithm finds the
optimal value of � that minimizes the GMM objective
function. The algorithm searches only over a subset of
parameters because we concentrate on the mean util-
ity parameters that enter linearly, out of the search.
We conduct the estimation in three stages.

To calculate the market share for a particular hotel,
we need to know (1) the size of a certain con-
sumer segment and (2) the probability of that segment
choosing this hotel. Multiplying the two gives us the
overall market share. See Online Appendix D for the
mathematical details for the derivation.

We next identify the mean utility � by equat-
ing the estimated market share with the observed
market share conditioning on a given � = 4�y1�v1�v5.
The solution to this problem satisfies a system of
nonlinear equations. In our case,

∑K
k=1 J

k nonlinear

equations (where J k is the total number of hotels
within travel category type k) and

∑ K
k=1J

k unknown
variables exist (� being a

∑K
k=1 J

k dimension vector).
To solve, we apply the Newton–Raphson method per
Song (2011), which works well when the number of
products per market is up to 20. To guarantee the
robustness of the results when the number of products
is larger than 20, we tried different initial values in the
iteration and found the final solution was consistent.
In practice, this approach locates the closest solution
for our settings, whereas the iteration procedure pro-
vides a closed form to locate the roots rapidly.

To account for the endogeneity of price, we use a
GMM estimator and form an objective function by
interacting the unobservable parameter, �, with a set
of instrumental variables. We use the Nelder–Mead
simplex algorithm to update the parameter values for
�y1�v, and �v, and we use them as the starting points
to recalculate the market share and solve for the new
mean utility. This process allows us to extract the new
structural error � and form the GMM objective func-
tion. This entire procedure iterates until the algorithm
finds the optimal combination of �y1�v1�v, and � that
minimizes the GMM function.

4.2.1. Identification. A critical issue in the esti-
mation process is price endogeneity. To separate the
exogenous variation in prices (i.e., as a result of dif-
ferences in marginal costs) and endogenous variation
(i.e., as a result of differences in unobserved valu-
ation), we use the average price of the same-class
hotels in the other markets as an instrument for price.
This is similar to Hausman’s (1996) approach. The
identification assumption is that, controlling for class-
specific means and demographics, market-specific
valuations are independent across markets (but are
allowed to be correlated within a market). Hence,
prices of the same-class hotels in two markets will be
correlated as a result of the common marginal cost
but because of the independence assumption will be
uncorrelated with market-specific valuation.

In addition, we used three other sets of instruments.
First, we followed Villas-Boas and Winer (1999) and
Archak et al. (2011) and used lagged prices as instru-
ments in conjunction with Google Trends data. The
lagged price may not be an ideal instrument because
common demand shocks may be correlated over time.
Nevertheless, common demand shocks that are cor-
related through time are essentially trends. Control-
ling for trends through our use of search volume data
for different major hotel brands should alleviate most,
if not all, such concerns.

Second, cost-side variables that are correlated with
prices but uncorrelated with factors that are reflected
in the unobserved characteristics term are widely
used as instruments for price (see, e.g., Chintagunta
et al. 2005). We used region dummies as proxies
for the marginal costs, as suggested by Nevo (2001).
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The marginal costs include costs related to produc-
tion (e.g., facilities, labor, energy) and distribution
(e.g., transportation, labor, storage space). Because
production costs exhibit little variation over time, they
constitute too small a percentage of marginal costs to
be correlated with prices (Nevo 2001). Thus, instead of
finding instruments for production costs, our model
uses brand dummies and hotel class variables to con-
trol for such costs. Because distribution costs con-
tribute to most of the marginal costs that are corre-
lated with prices, we used region dummy variables
as proxies for the distribution costs.

Third, we used BLP-style instruments. Specifically,
we used the average characteristics of the hotels with
the same class in the other markets. All these alterna-
tive estimations yielded similar results. See Table 3,
columns 5–7, for the corresponding estimation results
using alternative instruments.

We performed an F -test in the first stage for each
of the instruments. In each case, the F -test value was
well over 10, suggesting that our instruments are
valid (i.e., the instruments are not weak). In addition,
the Hansen’s J -test could not reject the null hypoth-
esis of valid overidentifying restrictions. See Online
Appendix E for the detailed estimation algorithm.6

4.3. Model Extension 1: Additional Text Features
So far, we have not fully exploited the informa-
tion about hotel service characteristics from the data,
which is embedded in the natural-language text of the
consumer reviews. For example, the helpfulness of the
hotel staff is a service feature one can assess by reading
the consumer opinions. Toward extracting such infor-
mation, we build on the work of Hu and Liu (2004),
Popescu and Etzioni (2005), and Archak et al. (2011).

First, we extract the important hotel features. Fol-
lowing the automated approach introduced previ-
ously (Archak et al. 2011), we use a part-of-speech
tagger to identify the frequently mentioned nouns and
noun phrases, which we consider candidate hotel fea-
tures. We then use WordNet (Fellbaum 1998) and a
context-sensitive hierarchical agglomerative clustering
algorithm (Manning and Schutze 1999) to further clus-
ter the identified nouns and noun phrases into clusters
of similar nouns and noun phrases. The resulting set
of clusters corresponds to the set of identified prod-
uct features mentioned in the reviews. For our anal-
ysis, we kept the top five most frequently mentioned
features, which were hotel staff, food quality, bath-
room, parking facilities, and bedroom quality.

6 Further information on the proof of existence and uniqueness of
the mean product quality (delta parameter that matches the model
predicted market shares with observed market share) is available in
Song (2011). This is in addition to Berry et al. (2004), who provide
support for their arguments regarding the asymptotic properties for
the multidimensional pure characteristics model with Monte Carlo
simulations.

For sentiment analysis, we extracted all the evalua-
tion phrases (adjectives and adverbs) that were used
to evaluate the individual service features (for exam-
ple, for the feature “hotel staff,” we extracted phrases
such as “helpful,” “smiling,” “rude,” “responsive”).
The process of extracting user evaluation phrases
can be automated. To measure the meaning of these
evaluation phrases, we used AMT to exogenously
assign explicit polarity semantics to each word. To
compute the scores, we used AMT to create our
ontology, with the scores for each evaluation phrase.
Our process for creating these “external” scores was
done using the methodology of Archak et al. (2011).
Finally, to handle the negation (e.g., “I didn’t think
the staff was helpful”), we built a dictionary database
to store all the negation words (e.g., “not,” “hardly”)
using an approach similar to NegEx (http://code
.google.com/p/negex; accessed February 1, 2012). For
more details on how we extracted the text features
together with the corresponding sentiment analysis,
see Online Appendix §F-3.

4.4. Model Extension 2: Interactions
with the Travel Category

As discussed in §4.1, we simplify our basic model
framework by making two assumptions: (i) Di con-
tains only the consumer income, INCOMEi; and (ii) ç
is zero in all but one row, which corresponds with
the price coefficient. However, other consumer demo-
graphic characteristics are also likely to affect con-
sumers’ tastes. Moreover, other interaction effects
might also exist beyond the one between income and
price. Based on the basic model, we now relax these
assumptions by considering interaction effects with
the demographic variables. This extension is done sim-
ilar to that of Nevo (2001) by enabling interactions
between consumer travel purposes and hotel charac-
teristics. More specifically, we extend our basic model
by allowing Di to contain both consumer travel pur-
poses and income. We also allow ç to be nonzero
in all its elements. We define Ti as an indicator vec-
tor with identity components representing consumer
travel purpose:7

T ′

i = 6Familyi Businessi Romancei Touristi Kidsi

Seniorsi Petsi Disabilityi70

7 The empirical distribution of Ti can be acquired from online con-
sumer reviews and reviewers’ profiles. After writing an online
review for a hotel, a reviewer is asked to provide additional demo-
graphic and trip information—for example, “What was the main
purpose of this trip? (Select one from the eight choices.)” The dis-
tribution of Ti is derived based on reviewers’ responses to this
question. Our robustness test showed that consumers’ demograph-
ics derived from different online resources stay consistent (Jensen-
Shannon divergence = 0003). Note that because there are eight
travel purpose dummies, we use seven of them in estimating the
interaction effects.
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For example, if consumer i is on a business trip, the
corresponding travel purpose vector is

T ′

i = 60 1 0 0 0 0 0 070

Thus, the extended model can be rewritten as

uijkt = �jkt +Xjkt�yyi +Xjkt�T Ti +Xjkt�vvi +�yyiPjkt

+�T TiPjkt +�vviPjkt + �ikt0 (3)

In the next section, we discuss the empirical results
from our basic and extended models.

5. Empirical Analysis and Results
In §5.1, we discuss the main results obtained from
the main data set. In §5.2, we discuss our robustness
tests using (1) the same model based on different sam-
ples using alternative levels of online review data and
(2) a different model based on the same data sets.
Then, in §5.3, we further discuss the results on model
validation by comparing our model with the current
competitive ones. In §5.4, we provide some manage-
rial implications by conducting counterfactual policy
experiments. Finally, in §5.5, we briefly discuss the
results from our extended model.

5.1. Results from the Basic Model
Five location-based characteristics have a positive
impact on hotel demand: external amenities, prox-
imity to the beach, public transportation, a high-
way, and downtown. Hotels providing easy access
to public transportation (e.g., subways or bus sta-
tions), highway exits, restaurants, shops, or a down-
town area can have a much higher demand. BEACH
also has a positive impact on demand. Most beach-
based hotels in our data set were located in the South,
where the weather typically stays warm year round.
Therefore, the desirability of a “walkable” beach-
front did not lessen even in the winter (the time of
our data).

Two location-based characteristics have a negative
impact on hotel demand: the annual crime rate and
proximity to a lake. The higher the average reported
crime rate in a local area, the lower the desirability
of that area’s hotels. This result indicates that neigh-
borhood safety plays an important role in the hotel
industry. The second of these characteristics is inter-
esting because one would expect people to choose—
rather than avoid—a hotel near a lake. However, most
waterfront-based hotels in our data set were located
in places where the weather becomes extremely cold
from November to January. A waterfront location is
therefore going to be less desirable to travelers in
winter.

To further examine the impact of lakefront loca-
tions, we collected weather data from the National

Oceanic and Atmospheric Administration (NOAA)
on the average temperature from November 2008 to
January 2009 for all cities in our data set. Then we
defined two dummy variables: HIGH TEMP, which
equals 1 if the average temperature is higher than
50�, and LOW TEMP, which equals 1 if the aver-
age temperature is lower than 40�.8 We interacted
HIGH TEMP and LOW TEMP separately with LAKE
in our model. The results show that the interaction
of LOW TEMP with LAKE has a significantly nega-
tive effect. This finding supports our earlier argument.
Meanwhile, the interaction of HIGH TEMP with LAKE
showed a significantly positive effect, suggesting that
warmer weather may help the lake area to attract
more visitors. As a robustness check, we conducted a
similar analysis for BEACH conditional on high and
low temperatures. The results show a similar trend.
Column 8 of Table 3 shows the corresponding esti-
mation results considering the interactions with the
temperature.

Class and amenity count both have a positive
impact on hotel demand. Hotels with a higher num-
ber of amenities and higher star levels have higher
demand, controlling for price. Reviewer rating is also
positively associated with hotel demand. With regard
to the TL_REVIEWCNT and TA_REVIEWCNT vari-
ables, we find a positive sign for their linear form and
a negative sign for their quadratic form. This finding
indicates that the economic impact from the customer
reviews is increasing in the volume of reviews but at
a decreasing rate, as one would expect.

The textual quality and style of reviews demon-
strated a statistically significant association with
demand. All the readability and subjectivity charac-
teristics had a statistically significant association with
hotel demand. Among the readability subfeatures,
complexity, syllables, and spelling errors had a nega-
tive sign and therefore are negatively associated with
hotel demand. This finding implies that reviews with
higher readability characteristics (shorter sentences
and less complex words) and reviews with fewer
spelling errors are positively associated with demand.
On the other hand, the sign of the coefficients on
CHARACTERS and SMOG is positive, implying that
longer reviews that are easier to read are positively
associated with demand.9 These results indicate that
consumers can form a judgment about the quality of

8 We tried other combinations to classify high versus low tem-
peratures (≥70� as high and ≤30� as low (or) ≥60� as high
and ≤20� as low), but they all yielded qualitatively similar
results.
9 To alleviate any possible concerns with multicollinearity between
SMOG and SYLLABLES, we reestimate our model after excluding
the SMOG index variable. We found no change in the qualitative
nature of the results across the different data sets.
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a hotel by judging the quality of the (user-generated)
reviews.

Both “mean subjectivity” and “subjectivity standard
deviation” are negatively associated with demand.
This finding implies that consumers tend to believe
reviews that contain objective information (e.g., fac-
tual description of a room) over reviews that contain
subjective information (e.g., comfort of a room). With
respect to the subjectivity standard deviation, our find-
ings suggest that people prefer a “consistent objec-
tive style” from online customer reviews compared to
a mix of objective and subjective sentences. The last
review-based characteristic was disclosure of reviewer
identity (ID). This variable demonstrated a positive
association with hotel demand. This result is consis-
tent with previous work (Forman et al. 2008), suggest-
ing that identity information about reviewers in the
online travel community can positively shape commu-
nity members’ judgment of hotels. PRICE has a nega-
tive sign, which is as expected.10

Besides the above qualitative implications, we also
quantitatively assess the economic value of differ-
ent hotel characteristics. More specifically, we exam-
ined the magnitude of marginal effects on hotel
demand for the location-, service-, and review-based
hotel characteristics. The presence of a nearby beach
increases hotel demand by 18.23%, on average. In con-
trast, a nearby lake or river decreases demand by
12.83%. Meanwhile, easy access to transportation and
to highway exits increases demand by 18.32% and
7.87%, respectively. Presence near a downtown area
increases demand by 5.29%. With regard to service-
based characteristics, a one-star increase in hotel class
leads to an increase in demand by 4.13%, on average.
Moreover, the presence of one more internal or exter-
nal amenity increases demand by 0.06% or 0.08%,
respectively. Demand decreases by 0.28% if the local
crime rate increases by one unit.

With regard to the review-based characteristics,
the SMOG index (which represents the readability
of the review text) was associated with the high-
est marginal influence on demand on average. A
one-level increase in the SMOG index is associated
with an increase in hotel demand by 9.3%, on aver-
age. A one-unit increase in the number of characters
is associated with an increase in hotel demand by
0.12%, whereas a one-unit increase in the number of
spelling errors, syllables, or complexity is associated
with a decrease in hotel demand by 1.41%, 0.50%,
and 1.18%, respectively. In terms of review subjectiv-
ity, a 10% increase in the average subjectivity level

10 We also considered the covariates “airport,” “convention cen-
ters,” and “number of rooms.” The estimation results are consistent
with our current results, but the coefficients for the three charac-
teristics are statistically insignificant.

is associated with a decrease in hotel demand by
1.55%, and a 10% increase in the standard deviation
of subjectivity reduces demand by 4.74%. Finally, a
10% increase in the reviewer identity-disclosure lev-
els is associated with an increase in hotel demand
by 0.68%.

Note that during the period of our data collection,
Travelocity displayed 5 reviews per page, whereas
TripAdvisor displayed 10 per page. To minimize the
bias Web page design might cause (as some customers
may only read the reviews on the first page of each
site), we decided to consider two more alternatives
besides our main data set: data set (II), with hotels
that have at least 5 reviews, and data set (III), with
hotels that have at least 10 reviews. Controlling for
brand effect, the estimation results from these three
data sets are illustrated in columns 2–4 of Table 3.
For normalization purposes, we used the logarithms
of price, characteristics, syllables, spelling errors,
crime rate, internal amenities, external amenities, and
review count (both TripAdvisor and Travelocity) in all
the analyses in this paper. See Table 3, columns 5–7,
for the corresponding results. The estimation results
from the three data sets are highly consistent. In gen-
eral, all the coefficients illustrate a statistical signifi-
cance, with a p-value equal to or below the 5% level
across all three data sets. Moreover, a large majority
of variables present a high significance, with a p-value
below the 0.1% level.

5.2. Robustness Checks
To assess the robustness of our estimation model
and results, we report some additional checks. First,
we estimated the same model on alternative sample
splits. We considered three alternative data sets: data
set (IV), containing hotels with at least one review
from TripAdvisor.com; data set (V), containing hotels
with at least one review from Travelocity.com; and
data set (VI), containing hotels with at least one
review from both sites. Table A.1 in Appendix A
presents the results. We found that the coefficients
from the estimations are qualitatively similar to our
main results. Moreover, similar to those in the main
results, most variables in the robustness tests illus-
trate statistical significance at or below the 5% level
or stronger. Thus our estimation results, based on
the hybrid random coefficient model, are consistent
across different data sets.

Second, we conducted another group of tests using
an alternative model commonly used in the indus-
trial organization and marketing literature, the ran-
dom coefficient logit model (BLP; Berry et al. 1995).
As mentioned in §4, the key difference between the
BLP approach and our model is that BLP introduces a
demand taste shock at each product level (i.e., hotel)
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rather than at a group level (i.e., the travel cate-
gory), as in our model. Consequently, the substitu-
tion space for BLP is different in the sense that BLP
does not distinguish between the two types of cross
substitutions—the within-travel and between-travel
categories. Rather, it would treat all hotels as pos-
sible substitutes for each other. We added two sets
of dummy variables, one for brand and the other
for travel category. We conducted the same set of
estimations based on data sets (I)–(VI). Table A.2,
columns 2–7, in Appendix A contain the results. In
addition to an alternative specification with homoge-
neous coefficients on the travel category dummies, we
further considered consumers’ heterogeneous prefer-
ences by assigning random coefficients to these dum-
mies. The last column in Table A.2 in Appendix A
shows the corresponding results.

The results from the BLP model are consistent with
our main estimation results using the hybrid model.
Specifically, the coefficients from the BLP estimation
demonstrate three trends: (i) they have the same signs
as our main results from the hybrid model, which
means the economic effects are consistent in direction;
(ii) they exhibit lower levels of statistical significance
compared with our main results; and (iii) the mag-
nitude of these coefficients is generally higher com-
pared with our main results. These three trends are
also consistent with the findings in Song (2011). In the
next subsection, our model validation results further
confirm this finding.

Third, to alleviate concerns regarding whether UGC
has a causal effect on demand, we conducted an addi-
tional robustness test using a regression discontinu-
ity (RD) design as suggested by Luca (2011). More
specifically, our test builds on the special “round-
ing mechanism” used by both Travelocity.com and
TripAdvisor.com. These two websites generate their
overall rating for each hotel by rounding the aver-
age review ratings to the closest half star. For exam-
ple, if the average rating across all reviewers is 3.24,
the site rounds that number to 3; if the average rat-
ing is 3.25, the site rounds that number to 3.5. Thus,
we looked at those hotels with an unrounded average
rating just below and just above each rounding thresh-
old. Then we looked for any discontinuous jumps in
sales patterns following discontinuous jumps in the
rounded overall rating while controlling for the con-
tinuous unrounded rating and other hotel character-
istics. Similar to Luca (2011), we based this design on
the assumption that all sales-affecting predetermined
characteristics of hotels become increasingly similar
when approaching both sides of a rounding thresh-
old. We found a significant positive treatment effect,
suggesting that keeping all else the same, the discon-
tinuous pattern in the sales is caused by the discon-
tinuous pattern in the rating. This finding strongly

suggests user-generated reviews have a causal impact
on hotel demand.

As a further robustness check, we tried different
bandwidths (bin size) of the neighborhood near the
rounding threshold. Our results are consistent and
insensitive to the bin size. Moreover, to eliminate the
possibility of self-selection bias (e.g., as addressed by
Hartmann et al. 2011) that could potentially invalidate
the RD design (e.g., hotels may submit the reviews
themselves to pass the threshold), we performed an
additional McCrary density test (McCrary 2008) as
suggested by Luca (2011). In particular, we divided
the range of rating into small bins with a range
of 0.05. Then we checked for whether the density
for the number of submitted reviews is dispropor-
tionately large in the bins just above the rounding
threshold (e.g., 3.25–3.3). We performed this check
because if hotels are gaming the system and submit-
ting reviews themselves, we would expect to see such
a pattern. We did not find any significant difference
in the density from our data, suggesting no evidence
for hotel “gaming” behavior. In summary, the addi-
tional robustness tests using RD design together with
the McCrary density test give us more confidence
in the causal impact of online reviews on product
demand.

5.3. Model Comparison
For comparison purposes, we estimated three base-
line models: the BLP model, the PCM, and the nested
logit model with the travel category at the top hier-
archy. Based on a study by Steckel and Vanhonacker
(1993), we randomly partitioned our main sample
data set (I) into two parts: a subset with 70% of the
total observations as the estimation sample and a sub-
set with 30% of the total observations as the hold-
out sample. To minimize any potential bias from the
partition procedure, we performed a 10-fold cross
validation. We conducted this validation process for
our random coefficient model and the three baseline
models. Furthermore, to examine the model’s abil-
ity to capture a deeper level of consumer hetero-
geneity, we compared an extended version of our
model with an extended version of the BLP model
when incorporating additional interaction effects
(i.e., travel purpose interacted with price and hotel
characteristics).

To examine the significance of the UGC-based,
location-based, and service-based hotel characteris-
tics, we compared the original hybrid model with
the same model but excluding the UGC, location,
and service variables, respectively. Finally, to eval-
uate the usefulness of different aspects of UGC in
modeling the demand, we further conducted model
comparison using the hybrid model but excluding
the numerical ratings and the textual review features,
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respectively. We also evaluated models without each
of the textual features, such as readability, subjectivity,
and reviewer-identity variables, respectively. We have
done the above work for both in-sample and out-of-
sample comparisons. Tables B.1–B.8 in Appendix B
contain the results.11

The results show that conditioning on UGC vari-
ables significantly improves a model’s predictive
power. With respect to out-of-sample root mean
square error (RMSE), the model fit improves by
36.16% when adding the UGC variables. Similar
trends in improvement in our model fit occur with
respect to the other two metrics, mean square error
(MSE) and mean absolute deviation (MAD), in both
in-sample and out-of-sample analyses.

Our out-of-sample results in Table B.5 illustrate
that our model improves by 12.86% in RMSE com-
pared to the BLP model with no random coefficients
on travel category dummies. This number becomes
53.85%, 63.28%, and 9.64% for the PCM, the nested
logit model, and the BLP model with random coef-
ficients on travel category dummies, respectively.
Thus, our model provides the best overall perfor-
mance in both precision (i.e., RMSE, MSE) and devi-
ation (i.e., MAD) of the predicted market share. The
nested logit model demonstrates the weakest pre-
dictive power. Moreover, as illustrated in Table B.6,
when incorporating interaction effects, although both
models show improvement in predictive power, the
extended hybrid model performs much better than
the extended BLP model.

Table B.7 shows that by including the UGC,
location-based, and service-based variables, our
model fit improves by 36.16%, 55.77%, and 53.56%,
respectively, in RMSE. Similar trends in improvement
in our model fit occur with respect to MSE and MAD.
Therefore, our results suggest that the model’s pre-
dictive power would decrease the most if we were to
exclude the location-based variables from our model,
followed by the service-based variables, and finally
by the UGC variables. This finding strongly indicates
location- and service-based characteristics are indeed
the two most influential factors for hotel demand.

Moreover, Table B.8 shows that of all the UGC-
related features, textual information improves the
model’s predictive power significantly more than the

11 With regard to the unobserved characteristics required for out-of-
sample prediction using the hybrid model, BLP model, and PCM,
we applied the same method as suggested in Athey and Imbens
(2007). We drew the unobserved characteristics for the holdout sam-
ple randomly from the marginal distribution of unobserved char-
acteristics from the estimation sample. This method has also been
used in the marketing literature. See, for example, Nair et al. (2005),
who infer the structural error for the holdout sample from the
marginal distribution of the structural error across different mar-
kets derived from the estimation sample.

numerical features by 35.17% and 21.06%, respec-
tively, in RMSE. In addition, within the set of
textual features, the review readability and subjectiv-
ity show a higher impact than the reviewer-identity
information.

5.4. Counterfactual Experiments
A key advantage of structural modeling is its poten-
tial for normative policy evaluation. To explicitly
measure the economic impact of strategic policies, we
conducted a counterfactual experiment. Specifically,
we looked into how a price change in one type of
hotel affects the demand for other types of hotels to
examine the extent of competition (and consequent
substitution patterns) between hotels. We focused on
hotels with different star ratings for this analysis.

We assumed a price cut by 20% for all four-
star hotels in an effort to determine the demand
changes for the five-, three-, two-, and one-star hotels.
We find the demand for four-star hotels increases
2.9%, whereas the demand for all other hotel classes
decreases. Demand for five-star hotels drops the most
(5.34%), followed by three-star hotels (3.88%), one-
star hotels (2.87%), and finally two-star hotels (2.6%).
We also conducted similar analyses for hotels from
other classes. For example, by assuming a 20% price
cut for the three-star hotels, we find the demand for
three-star hotels increases by 2.79%, and the demand
for four- and two-star hotels drops the most—5.14%
and 5.01%, respectively.

The basic findings from the above set of experi-
ments are as follows: (i) a price cut for a particular
class of hotels tends to cause a demand drop for all
hotels in the lower-level classes, and (ii) the closest
substitutes for four-star hotels are five-star hotels, the
closest substitutes for three-star hotels are four- and
two-star hotels, and the closest substitutes for two-
star hotels are one-star hotels.

5.5. Results from Model Extensions
As discussed in §§4.3 and 4.4, we also estimated two
extended models. Table 4 shows the estimation results
for the extended model with additional text features.
We see the qualitative nature of our main results
remains the same. The three features that have a posi-
tive and statistically significant impact on demand are
food quality, hotel staff, and parking facilities. Among
these three features, food quality presents the highest
positive impact, followed by hotel staff and parking.
In contrast, bedroom quality has a negative impact
on demand. This negative sign may seem surprising.
One possible explanation is that consumers often use
bedroom quality as a cue for price, especially given
that quality in our data is a proxy for the number
of beds and size of the room (full, queen, king, etc.).
This situation may occur when prices are obfuscated
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Table 4 Extended Model (I) with Additional Text Features

Coefficients (Std. error)

Variable I II III

Means
PRICE (log) −00144∗∗∗ (0.015) −00150∗∗∗ (0.014) −00157∗∗∗ (0.014)
CHARACTERS (log) 00008∗∗∗ (0.001) 00009∗∗∗ (0.002) 00009∗∗∗ (0.002)
COMPLEXITY −00015∗∗∗ (0.003) −00014∗∗∗ (0.002) −00012∗∗∗ (0.002)
SYLLABLES (log) −00043∗∗∗ (0.012) −00044∗∗∗ (0.012) −00045∗∗∗ (0.012)
SMOG 00081∗∗ (0.029) 00078∗∗ (0.027) 00076∗∗ (0.029)
SPELLERR (log) −00132∗∗∗ (0.031) −00132∗∗∗ (0.026) −00139∗∗∗ (0.023)
SUB −00149∗∗∗ (0.032) −00151∗∗∗ (0.036) −00162∗∗∗ (0.039)
SUBDEV −00408∗∗∗ (0.100) −00412∗∗∗ (0.095) −00417∗∗∗ (0.102)
ID 00055∗ (0.031) 00063∗ (0.034) 00066∗ (0.034)
CLASS 00039∗∗∗ (0.009) 00040∗∗∗ (0.009) 00045∗∗∗ (0.009)
CRIME (log) −00033∗∗ (0.012) −00032∗ (0.017) −00028∗ (0.015)
EXTAMENITY (log) 00008∗∗∗ (0.002) 00007∗∗∗ (0.001) 00007∗∗∗ (0.002)
BEACH 00157∗∗∗ (0.004) 00165∗∗∗ (0.004) 00163∗∗∗ (0.004)
LAKE −00118∗∗∗ (0.030) −00111∗∗∗ (0.031) −00112∗∗∗ (0.033)
TRANS 00163∗∗∗ (0.003) 00167∗∗∗ (0.006) 00173∗∗∗ (0.009)
HIGHWAY 00065∗ (0.028) 00070∗∗∗ (0.021) 00073∗∗ (0.024)
DOWNTOWN 00044∗∗∗ (0.004) 00047∗∗∗ (0.004) 00048∗∗∗ (0.005)
TA_RATING 00034∗ (0.018) 00041∗∗ (0.018) 00044∗∗ (0.021)
TL_RATING 00036∗∗∗ (0.005) 00037∗∗∗ (0.005) 00038∗∗∗ (0.006)
TA_REVIEWCNT (log) 00177∗∗∗ (0.038) 00180∗∗∗ (0.042) 00183∗∗∗ (0.043)
TA_REVIEWCNT 2 (log) −00059∗∗∗ (0.006) −00063∗∗∗ (0.010) −00062∗∗∗ (0.009)
TL_REVIEWCNT (log) 00017∗∗∗ (0.002) 00016∗∗∗ (0.002) 00018∗∗∗ (0.002)
TL_REVIEWCNT 2 (log) −00025∗∗∗ (0.006) −00031∗∗∗ (0.008) −00032∗∗∗ (0.008)

FOOD 00115∗∗ (0.045) 00122∗∗∗ (0.034) 00124∗∗ (0.042)
STAFF 00059∗∗ (0.024) 00059∗∗ (0.020) 00064∗∗ (0.024)
BATHROOM 00046 (0.103) 00047 (0.105) 00045 (0.110)
BEDROOM −00015∗ (0.007) −00016 (0.009) −00016 (0.011)
PARKING 00036∗∗∗ (0.007) 00037∗∗∗ (0.007) 00040∗∗∗ (0.009)
Constant 00031 (0.019) 00032 (0.022) 00035 (0.026)
Brand control Yes Yes Yes

Interaction effect 4�y 5 and standard deviations 4��5

PRICE (log)× 00020∗∗∗ (0.004) 00026∗∗∗ (0.005) 00022∗∗∗ (0.007)
INCOME (log) 00016 (0.087) 00012 (0.092) 00013 (0.106)

PRICE (log)

Standard deviations (��)

CLASS 00025∗∗∗ (0.006) 00031∗∗ (0.011) 00033∗∗ (0.012)
CRIME (log) 00013 (0.022) 00015 (0.026) 00016 (0.022)
AMENITYCNT (log) 00024 (0.037) 00023 (0.035) 00029 (0.043)
EXTAMENITY (log) 00007 (0.023) 00012 (0.033) 00012 (0.029)
BEACH 00065∗∗∗ (0.015) 00063∗∗∗ (0.017) 00056∗∗ (0.021)
LAKE 00114∗∗ (0.044) 00103∗∗ (0.041) 00099∗∗ (0.038)
TRANS 00132∗ (0.078) 00133∗ (0.083) 00134∗ (0.081)
HIGHWAY 00077∗ (0.043) 00065 (0.049) 00067 (0.048)
DOWNTOWN 00036∗∗∗ (0.009) 00039∗∗∗ (0.011) 00044∗∗∗ (0.014)

GMM obj. value 8.412e−4 8.066e−4 8.137e−4

Notes. I is based on the main data set (at least one review from either TA or TL). II is based on main
data set with reviews ≥ 5. III is based on main data set with reviews ≥ 10.
∗∗∗p ≤ 00001; ∗∗p ≤ 0001; ∗p ≤ 0005; †p ≤ 001.
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on the main results page and are only available just
before checkout.

Next, we estimate the model with additional inter-
action effects to better understand how the dis-
tribution of consumers’ demographic information
influences the distribution of consumers’ heteroge-
neous preferences. More specifically, the extended
model is able to capture six interaction effects:

1. Between travel category and hotel characteristics
(e.g., location, service).

2. Between travel category and price.
3. Between income and hotel characteristics.
4. Between income and price.
5. Between unobserved consumer characteristics and

hotel characteristics.
6. Between unobserved consumer characteristics and

price.
Note that the basic model already captures inter-

action effects 4–6, whereas the extended model fur-
ther relaxes the model assumptions by considering
three additional interaction effects. The correspond-
ing results for the extended model are provided in
Tables 5(a) and 5(b).

First, we notice that consumers’ travel purposes
can explain their heterogeneous tastes toward price.
For example, from Table 5(a), we see the mean price
coefficient is −00145. From Table 5(b), we can infer
that if a consumer is on a business trip, her price

Table 5(a) Extended Model (II) Mean Coefficients

Mean coefficients
(Std. error)

PRICE (log) −00145∗∗∗ (0.003)
CHARACTERS (log) 00009∗∗∗ (0.002)
COMPLEXITY −00012∗∗∗ (0.003)
SYLLABLES (log) −00045∗∗∗ (0.008)
SMOG 00083∗∗ (0.029)
SPELLERR (log) −00129∗∗∗ (0.003)
SUB −00138∗∗∗ (0.007)
SUBDEV −00403∗∗∗ (0.016)
ID 00055∗ (0.030)
CLASS 00037∗∗∗ (0.008)
CRIME (log) −00025∗ (0.016)
AMENITYCNT (log) 00005∗∗ (0.002)
EXTAMENITY (log) 00007∗∗∗ (0.001)
BEACH 00158∗∗∗ (0.005)
LAKE −00111∗∗∗ (0.021)
TRANS 00159∗∗∗ (0.003)
HIGHWAY 00064∗ (0.030)
DOWNTOWN 00045∗∗∗ (0.002)
TA_RATING 00033∗∗ (0.012)
TL_RATING 00031∗∗ (0.011)
TA_REVIEWCNT (log) 00180∗∗∗ (0.046)
TA_REVIEWCNT 2 (log) −00055∗∗∗ (0.007)
TL_REVIEWCNT (log) 00014∗∗∗ (0.003)
TL_REVIEWCNT 2 (log) −00021∗∗ (0.008)
Constant 00037∗∗ (0.017)

∗∗∗p ≤ 00001; ∗∗p ≤ 0001; ∗p ≤ 0005; †p ≤ 0010
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coefficient will increase by 0.038 relative to the aver-
age traveler. In contrast, if a consumer is on a fam-
ily trip or a romantic trip, her price coefficient is
0.011 or 0.003, respectively, below that of the aver-
age traveler. Among all types of travelers, all else
being equal, tourists (i.e., travelers with a large group
tour) tend to be the most price sensitive, with a price
coefficient 0.015 below that of the average traveler,
whereas business travelers are the least price sensi-
tive. These findings are consistent with those from
the marginal effects of price change on demand. For
instance, we find that a 20% increase in hotel price
leads to a 1.8% demand drop from business travelers,
a 2.6% drop from family travelers, a 2.48% demand
drop from romantic travelers, and a 2.67% demand
drop from tourists.

Furthermore, we find travel purpose also influences
consumer heterogeneity toward different hotel loca-
tion and service characteristics. For instance, busi-
ness travelers have the highest marginal valuation for
close proximity to a highway and public transporta-
tion. From Table 5(a), we see the mean coefficients for
HIGHWAY and TRANS are 0.064 and 0.159, respec-
tively. According to the estimated interaction effects
in Table 5(b), the coefficients from business travel-
ers for HIGHWAY and TRANS are higher than the
mean coefficients, with an increase to 0.120 and 0.157,
respectively. Likewise, the presence of an interstate
highway near a hotel increases demand from business
travelers by 19.20%, compared to a 6.68% increase
from the average traveler and a 5.34% increase from
romantic travelers. Similarly, the presence of public
transportation near a hotel increases hotel demand
from business travelers by 35.74%, compared to a
17.98% increase from the average traveler and a
15.16% increase from family travelers.

In contrast, romantic travelers are more sensitive
to CLASS and BEACH compared with other types
of travelers. For example, the presence of a beach
near a hotel increases demand from romantic travel-
ers by 37.11%, compared to an 18.15% increase from
the average traveler and a 13.54% increase from busi-
ness travelers. Similarly, a one-star improvement in
hotel class leads to an increase in hotel demand
from romantic travelers by 21.95%, compared to a
5.61% increase from the average traveler and a 3.47%
increase from tourists.

Finally, Table 5(b) shows that after we account
for the interaction effects, all the estimates on
the unobserved consumer characteristics (i.e., vi5
become insignificant at conventional significance lev-
els. This finding is consistent with Nevo (2001),
who shows that the observable—rather than the
unobservable—demographics explain most of the
consumer heterogeneity.

6. Utility Gain-Based Hotel Ranking
Having estimated the parameters from the model in
§4, we next derive the utility gain a consumer with
a particular travel purpose receives from staying in
a given hotel. This helps us propose a new ranking
system for hotels based on the average utility gain
from transactions in each hotel. As discussed in §4,
to capture consumer heterogeneity, we model the util-
ity from each hotel for each consumer as consisting
of two parts: the mean and the deviation. The mean
utility provides us with a good estimation of how
much consumers can benefit from choosing a particu-
lar hotel, whereas the deviation of utility describes the
variance of this benefit. We are interested in know-
ing consumers’ utility gain on an aggregate level from
choosing a certain hotel. Therefore, we define the aver-
age utility gain from hotel j with travel category type k
as the sum of its mean utility across all weeks:

Utility Gainjk =
∑

t

�̄jkt0 (4)

6.1. Ranking Hotels
In the ranking approach we propose, a hotel that pro-
vides a comparably higher average utility gain than
others would appear at the top of our list. Using the
coefficients for hotel characteristics estimated from
our model, we are able to compute the average utility
gain based on Equation (4). Notice that in this equa-
tion, �̄jkt is the average value of the estimated utility
gain over the consumer population in market t:

�̄jkt =
1
N

N
∑

i

4�jkt+Xjkt�vvi+�yyiPjkt+�vviPjkt+�ikt51 (5)

where N represents the total number of consumers
involved in the estimation. This definition takes into
account all the sources of uncertainty, such as the ran-
dom coefficients and model errors. Since by assump-
tion Xjkt�vvi + �yyiPjkt + �vviPjkt + �ikt is mean-zero
(e.g., Nevo 2001), in our computation, Equation (5)
can be simplified as follows:

�̄jkt =
1
N

N
∑

i

4�jkt50 (6)

Using the estimates from the previous analysis, we
compute �̄jkt . We determine the final average utility
gain, Utility Gainjk , by summing over �̄jkt across all
markets. As the final ranking criterion, the average
utility gain provides us with a new metric to rank
hotels in response to a user query on the travel search
engine.

6.2. User Study Based on Online Survey
To evaluate the quality of our ranking technique,
we conducted an extensive user study in which we
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designed and executed several online surveys using
Amazon Mechanical Turk. We computed the expected
utility for each hotel from our parameter estimates
and ranked the hotels in each city according to their
average utility gain. Then we generated different
rankings for the top 10 hotels in accordance with
several existing baseline criteria deployed by travel
search engines: most booked, price low to high, price
high to low, hotel class, hotel size (number of rooms),
and number of internal amenities. We also consid-
ered four other benchmark criteria based on UGC:
customer rating from TripAdvisor.com, customer rat-
ing from Travelocity.com, mixed rating from TripAd-
visor.com and Travelocity.com, and maximum online
review count. Moreover, to examine the significance
of the UGC and of the comprehensive model to the
overall performance of the ranking scheme, we gen-
erated two more baselines using the BLP model (as
described in §5.2) and the same hybrid model, but
excluding all UGC variables. Finally, we also gen-
erated a combined ranking using combined criteria
of price and hotel class to examine whether a rank-
ing that attempts to introduce diversity artificially can
compete with our utility-based ranking. We did this
by interlacing the top five hotels with “the lowest
price” and the top five hotels with “the highest num-
ber of stars.”12

In our study, we presented our model-generated
ranking together with one of the above-mentioned
alternative rankings and asked users to compare each
pair of rankings—that is, our ranking paired with one
of the existing benchmarks. To avoid any potential
bias, we did not release any information to the users
about the criteria for generating those rankings, and
we randomized the presentation order of the rank-
ings. The studies in our ranking evaluations were
blind pairwise tests in which we presented the two
rankings side, by side and the user had to pick one
of them without having any information beyond the
list of the hotels. This setting resulted in 13 differ-
ent surveys for each of the six cities (Los Angeles,
New Orleans, New York, Orlando, San Francisco, and
Salt Lake City), giving us 78 surveys with 100 partici-
pants each, equaling 7,800 user comparisons of differ-
ent ranking lists. To further control for any biases, we
conducted this user study with stringent controls in
the design and execution of the survey. Appendix C
provides more details on the user study.

12 We also tried interlacing rankings with different criteria, such as
“the highest price” and the “lowest number of stars,” or “the low-
est price” and the “lowest number of stars,” or “the highest price”
and the “highest number of stars.” The results are similar, which
suggests that customers prefer a list of hotels that specialize in a
variety of characteristics, rather than a variety of hotels, each spe-
cializing in only one characteristic.

Our results (see Table 6) show that for each of the 13
comparisons in each of the six cities, the majority of
customers preferred our ranking (p = 0005, sign test).
Notice that in all 78 surveys, we observe a statisti-
cally significant difference for our ranking (p = 0005,
sign test). The overall set of results (i.e., in none of the
78 surveys was our ranking deemed worse) indicates
that our ranking strategy is preferable to the exist-
ing baselines. (Figure C.1 in Appendix C provides a
screenshot of sample tasks from the online survey.)
Moreover, users preferred our ranking based on the
hybrid model with UGC variables over the one with-
out UGC variables and over the one generated based
on the BLP model. This finding further demonstrates
the importance of incorporating UGC variables in any
demand estimation model that generates a ranking
system for products in shopping search engines. Fur-
thermore, we checked the click-throughs of the top-
ranked hotel in each ranking list. On average (over a
total of 78 comparison tasks), the top-ranked hotel in
our utility-based ranking list received approximately
two times the clicks compared to its counterpart in
the competitor ranking list. This provides additional
support that our ranking can help users locate the
best-value hotel early on.

To better understand how users interpret the
utility-based ranking, we also asked consumers why
they chose a particular ranking. The majority of
users indicated our utility-based ranking promoted
the idea that price was not the main factor in rat-
ing a hotel’s quality. Instead, a good ranking rec-
ommendation satisfies customers’ multidimensional
preferences for hotels. Moreover, users strongly pre-
ferred the diversity of the retrieved results, given
that the list consisted of a mix of hotels cutting
across several price and quality ranges. In contrast,
the other ranking approaches tended to list hotels of
only one type (e.g., very expensive for “star ratings”
or mainly three-star hotels for “most booked”). Notice
that even the ranking baseline with the combined
criteria showed a similar trend. This finding further
indicates customers prefer a list of hotels where each
specializes in a variety of characteristics rather than a
variety of hotels where each specializes in only a few
characteristics.

Of course, diversity of results is a well-known fac-
tor of user satisfaction in Web search (Agichtein et al.
2006). Although we could potentially try to imitate
solutions from Web search and introduce diversity in
the results in an exogenous manner, we observe that
the approach based on consumer-utility theory intro-
duces diversity naturally in the results. This result
seems intuitive: if a specific segment of the mar-
ket systematically appears to be underpriced—hence,
introducing a nondiverse set of results—market forces
would modify the prices for the whole segment
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Table 6 Ranking User Study Results

Price Price Combined
Rating Rating Rating Most low to high to Hotel No. of No. of No. of Price with No
(TA) (TL) (mixeda) booked high low class reviews rooms amenities Rating UGC BLPb

(%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)

New York 64 68 64 66 62 74 70 68 66 62 66 70 68
Los Angeles 62 64 66 66 64 71 74 64 66 65 62 74 70
San Francisco 64 68 75 78 62 72 73 66 62 62 66 70 68
Orlando 66 66 69 71 68 76 70 63 69 62 64 76 72
New Orleans 64 69 68 62 66 70 70 72 72 74 63 72 70
Salt Lake City 66 68 66 64 64 63 64 64 66 66 64 62 64

Significance P = 0005 P = 0001 P = 00001 (Sign test, N = 100)
level ≥ 59 ≥ 62 ≥ 66

Notes. The percentages in the table indicate how often users preferred our ranking scheme when presented side by side with an alternative. For example, in one
of the surveys for New York City, 64% users chose our ranking over the alternative ranking based on the TripAdvisor rating. This rate is statistically significant
at P < 0001 level according to the sign test. TA, TripAdvisor.com; TL, Travelocity.com.

aMixed rating strategy: (i) average of TripAdvisor and Travelocity ratings when both are available, (ii) equal to one of the two ratings if the other one is
missing, and (iii) zero when both ratings are missing.

bBLP with homogeneous coefficients on travel category dummies.

accordingly. Thus, these results dovetail well with our
empirical estimation, which suggests that our utility-
based ranking model can capture consumers’ true
purchase motivations.

Moreover, our user study indicates a star rating sys-
tem would not come close to achieving the same goal.
Apparently, one could interpret a subject’s star rating
as a discrete approximation of her utility for a hotel;
thus, a ranking based on star rating should perform as
well as a ranking based on utility, as the latter is just
a money-metric transformation of the former. How-
ever, this argument is not true, because the match-
ing of consumers to hotels in star rating systems is
not random. A consumer only rates a hotel she has
previously chosen (i.e., the one that maximizes her
perceived utility gain). Consequently, the average star
rating for each hotel need not reflect the population
average utility but rather consumers’ satisfaction with
their own choices. Thus, a ranking based on average
star ratings need not reflect a ranking based on aver-
age utility.

7. Conclusions and Implications
In this paper, we estimate the economic value of
different location- and service-based characteristics
of hotels, given the associated local infrastructure.
We build a discrete choice structural model, tak-
ing into consideration the two sources of consumer
heterogeneity introduced by the different travel occa-
sions and different hotel characteristics. Using tech-
niques from text mining, image classification, social
geotagging, human annotations, and geomapping
tools, we estimate this model based on a unique
data set consisting of actual transactions for hotels
located in the United States, their external and inter-
nal attributes, and multiple aspects of review text.

Based on the estimates, we propose a new hotel rank-
ing system in which a hotel that provides a compa-
rably higher average utility gain would appear at the
top of our list. By doing so, we can provide customers
with the best-value hotels early on, thereby improv-
ing the quality of local searches for such hotels. The
estimation models are privacy friendly, as they do not
require individual consumer data but rather rely on
aggregate data.

On a broader note, the objective of this paper is to
illustrate how user-generated and crowdsourced con-
tent on the Internet can be mined and incorporated
into a demand estimation model. Our interdisci-
plinary approach can provide insights for using
text-mining and image classification techniques in
economics and marketing research. Simultaneously,
such research can also highlight the value of using
an economic context to computer scientists to esti-
mate both the intensity and the polarity of the UGC.
Toward this end, we empirically estimate the eco-
nomic value of different hotel characteristics, includ-
ing both service- and location-based characteristics.

Our research enables us to not only quantify the
economic impact of hotel characteristics but also, by
reversing the logic of this analysis, to identify the
characteristics that most influence demand for a par-
ticular hotel. After inferring the economic significance
of each characteristic, we incorporate the character-
istics in a model of expected utility gain estimation.
The end goal is to generate a ranking system that
recommends hotels that provide the best value for
the money, on average. The key idea is that hotels
(or products, in general) that provide consumers
with a higher surplus should be ranked higher in
response to consumer queries on search engines.
We conduct blind tests using real users recruited
through AMT to examine how well our ranking
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system performs relative to existing alternatives.
We find our ranking performs significantly better than
several baseline ranking systems that are currently
being used.

We should also note that our ranking scheme is
causal, in the sense that the model can predict what
should happen when we observe changes in the mar-
ket. For example, when we see a new product in
the marketplace, we can rank it by simply observing
its characteristics, without waiting to see consumer
demand for the product. Furthermore, we can dynam-
ically change the rankings in response to changes
in the products. For example, if we observe a price
change or if we observe a hotel closing its pool for
renovations, we can immediately adjust the surplus
values and reestimate the rankings.

Such research can provide us with critical insights
into how people make choices when exposed to
multiple ranked lists of options online. Furthermore,
by examining product search through the “economic
lens” of utilities, we leverage and integrate theories
of relevance from information retrieval and microeco-
nomic theory. Our interdisciplinary approach has the
potential to improve the quality of results any prod-
uct search engine displays and to improve the quality
of choices available online to consumers.

To better understand the antecedents of consumers’
decisions, future work can look not only at trans-
action data but also into consumers’ browsing his-
tory and learning behavior. For example, our current
model assumes consumers engage in optimal utility-
maximizing behavior. However, they do not always,
as some consumers are more thorough than others
in their searches. By leveraging browsing histories,
we can build models that explicitly take into consid-
eration the fact that some users are utility optimizers
and others simply engage in satisficing behavior. The
difference in the conversion rate of users when pre-
sented with surplus-based rankings would also be an
interesting avenue for study.

Our work has several limitations, some of which
can serve as fruitful areas for future research. To better
understand the antecedents of consumers’ decisions,
future work could look not only at transaction data
but also into consumers’ browsing history and learn-
ing behavior. Furthermore, by incorporating more
individual-level demographics and context informa-
tion from the time of purchase, one could extend
our techniques to infer expected utility gains at a
more personalized level. This step would potentially
improve the evaluation process by comparing our rec-
ommendations with the results from the traditional
collaborative filtering or content-based algorithms.
Our model has a limited structure with regard to
competition, preventing us from studying the impact
of entry/exit decisions of hotels in different regions.

Future work can relax this constraint. In our model,
the travel category-level shock is independently and
identically distributed across consumers and travel
categories. However, correlations could be present
in the travel category shocks, wherein a consumer
combines multiple purposes in one trip occasion.
Although our model does not capture this possibility,
it is a promising area for future work. Our analysis
assumes that each hotel is exogenously endowed with
a capacity of rooms, and this could bias results in
favor of larger hotels. However, solving the revenue
management problem fully is beyond the scope of this
work, and hence we leave it for future researchers to
address it, including issues such as hotel room avail-
ability (Bruno and Vilcassim 2008). Our AMT-based
user studies presented a series of default rankings
to users without the ability to sort the offers. Future
work can enhance the nature and scope of such user
studies by letting users choose their own sorting
algorithm in a more interactive platform and exe-
cute randomized experiments. Future work can also
examine the associations between product reviews on
UGC sites and travel search engine ranking decisions
using keyword-level analyses, as described in Dhar
and Ghose (2010). Notwithstanding all these limita-
tions, we believe our paper can pave the way for more
research in this increasingly important domain.

Electronic Companion
An electronic companion to this paper is available as part of
the online version that can be found at http://mktsci.journal
.informs.org/.
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Appendix A.

Table A.1 Robustness Test (I) Using Alternative Sample Splits

Coefficients (Std. error)

Variable IV V VI

Means
PRICE (log) −00141∗∗∗ (0.004) −00138∗∗∗ (0.004) −00145∗∗∗ (0.004)
CHARACTERS (log) 00010∗∗∗ (0.001) 00011∗∗∗ (0.003) 00011∗∗∗ (0.002)
COMPLEXITY −00011∗∗∗ (0.002) −00012∗∗∗ (0.002) −00014∗∗∗ (0.002)
SYLLABLES (log) −00043∗∗∗ (0.004) −00044∗∗∗ (0.006) −00045∗∗∗ (0.006)
SMOG 00081∗∗ (0.027) 00077∗∗ (0.028) 00080∗∗ (0.027)
SPELLERR (log) −00127∗∗∗ (0.004) −00126∗∗∗ (0.007) −00132∗∗∗ (0.006)
SUB −00142∗∗∗ (0.012) −00152∗∗∗ (0.009) −00152∗∗∗ (0.008)
SUBDEV −00424∗∗∗ (0.015) −00428∗∗∗ (0.017) −00425∗∗∗ (0.016)
ID 00053∗ (0.028) 00051 (0.037) 00058† (0.034)
CLASS 00034∗∗∗ (0.010) 00041∗∗∗ (0.011) 00042∗∗∗ (0.012)
CRIME (log) −00024∗ (0.013) −00026∗ (0.014) −00021∗ (0.011)
AMENITYCNT (log) 00007∗∗∗ (0.001) 00006∗∗ (0.002) 00006∗ (0.003)
EXTAMENITY (log) 00008∗∗∗ (0.001) 00009∗∗∗ (0.002) 00007∗∗∗ (0.002)
BEACH 00160∗∗∗ (0.007) 00159∗∗∗ (0.007) 00166∗∗∗ (0.005)
LAKE −00112∗∗∗ (0.035) −00114∗∗∗ (0.032) −00108∗∗∗ (0.028)
TRANS 00159∗∗∗ (0.009) 00162∗∗∗ (0.009) 00169∗∗∗ (0.005)
HIGHWAY 00070∗∗ (0.031) 00075∗∗ (0.030) 00078∗∗ (0.030)
DOWNTOWN 00044∗∗∗ (0.004) 00049∗∗∗ (0.005) 00043∗∗∗ (0.005)
TA_RATING 00042∗ (0.025) 00044 (0.033) 00042∗ (0.024)
TL_RATING 00035∗∗ (0.014) 00034∗ (0.019) 00036∗∗ (0.017)
TA_REVIEWCNT (log) 00187∗∗∗ (0.043) 00188∗∗∗ (0.043) 00189∗∗∗ (0.045)
TA_REVIEWCNT 2 (log) −00056∗∗∗ (0.007) −00056∗∗∗ (0.008) −00057∗∗∗ (0.007)
TL_REVIEWCNT (log) 00014∗∗∗ (0.002) 00014∗∗∗ (0.003) 00014∗∗∗ (0.003)
TL_REVIEWCNT 2 (log) −00021∗∗∗ (0.005) −00024∗∗∗ (0.005) −00027∗∗∗ (0.006)
Constant 00037∗∗∗ (0.006) 00040∗∗∗ (0.008) 00046∗∗ (0.012)
Brand control Yes Yes Yes

Interaction effect (�y ) and standard deviations (��)

PRICE (log) × INCOME (log) 00021∗∗∗ (0.002) 00022∗∗∗ (0.002) 00018∗∗∗ (0.001)
PRICE (log) 00010 (0.088) 00008 (0.096) 00011 (0.104)

Standard deviations 4��5

CLASS 00023∗∗∗ (0.003) 00029∗∗∗ (0.005) 00030∗∗ (0.009)
CRIME (log) 00011 (0.012) 00013 (0.016) 00015 (0.014)
AMENITYCNT (log) 00017 (0.022) 00021 (0.025) 00024 (0.025)
EXTAMENITY (log) 00004 (0.021) 00006 (0.018) 00006 (0.015)
BEACH 00050∗∗∗ (0.012) 00056∗∗ (0.021) 00066∗∗∗ (0.020)
LAKE 00104∗ (0.058) 00113∗ (0.065) 00105∗ (0.055)
TRANS 00126∗ (0.067) 00134∗∗ (0.057) 00132∗∗ (0.060)
HIGHWAY 00051∗ (0.027) 00064 (0.049) 00067 (0.045)
DOWNTOWN 00031∗∗∗ (0.003) 00026∗∗ (0.011) 00028∗ (0.015)

GMM obj. value 8.561e−4 8.890e−4 9.006e−4

Notes. IV is based on a filtered data set (≥ 1 review from TripAdvisor). V is based on a filtered data set (≥ 1 review
from Travelocity). VI is based on a filtered data set (at least one review from both TripAdvisor and Travelocity).
∗∗∗p ≤ 00001; ∗∗p ≤ 0001; ∗p ≤ 0005; †p ≤ 001.
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Appendix B. In-Sample Basic Model
Comparison Results
In-sample and out-of-sample results are estimated based on
a 10-fold cross validation. The size of the estimation sam-
ple for both the in-sample and out-of-sample estimations
is 5,669. The size of the holdout sample for out-of-sample
estimation is 2,430.

Table B.1 In-Sample Basic Model Validation Results

BLP without BLP with Nested logit
random random (random

Hybrid coef. on coef. on utility
model travel categories travel categories PCM maximization)

RMSE 000407 000518 000485 000976 001158
MSE 000016 000027 000024 000095 000134
MAD 000133 000185 000167 000318 000379

Table B.2 In-Sample Extended Model Validation
Results

Hybrid model with BLP with
interaction effects interaction effects

RMSE 000347 000426
MSE 000012 000018
MAD 000100 000161

Table B.3 In-Sample Model Validation Results by Excluding Certain
Features

Without UGC Without location Without service
(Hybrid model) variables variables variables

RMSE 000743 001159 001112
MSE 000055 000134 000124
MAD 000328 000360 000353

Table B.4 In-Sample Model Validation Results by Excluding Certain
UGC Features

Without all Without Without
(Hybrid text Without Without numeric reviewer
model) features readability subjectivity rating identity

RMSE 000678 000642 000539 000513 000435
MSE 000046 000041 000029 000026 000019
MAD 000309 000289 000201 000217 000156

Table B.5 Out-of-Sample Basic Model Validation Results

BLP without BLP with Nested logit
random random (random

Hybrid coef. on coef. on utility
model travel categories travel categories PCM maximization)

RMSE 000881 001011 000975 001909 002399
MSE 000078 000102 000095 000364 000576
MAD 000276 000362 000387 000524 001311
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Table B.6 Out-of-Sample Extended Model
Validation Results

Hybrid model with BLP with
interaction effects interaction effects

RMSE 000865 000922
MSE 000075 000085
MAD 000253 000287

Table B.7 Out-of-Sample Model Validation Results by Excluding
Certain Features

Without UGC Without location Without service
(Hybrid model) variables variables variables

RMSE 001380 001992 001897
MSE 000190 000397 000360
MAD 000965 001276 001155

Table B.8 Out-of-Sample Model Validation Results by Excluding
Certain UGC Features

Without all Without Without
(Hybrid text Without Without numeric reviewer
model) features readability subjectivity rating identity

RMSE 001359 001252 001176 001116 000964
MSE 000185 000157 000138 000125 000093
MAD 000812 000618 000607 000583 000303

Appendix C.

Figure C.1 Screenshot for a Sample Task from the User Study

More Details on the Design of the User Study
To further control for biases, we conducted the user
study with stringent controls in the design and exe-
cution of the online survey. This led to a set of 7,800
user comparisons. Our additional design takes into
account the following issues:

• First, to prevent each AMT worker from seeing
the same ranking multiple times, we restricted each
worker to only participate in at most one ranking
comparison for each city.

• Second, to make sure each AMT worker is
exposed to the full decision-making environment as a
“real” visitor, in addition to the hotel name, address,
price, and class information, we provided the URLs
for each hotel’s main Web pages from five differ-
ent major (travel) search engine websites: TripAd-
visor.com, Expedia.com, Hotels.com, Travelocity.com,
and Google.com. Moreover, we were able to track
whether or not a particular AMT worker clicked on
any of these URLs for a particular hotel in a particular
ranking comparison task.

• Third, we were able to track the exact time each
AMT worker spent on a task (i.e., from the moment
an AMT worker accepted a task until the moment that
worker submitted the result).
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• Finally, to control for the quality of the responses,
we allowed only those AMT workers with a prior
approval rate higher than 95% to participate in the
survey. AMT provides an approval rate for each
worker based on the frequency with which tasks have
been approved by the buyer. This approval rate can
provide information on the quality of the workers.

Our finding suggested that, on average, each AMT
worker spent 116.8 seconds (∼2 minutes) per task.
Besides, more than 50% of AMT workers clicked on
the provided URLs to facilitate their decisions based
on the detailed information of the hotels.
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 (Online) Appendix D      Market Share Calculation 

Our model is motivated by the model in Song (2011). A rational consumer with a marginal utility of 

income i  
chooses travel category k over other travel categories if and only if the best hotel (the one that 

provides the highest utility) within this travel category exceeds the best hotel within any other travel 

category: 

           
max( ) max( ) ,   .k k v i y i k v i k ikt r r v i y i r v i r iktj t j t j t j t j t j t j t j tk rj H j Hk r

X v y P v P X v y P v P r k         
 

          

 

Thus, similar to Song (2011), by assuming   has a type I extreme value distribution, we can calculate 

the market share for a travel category type k as the probability of this category being chosen:                                 

1

exp( max ( ))

( ) ( ) .

1 exp(max( ))
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                       (D1)          

As a robustness check, we tested different assumptions for   (e.g., using a normal distribution), 

consistent with Chintagunta (2001). Our results showed high consistency with the previous estimates (i.e., 

based on the Type I extreme value distribution), similar to findings of Chintagunta (2001). The results are 

given in the last column of Table 3. 

Furthermore, within travel category k consumer  chooses hotel  if and only if its utility exceeds the 

utility from any of the other hotels within the same travel category: 

,     ,k k k

k k v i y i k v i k k k v i y i k v i k kj t j t j t j t h t h t h t h t
X v y P v P X v y P v P h H and h j                  

where kH  represents the subset of hotels with travel category type k. This can be transformed to  

( ) ( ) ( ) ( ).k k k k v i k k v i y i k kj t h t j t h t j t h t h t j t
X X v P P v y P P          

 
Similar to Berry and Pakes (2007), we rank the hotels within each travel category in the order of 

ascending price. Therefore, conditioning on , a consumer with income type iy  will choose hotel  if and 

only if 

( ) ( ) ( )
min ( | , ),

( )
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Let ( )yF
 
denote the cdf of iy , and ( )G denote the cdf of . Similar to Song (2011), the market 

share of hotel j within travel category type k can be calculated as 

 
( | ) [ ( ( | , )) ( ( | , ))] 1 [ ( | , ) ( | , )] ( ),k kk kj jj jj category k y ys F v F v v v dG v          

  

  (D3) 

Where  1  is an indicator for the condition, and  is a vector containing  ,y v   and . Note here, 

in order to compute the income upper bound  and lower bound , we need the value of 

 . Given the set of values for  , this integration is typically not analytically solvable. For this reason, we 

i kj

iv kj

iv

 v

( | , )v ( | , )v



use a Monte Carlo simulation to approximate it. Since  follows the multivariate normal distribution 

1~ (0, )i Zv N I  , we can obtain an unbiased estimator of this integral by taking  random draws of :

( | )

1
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We can further derive the market share, which is the probability that a hotel j within category type k is 

chosen by consumer type ( iy , iv ), to be the following  

                                           

,
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(D5) 

where , ki i j
y v C  indicates consumers who choose hotel j in travel category k. Note that there is no 

max function in the numerator. As shown in Song (2011), this market share function can be rewritten as the 

product of the equation (D3) and the probability that travel category k is chosen by those consumers who 

choose hotel j of travel category k. That is 

              1
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(D6)                 

where   
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Again, these integrals are not analytically solvable. Hence, we use a Monte Carlo simulation-based 

approach to approximate their values based on the distributions ( )G v  and ( )H y : 
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(D7) 

 

where ns is the number of simulated consumers whose [ ( ( | , )), ( ( | , ))]kk jjy yF v F v     . By 

restricting the taste shock at a travel category level, this hybrid model combines the choice probabilities of 

the PCM and the BLP as described in (Song 2011). 
  

iv

vns
iv



(Online) Appendix E   Estimation Algorithm for the Random Coefficient Demand Model 

The estimation involves two nested loops. In the outer loop, the parameters corresponding to the individual 
heterogeneity distribution are heuristically learned, whereas the inner loop involves computing the 
unknown parameters embedded in the mean utility. More specifically, we ran the estimation algorithm in 
the following seven steps. 

1. Generate 500 random draws per market for iv  and iy , from standard normal and income 
distribution respectively. 

2. Initialize starting values 0 0 0

0 ( , , )y v v     and 
0 . 

3. Compute market share within a travel category. This corresponds to the conditional probability 
calculated by equation (D3), which numerical approximation is shown in equation (D4). 

3.1 Sort hotels within each travel category in the order of ascending price; 

3.2 For each hotel 
k

j within travel category k in market t, calculate the corresponding   value 

 

 

 

where  represents all other hotels in the same market . kh t  

3.3 Now, for each travel category k in market t, consider all hotels  
k

h  ranked before hotel 
k

j

(which means those hotels with lower prices than 
k

j ), compute the upper bound 
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3.4 Similarly, consider all hotels  
k

h  ranked after hotel 
k

j (which means those hotels with higher 
prices than 

k
j ), compute the lower bound 
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3.5 If the upper bound is strictly higher than the lower bound, then the market share within travel 
category k  is positive 

( | ) [ ( ( | , )) ( ( | , ))] ( ).k kj jj category k y ys F v F v dG v       

        Compute by Monte Carlo simulation, with iv  from the previous random draws, 500vns  , 

( | )

1
[ ( ( , , )) ( ( , , ))].

ns

k kj jj category k y i y i

iv

s F v F v
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3.6 Otherwise, the market share within travel category k is zero.  

4. Compute the overall market share function kj
s based on equation (D6), which numerical 

approximation is shown in equation (D7). We achieve this by using the Monte Carlo simulation. 
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where  iv  and iy are from the previous random draws, with 500v yns ns  . 

5. The inner loop computation takes place. Keeping the nonlinear parameters fixed at the initial 

guesses, iterate over the values of the mean utility   to minimize the distance between the 

predicted market share and the observed market share. This requires to solve the system of 

nonlinear equations, ( )s  , where   is a n-dimension
 

vector of unknown variables 

(
1

K k

k
n J


 ). This can be done by using Newton-Raphson Method. 

5.1 Compute the Jacobian matrix ( )J   for ( )s  : 

1 1

1

1
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( ) ... ... ... .
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5.2 Given a starting value of 
0 , solve the nonlinear system by iteration: 

1( )( ) ( ),    1,m m m mJ s m m          until 
1|| || .m m      

5.3 Given the solved  , extract the unobserved characteristic   

.X P       

6. Form a GMM objective function by interacting the unobserved characteristic,  , with the 

instrumental variable IV : 

[ '   ].GMMobj E IV  

7. The outer loop computation takes place. Use Nelder-Mead Simplex algorithm to update the 

parameter values for 1 1 1

1 ( , , )y v v    . Assign 1 1 1

1 ( , , )y v v    and   (which was computed in 

step 5) as the new starting value and iterate from step 3, until the algorithm finds the optimal 

combination of 
y , v , 

v  and  , which minimizes the GMM objective function. 
1
 

                                                           
1
 Dube, Fox and Su (2009) note that a theoretical advantage of Newton-type methods, is that they are quadratically convergent 

when the iterates are close to a local solution. To make sure our estimates are reliable, we employed 50 starting points in each run 

of the estimation. We routinely found that our algorithm were able to identify the same local minimum each time. Moreover, as 

suggested by Knittel and Metaxoglou (2008), we also tried several alternative optimization algorithms, including (i) direct-search 

algorithms: e.g., the Nelder-Mead simplex method; (ii) derivative-based algorithms: e.g., the Fletcher-Reeves conjugate gradient 

method and the vector Broyden-Fletcher-Goldfarb-Shanno (BFGS) method (which is a quasi-Newton method). We found that 

different algorithms were able to recover consistent structural parameters in our data. 



(Online) Appendix F   More Details on UGC Mining 

(F-1)  Extraction of Location Characteristics using Social Geotagging and Image Classification 

As mentioned in Subsection 3.2, to allow for the automated tagging of areas that lack tags from the 

human tagging process, we use automatic image classification techniques of satellite images to tag location 

features that can influence hotel demand. Consider, for example, the case where we are trying to 

automatically identify whether a hotel is located “Near a beach,” or “Near downtown.” Towards this, we 

extracted hybrid satellite images (sized 256 × 256 pixels) using the Bing Maps Tile System 

(http://msdn.microsoft.com/en-us/library/bb259689.aspx), for each of the (thousands) of hotel venues 

located in the US, with four different zoom levels for each. These 4 x 1,497 images were used to extract 

information about the surroundings of the hotel, through image classification and human inspection using 

AMT. For better understanding, below are two examples of the images used in our analysis. 

 

 

  

 

 

 

 

                                       Beach                                                Downtown 

 To automatically tag satellite images, we first needed to train our classification model. To build a 

“training set,” we used information from two sources: (i) locations tagged by users on a social tagging site 

such as Geonames.org or (ii) locations annotated by users on AMT. We built the image classifiers as 

follows: First, we randomly selected a set of 121 hotels and requested five AMT users to label each 

example according to its corresponding satellite images from four different zoom levels. The labelers 

answered whether there is a beach in the image, or whether the image is that of a downtown area. We 

applied a simple majority voting method to make the final decision from the multi-labels of the example. 

Second, we trained a Support Vector Machines (SVM) classifier on this dataset and used the trained SVM 

classifier to classify the images that corresponded to the remaining hotels. Prior work has shown that non-

parametric classifiers, such as Neural Networks, Decision Trees, and Support Vector Machines (SVM) 

provide better results than parametric classifiers in complex landscapes (Lu and Weng 2007). Therefore, 

we tested various non-parametric classification techniques. These include (i) Decision Trees, which are 

widely used for training and classification of remotely sensed image data (due to their ability to generate 

human interpretable decision rules and its speed in training and classification), and (ii) Support Vector 

Machines (SVM), that are highly accurate and perform well for a wide variety of classification tasks 

(Fukuda and Hirosawa 2001).  

http://msdn.microsoft.com/en-us/library/bb259689.aspx


We conducted a small study to examine the performance of the classifier out-of-sample data. We 

classified the out of sample images using AMT; our results illustrated that our SVM classifier had an 

accuracy of 91.2% for the “beach” image classification and 80.7% for the “downtown” image 

classification. We also used the C4.5 algorithm for the classification, and noticed an accuracy increase for 

“Near a beach” and a decrease for “Near downtown.” The main reason for this is that “beach" images often 

contain a “sand strip," together with an “ocean margin" well distributed in density. This typically provides 

more stable and distinct textural information for the “beach" images, thus making them easier to 

distinguish.  

Moreover, as a robustness check, we extracted the two location characteristics “Near a beach” and 

“Near downtown” using geo-tagging approach via the site Geonames.org. In particular, the geo-tagging 

process and the image classification process were conducted independently. We found that the overlapping 

rate between the two sets of results (i.e., acquired independently from the geo-tagging approach and from 

the image classification approach) is very high: For “Near a beach,” this overlapping rate is 92.3%, and for 

“Near the downtown,” this overlapping rate is 85.1%. This additional test provides us with high confidence 

on our image tagging results.  

  



(F-2)    Extraction of Textual Quality of Customer Reviews 

In regards to the extraction of textual quality of customer reviews, as discussed in Subsection 3.3, we 

looked into two text style features “subjectivity” and “readability” as the evaluating criteria. To capture the 

review textual style comprehensively, we used a multiple-item method for subjectivity and readability. We 

included two sub-features for subjectivity and five sub-features for readability, each of which measures the 

review text style. 

We observed that there are two types of reviews, from the stylistic point of view. There are reviews 

that list “objective" information, listing the characteristics of the hotel, and giving an alternate description 

that confirms (or rejects) the description given by the hotel. The other types of reviews are those with 

“subjective," sentimental information, in which the reviewers give a very personal description of the hotel, 

and give information that, typically, does not appear in the official description of the hotel.  

We distinguished the extent of “subjective assessments” in the reviews by deriving a review-level 

numerical score for the degree of subjectivity. More specifically, we used the methods from Ghose and 

Ipeirotis (2011) who build on the methods in Pang and Lee (2004). In particular, objective information is 

considered the information that also appears in the hotel-provided description, and subjective is everything 

else. To infer the probability of review subjectivity, we trained a classifier by using as “objective” 

documents the hotel-generated descriptions from the websites of Travelocity and TripAdvisor. We then 

randomly retrieved 1000 reviews to construct the “subjective” examples of the training set. We conducted 

the training process by using a 4-gram Dynamic Language Model classifier provided by the lingpipe 

toolkit. “Lingpipe” is a tool kit provided online for processing text using computational linguistics (More 

information can be found at http://alias-i.com/lingpipe/). After constructing the classifiers, we used the 

resulting classification models in the remaining, unseen reviews. Instead of classifying each review as 

subjective or objective, we classified each sentence in each review as either “objective" or “subjective," 

keeping the probability of being subjective for each sentence. By doing so, we were able to acquire a 

subjectivity confidence score for each sentence in a review, hence deriving the mean and standard deviation 

of this score as the subjectivity measurements for that review. These numerical scores are able to 

distinguish how likely a review contains subjective assessments as opposed to objective descriptions.  

We also look into the impact of “Readability,” which is a proxy for the difficulty faced by people 

when reading online reviews. Past research has shown that easy-reading text improves comprehension, 

retention, and reading speed, and that the average reading level of the US adult population is at the eighth 

grade level (White 2003). Specifically, for each hotel, we collected all existing reviews to examine the 

average number of characters per review, average number of syllables per review, average number of 

spelling errors per review, and the average length of the sentence as a “Complexity” measurement (total 

number of characters divided by the total number of sentences). To avoid idiosyncratic errors peculiar to a 

specific readability metric, we computed a set of metrics for each review. Specifically, we computed the 

following: Automated Readability Index, Coleman-Liau Index, Flesch Reading Ease, Flesch-Kincaid Grade 

http://alias-i.com/lingpipe/


Level, Gunning and SMOG. For brevity, we only show results with SMOG Index in the paper although all 

the other readability measures yield similar results. 

Furthermore, previous studies have shown that the social identity information of reviewers in an 

online community shapes community members' judgment of the products. In other words, the prevalence of 

reviewer disclosure of identity information is associated with changes in product sales (Forman et al. 2008). 

Therefore, consistent with prior work, we include the characteristic that captures the level of reviewers’ 

disclosure of their identity information – “real name or location.” More specifically, this binary 

characteristic describes whether or not a reviewer had revealed her real name or location information on the 

reviewer profile page of Travelocity and TripAdvisor.  

In sum, our analysis identifies 5 broad types of characteristics in this category: (i) total number of 

reviews, (ii) overall review rating, (iii) review subjectivity (mean and variance), (iv) review readability (the 

number of characters, syllables, and spelling errors, complexity and SMOG Index), and (v) the disclosure 

identity information by the reviewer. 

 

 



(F-3)   Text Feature Extraction and Sentimental Analysis 

Towards extracting the additional text features discussed in Subsection 4.3, we build on the work of 

Hu and Liu (2004), Popescu and Etzioni (2005), Archak et al. (2011). More specifically, we conduct the 

text mining process in the following three steps: 

(1) Text Feature Extraction. 

First, we extract the important hotel features. Following the automated approach introduced previously 

(e.g., Archak et al. 2011), we use a POS (part-of-speech) tagger to identify the frequently mentioned nouns 

and noun phrases, which we consider candidate hotel features. We then use WordNet (Fellbaum 1998) and 

a context-sensitive hierarchical agglomerative clustering algorithm (Manning and Schutze 1999) to further 

cluster the identified nouns and noun phrases into clusters of similar nouns and noun phrases. The resulting 

set of clusters corresponds to the set of identified product features mentioned in the reviews.  

For our analysis, we kept the top-5 most frequently mentioned features, which were hotel staff, food 

quality, bathroom, parking facilities, and bedroom quality. To select the top 5 features, we first processed 

all the reviews for each hotel, and extracted text features (i.e., terms) that appeared frequently in the 

reviews for each hotel. For example, for Hotel A the features extracted based on the reviews for Hotel A 

can be “bed”, “bathroom” and “pool”; for Hotel B the features can be “bed”, “bathroom” and “restaurant”. 

Then, we selected the top 5 most frequently extracted features across all hotels. In our example, the features 

will be “bed” and “bathroom”. The top 5 features that we selected in our study covered 80% of the hotels, 

which means that for 80% of the hotels the extracted text features contain these 5 features. While 

technically possible, we did not consider more textual features because the frequency in which the 

additional features are mentions drops significantly, and therefore we would not be able to have a robust 

measurement for these textually-inferred features for a very significant fraction of the hotels in our dataset.  

Besides, as suggested in Archak et al. (2011), in addition to the fully automated tool we can also use a 

semi-automated crowd sourcing approach via Amazon Mechanical Turk, by asking AMT workers to 

manually process each review and extract evaluation phrases for any given product feature.  

(2) Sentimental Analysis. 

For sentimental analysis, we extracted all the evaluation phrases (adjectives and adverbs) that are 

being used to evaluate the individual service features (for example, for the feature “hotel staff” we 

extracted phrases like “helpful,” “smiling,” “rude,” “responsive,” etc). The process of extracting user 

evaluation phrases can be automated. To measure the meaning of these evaluation phrases, we used AMT 

to exogenously assign explicit polarity semantics to each word. To compute the scores, we used AMT to 

create our ontology, with the scores for each evaluation phrase. Our process for creating these “external” 

scores was done using the methodology of Archak et al. (2011). 

We asked nine AMT workers to look at the pair of the evaluation phrase together with the product 

feature, and assign a grade from -3 (strongly negative) to +3 (strongly positive) to the evaluation. This 



resulted in a set of nine, independently submitted evaluation scores; we dropped the highest and lowest 

evaluation score, and used the average of the remaining seven evaluations as the externally imposed score 

for the corresponding evaluation-product phrase pair. As an example, when evaluating “hotel staff”, the 

AMT process resulted in “helpful” having value of 0.9, “rude” to be -0.5, “responsive” to be 0.5, and so on. 

We should stress that the scoring of the evaluation phrases is only necessary to be done once as the set of 

hotel features, and the corresponding semantic evaluation phrases are highly unlikely to change over time. 

(3) Negation Handling. 

Finally, to handle the negation (e.g., “I didn’t think the staff was helpful”), we built a dictionary 

database to store all the negation words (e.g., not, hardly) using approach similar to NegEx 

(http://code.google.com/p/negex/). In the sentiment analysis process, if the algorithm finds a negation word 

in the reviews based on the dictionary, it will reverse the sign of the sentiment score of that sentence (e.g., 

from 3 to -3), indicating an opposite sentiment. 

 

For better understanding, we provide below an example of the final results from our sentimental 

analysis for the text feature “food quality.”  Note that there are totally 339 evaluation phrases extracted for 

this hotel. Due to space limitation, we only show the first 16. 

Table F    An Example of the Final Text Mining Results for Hotel X 

Text 

Feature 

Synonyms Extracted  

from the Reviews 

Evaluation Phrases 

Extracted from the Reviews   

Sentimental Score for 

Each Evaluation Phrase 

Overall 

Score 

Food 

Quality 

breakfast, food, buffet, 

complimentary, restaurant, 

cook, burger, donut, cereal, 

egg, bagel, fresh, fruit, 

gravy, pancake, pastry, 

sausage, toast, menu, fish, 

salmon, chicken, ham, cafe, 

continental, dinner, lunch, 

meat, bacon, beverage, tea, 

coffee, snack, appetizer, 

dessert, avocado, taste, tasty, 

grill, salad, ice cream 

good 

great 

free 

dry 

horrible 

special 

various 

beautiful 

mean 

minimal 

humble 

erroneous 

feral 

garlic 

colder 

favorable 

… 

1.0 

1.6 

0.8 

-0.2 

-1.8 

1.2 

1.2 

1.4 

-1.0 

-0.4 

-0.2 

-1.0 

-1.4 

0.0 

-0.4 

1.2 

… 

0.1833 

  

http://code.google.com/p/negex/


(Online) Appendix G 

Comparison of Mechanical Turk Users with overall US Internet Population 
 

 

 
June 2008 October 2008 December 2008 

 

US Internet Users 

comscore Data 
Mechanical Turk Users Mechanical Turk Users 

Total Audience 100 100 100 

Persons - Age 
   

Persons: 15+ 85.9 100 100 

Persons: 18+ 80.1 99.6 99.5 

Persons: 21+ 74.3 92.9 91.1 

Persons: 35+ 52.4 39.3 37.1 

Persons: 50+ 24.3 11.2 10.7 

Persons: 55+ 16.2 5.2 5.4 

Persons: 2-11 9.5 0 0 

Persons: 2-17 19.9 0.2 0.4 

Persons: 6-11 7.4 0 0 

Persons: 6-14 12 0 0 

Persons: 9-14 8.9 0 0 

Persons: 12-17 10.4 0.2 0.4 

Persons: 12-24 22.9 19 21.5 

Persons: 12-34 38 57.8 60 

Persons: 12-49 66.2 87.4 88.2 

Persons: 18-24 12.5 18.7 21.1 

Persons: 18-34 27.6 57.5 59.7 

Persons: 18-49 55.8 87.2 87.8 

Persons: 21-34 21.9 53.3 53.9 

Persons: 21-49 50 82.9 82 

Persons: 25-34 15.1 38.8 38.6 

Persons: 25-49 43.2 68.4 66.7 

Persons: 25-54 51.3 75.2 72.3 

Persons: 35-44 18.7 22.4 21.5 

Persons: 35-49 28.2 29.7 28.1 

Persons: 35-54 36.2 36.4 33.7 

Persons: 35-64 46.8 41.4 38.8 

Persons: 45-54 17.6 14 12.2 

Persons: 45-64 28.1 19 17.4 

Persons: 55-64 10.5 5 5.2 

Persons: 65+ 5.7 0.7 1.1 

Males - Age 
   

All Males 49.5 28 36.6 

Male: 15+ 42.1 28 36.6 

Male: 18+ 39.1 27.8 36.3 

Male: 21+ 36.1 24.7 32.4 

Male: 35+ 25.7 9.5 11.3 

Male: 50+ 12 2.8 2.6 

Male: 55+ 8.1 1.4 1.1 

Male: 2-11 4.9 0 0 



Male: 2-17 10.4 0.1 0.2 

Male: 6-11 3.9 0 0 

Male: 6-14 6.3 0 0 

Male: 9-14 4.5 0 0 

Male: 12-17 5.5 0.1 0.2 

Male: 12-24 11.6 7.5 9.1 

Male: 12-34 18.9 17.3 24.2 

Male: 12-49 32.5 25 33.9 

Male: 18-24 6.1 7.4 8.9 

Male: 18-34 13.4 17.2 23.9 

Male: 18-49 27.1 24.9 33.7 

Male: 21-34 10.4 15.2 21.1 

Male: 21-49 24.1 22.9 30.8 

Males: 25-34 7.3 9.8 15 

Male: 25-49 20.9 17.6 24.8 

Male: 25-54 24.8 19 26.3 

Males: 35-44 9.1 6 8 

Male: 35-49 13.7 7.7 9.7 

Male: 35-54 17.5 9.1 11.2 

Male: 35-64 22.6 10.6 12.3 

Male: 45-54 8.4 3.1 3.2 

Male: 45-64 13.5 4.5 4.3 

Males: 55-64 5.1 1.4 1.1 

Males: 65+ 3 0 0.1 

Females - Age 
   

All Females 50.5 72 63.4 

Female: 15+ 43.8 72 63.4 

Female: 18+ 41 71.9 63.3 

Female: 21+ 38.2 68.2 58.7 

Female: 35+ 26.8 29.8 25.8 

Female: 50+ 12.3 8.3 8.1 

Female: 55+ 8.1 3.8 4.3 

Female: 2-11 4.6 0 0 

Female: 2-17 9.5 0.1 0.1 

Female: 6-11 3.6 0 0 

Female: 6-14 5.7 0 0 

Female: 9-14 4.5 0 0 

Female: 12-17 4.9 0.1 0.1 

Female: 12-24 11.3 11.5 12.3 

Female: 12-34 19.1 40.5 35.9 

Female: 12-49 33.6 62.4 54.3 

Female: 18-24 6.4 11.5 12.2 

Female: 18-34 14.2 40.5 35.8 

Female: 18-49 28.7 62.4 54.1 

Female: 21-34 11.5 38.1 32.8 

Female: 21-49 25.9 60 51.2 

Females: 25-34 7.8 28.9 23.6 

Female: 25-49 22.3 50.9 41.9 

Female: 25-54 26.5 56.2 46 

Females: 35-44 9.5 16.4 13.4 



Female: 35-49 14.5 21.9 18.4 

Female: 35-54 18.7 27.3 22.4 

Female: 35-64 24.1 30.8 26.5 

Female: 45-54 9.2 10.9 9 

Female: 45-64 14.6 14.5 13.1 

Females: 55-64 5.4 3.6 4.1 

Females: 65+ 2.6 0.7 1 

HH Income (US) 
   

HHI USD: Less than 15,000 6 11.4 12.9 

HHI US: Under $25K 9.3 22.8 23.1 

HHI US: Under $60K 44.5 64.8 60.5 

HHI US: $60K+ 55.5 34.8 39.1 

HHI US: $75K+ 43 22.7 27.5 

HHI USD: 15,000 - 24,999 3.4 11.4 10.1 

HHI USD: 25,000 - 39,999 9.9 21.8 18.9 

HHI USD: 40,000 - 59,999 25.3 20.2 18.6 

HHI USD: 60,000 - 74,999 12.6 12.1 11.6 

HHI USD: 75,000 - 99,999 17.7 10.2 11.5 

HHI USD: 100,000 or more 25.3 12.5 16 

Region (US)  

   
Region US:West North 

Central 
7.6 5.8 7.5 

Region US:Mountain 6.9 6.4 7.4 

Region US:Pacific 15.4 13.3 15.7 

Region US:New England 5.5 6.4 4.7 

Region US:Mid Atlantic 14.2 13.9 15.8 

Region US:South Atlantic 18.7 19.2 19.9 

         Region US:East South 

Central 
5.1 8.3 5.2 

         Region US:West South 

Central 
10.5 10.7 9 

         Region US:East North 

Central 
16.1 15.7 14.8 

Children 
   

Children:No 39.3 52.7 57.6 

Children:Yes 60.7 47.3 42.3 

HH Size 
   

HH Size: 1 4.4 17.7 17.3 

HH Size: 2 24.2 28.9 30.6 

HH Size: 3 21.4 19.7 19.2 

HH Size: 4 25.3 20.5 21.9 

HH Size: 5+ 24.8 12.9 10.7 

HH Size: 1-2 28.5 46.6 47.8 

HH Size: 3+ 71.5 33.5 32.7 

Race 
   

Race:White 87.3 82.7 82 

Race:Black 8 6.5 5.3 

Race:Asian 1.6 5.7 6.8 

Race:Other 3.1 4.9 5.8 

 

http://en.wikipedia.org/wiki/United_States_Census#Regions_and_divisions
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