PAGE  
35

Quinus ab Omni Nævo Vindicatus

ABSTRACT

Quine’s critique of modal logic is expounded and defended as not yet refuted and still relevant.  

John P. Burgess 

Department of Philosophy

Princeton University

Princeton, NJ 08544‑1006

jburgess@princeton.edu

2/18/06
ACKNOWLEDGMENT
This paper is a completely rewritten version of an unpublished paper, “The Varied Sorrows of Modality, Part II”.  I am indebted to several colleagues for information used in writing that paper, and for advice given on it once written, and I would like to thank them all — Gil Harman, Dick Jeffrey, David Lewis — even if the portions of the paper with which some of them were most helpful have disappeared from the final version.  But I would especially like to thank Scott Soames, who was most helpful with the portions that have not disappeared.  
Quinus ab Omni Nævo Vindicatus

1.  
Quine’s Critique.

1.1  Quine and his critique.  Today there appears to be a widespread impression that W. V. Quine’s notorious critique of modal logic, based on certain ideas about reference, has been successfully answered.  As one writer put it some years ago:  “His objections have been dead for a while, even though they have not yet been completely buried.”
  What is supposed to have killed off the critique?  Some would cite the development of a new “possible‑worlds” model theory for modal logics in the 1960s; others, the development of new “direct” theories of reference for names in the 1970s.  


These developments do suggest that Quine’s unfriendliness towards any formal logics but the classical and indifference towards theories of reference for any singular terms but variables were unfortunate.  But in this study I will argue, first, that Quine’s more specific criticisms of modal logic have not been refuted by either of the developments cited, and further, that there was much that those who did not share Quine’s unfortunate attitudes might have learned about modality and about reference by attention to that critique when it first appeared, so that it was a misfortune for philosophical logic and philosophy of language that early reactions to it were as defensive and uncomprehending as they generally were.  Finally, I will suggest that while the lessons of Quine’s critique have by now in one way or another come to be absorbed by many specialists, they have by no means been fully absorbed by everyone, and in this sense there is still something to be learned from Quine’s critique today.


§3 below will list some lessons from Quine’s critique, after §2 has examined the early responses to it.  Since I will be arguing that most of these simply missed the point, I should say at the outset that this is easier to see by hindsight than it was from expositions of the critique available at the time, and that the early responses were useful insofar as they provoked new expositions.  That there are flaws in Quine’s own presentations is conceded even by such sympathetic commentators as Dagfinn Føllesdal and Leonard Linsky, and at least as regards his earliest presentations by Quine himself.
  To remove flaws is the aim of the present §1, and the aim suggested by my title, which readers familiar with the history of mathematics will recognize as echoing Saccheri’s Euclides ab Omni Nævo Vindicatus  or Euclid Freed from Every Blemish.  Such readers will also recall that though Saccheri’s aim was to defend Euclid, ironically his work is today remembered as a contribution to non‑Euclidean geometry.  While I hope I to avoid a similar irony, I do not hesitate to depart from Quine on occasion, and begin with two limitations that I think need more explicit emphasis than they get from Quine.


1.2 Non-trivial de re modality.  A first restriction is that Quine’s critique is limited to predicate as opposed to sentential modal logic, his complaint being that modal predicate logic resulted from mechanically combining the apparatus of classical predicate and modal sentential logic, without thinking through philosophical issues of interpretation.
  Quine does sometimes suggest that engaging in modal logic would be pointless unless one were eventually going to go beyond the sentential to the predicate level, so that though his critique deals explicitly only with predicate modal logic, it is tantamount to a critique of all modal logic; but the suggestion is not strenuously argued.
  


The restriction to predicate logic has two aspects.  First, the critique is limited to “de re” as opposed to “de dicto” modality, to modalities within the scope of quantifiers as opposed to quantifiers within the scope of modalities, to modalities applying to open formulas as in xœFx, rather than modalities applying to closed formulas as in œxFx.  Second, the critique is limited to non‑trivial de re modality.  The first point has been generally understood.  Not so the second, which calls for some explanation.


I begin with an analogy. One can contrive systems of sentential modal logic that admit modalities notationally, but that make every modal formula more or less trivially equivalent to a non‑modal formula.  It suffices add as a further axiom the following, whose converse is already a theorem in the common systems:

(1)
PœP
This corresponds to a definition according to which P holds necessarily just in case P holds — a definition that could silence any critic who claimed the notion of necessity to be unclear, but would do so only at the cost of making the introduction of the modal notation pointless.


Analogously, one can contrive systems of predicate modal logic that admit de re modalities notationally, but that make every de re formula more or less trivially equivalent to a de dicto formula.  The precise form a trivialization axiom would take depends on whether one is considering monadic or polyadic predicate logic, and on whether one is admitting or excluding an existence predicate or an identity predicate or both.  In the simplest case it suffices add as a further axiom the following, whose converse is already a theorem in the common systems:

(2)  
x(œFx  œyFy)

This corresponds to the trivializing  definition according to which F holds necessarily of a thing just in case it is necessary that F holds of everything — a definition that could silence any critic who claimed the notion of de re modality to be more obscure than that of de dicto modality, but would do so only at the cost of making the introduction of de re notation pointless.  


When Quine complains of the difficulty in defining de re modality, he is tacitly assuming the trivializing definition above has been rejected; so his critique is tacitly limited to systems that, like all the common ones, do not have the trivialization axiom as a theorem.  To accept such a system as the correct system, the one whose theorems give all and only the general laws necessarily holding in all instances, is to reject the trivialization axiom as not being a such a general law, and hence is to reject the trivializing definition, which would make it one.  Note that Quine’s objection is thus to the unprovability  of something, namely trivialization, not the provability of anything.   


1.3  Strict necessity. A second restriction is that Quine’s critique is limited to what he calls “strict” necessity, identified with analyticity, as opposed to what may be called “subjunctive” necessity, involved in counterfactuals.  For Quine the former belongs to the same circle of ideas as synonymy and definition, and the latter to the same circle as similarity and disposition.  Quine sometimes explicitly states this limitation; but he also often suggests that his argument generalizes to all intensional operators, or at least that there is an obstacle to making sense of quantification into intensional contexts in general (which obstacle is insurmountable in the case of quantification into contexts of strict modality in particular).
  Insofar as I wish to defend it, I take Quine’s critique to be limited to strict modality, and his suggestion about generalization to be an attachment to it, not a component of it.


In connection with different senses of necessity there is a feature of the terminology current  in the 1940s through 1960s that needs to be explicitly emphasized, lest one fall into anachronistic misreadings: the tendency to use interchangeably with each other, as adjectives modifying the noun truth “truth”, all the expressions in the left‑hand column below (and similarly for the right‑hand column).
  Each row merits separate comment.

	
	Necessary
	Contingent

	
	Linguistic
	Empirical

	
	Apriori 
	Aposteriori 

	
	Analytic
	Synthetic

	
	Logical
	Non-logical



Logical truth and analytic truth.  Quine distinguished a narrower notion of “logical” truth, roughly truth by virtue of syntactic form alone, from a broader notion of “analytic” truth, roughly truth by virtue of this plus semantic factors such as definition and synonymy.  He notoriously thought the latter, broader notion unclear, and so had a double objection to the first of the following formulations:

(3)
It is analytically true that all bachelors are unmarried.

(4)
It is logically true that all unmarried men are unmarried.

(3')
“All bachelors are unmarried” is analytically true.

(4')
“All unmarried men are unmarried” is logically true.

One objection was to the common feature of (3) and (3'), involvement with broadly analytic rather than narrowly logical truth; another, to the common feature of (3) and (4), treatment of modality as a connective in the object language applying to sentences, rather than a predicate in the meta‑language applying to quotations.  What is important to understand is that in his critique of modal logic Quine presses only his objection to the second feature — a feature presupposed by quantified modal logic, since quantification into quotation contexts is obvious nonsense — waiving his objection to the first for the sake of argument.  Others of the period shared neither Quine’s worries about the broad, semantic notion, nor his concern to distinguish it from the narrow, syntactic notion, and often wrote “logical” when they meant “analytic”.


Analytic truth and apriori truth.  Quine’s first and foremost target, Rudolf Carnap, and others of the period, took the distinction between analytic and synthetic to be central to epistemology because they took it to coincide with the distinction between apriori and aposteriori.  They recognized not a trichotomy of “analytic” and “synthetic apriori” and “aposteriori”, but a dichotomy of “analytic” and “aposteriori”.


Apriori truth and linguistic truth.  Quine often complained that others were sloppy about distinguishing use and mention.  If one is sloppy, quibbles and confusions can result if, as was commonly done, one uses “linguistic” interchangeably with “analytic” or “apriori” and “empirical” interchangeably with “synthetic” or “aposteriori” respectively.  For consider:

(5)
Planetoids are asteroids.

(6)
Ceres is the largest asteroid.

(5')
In modern English, “planetoids” and “asteroids” refer to the same things.

(6')
In modern English, “Ceres” and “the largest asteroid” refer to the same thing.

As to (5), discovery that planetoids are asteroids requires (for a fully competent speaker of modern English) mere reflection, not scientific investigation.  As to (6), discovery that Ceres is the largest asteroid requires natural‑scientific investigation of the kind engaged in by astronomers.  Discovery that (5') is the case (understood as about the common language, not just one’s personal idiolect) requires social‑scientific investigation of the kind engaged in by linguists.  Discovery that (6') is the case requires both kinds of scientific investigation.  Since linguistics is an empirical science, using “linguistic” and “empirical” for “analytic” and “aposteriori” can be confusing when dealing with meta‑level formulations like (5') and (6') rather than object‑level formulations like (5) and (6); but such usage was common.


Linguistic truth and necessary truth.  Quine distinguished strict and subjunctive modality, but whereas the default assumption today might be that someone who writes “necessary” sans phrase intends subjunctive necessity, this was not so for Quine, let alone modal logicians of the period.  Originally the primitive notion of modal logic was “implication” P » Q, with “necessity” defined as ¬P » P; later necessity œP was taken as primitive, with implication defined as œ¬(P¬Q).  But even then, the notion of implication of primary interest was strict, so that the notion of necessity of primary interest also had to be, and was often enough explicitly stated to be, strict.  It was commonly assumed, if not that all necessity is linguistic or semantic or verbal necessity, then at least that the primary notion of necessity was that of verbal necessity.  In reading the older literature, the default assumption must be that strict necessity is intended when one finds sans phrase the word “necessary”.

 
1.4  “Aristotelian essentialism”.  Preliminary restrictions having been enumerated, the critique proper begins by indicating what would have to be done to make sense of such notation as xœFx.  Given that  is to be read in what has always been the standard way, as an existential quantifier, and that œ is to be read in what was at the time the prevailing way, as a strict modality, the following are equivalent: 

(7a)
xœFx holds

(7b)
there is some thing such that œFx holds of it

(7c)
there is some thing such that Fx holds necessarily of it

(7d)
there is some thing such that Fx holds analytically of it

The commitment then is to making sense (in a non‑trivial way) of the notion of an open formula or open sentence Fx holding analytically of a thing.  


Now traditional accounts of analytic truth in philosophy texts provide only an explanation of what it is for a closed sentence to be analytically true, and do not even purport to provide any explanation of a notion of an open sentence being analytically true of a thing.  (And rigorous analyses of logical truth in logic texts again supply only a definition of what it is for a closed formula to be logically true, and do not even purport to supply any definition of a notion of an open formula being logically true of a thing.)  The notion of analyticity as it stands simply does not apply literally to an open sentence or formula relative to a thing, and the most one can hope to do is to extend the traditional notion from de dicto to de re — or to put the matter the other way round, reduce the notion for de re modality to the traditional one for de dicto — while remaining faithful to the spirit of strict modality.  This presumably means remaining attached to a conception of necessity as purely verbal necessity, and confined within the circle of ideas containing definition  and synonymy and the like, not bringing in physical notions of disposition or similarity, let alone Peripatetic or Scholastic metaphysical notions of matter and form or potency and act or essence and accident.  Quine expresses pessimism about the prospects for defining de re modality subject to this restriction by suggesting that quantified modal logic is committed to “Aristotelian essentialism”.  


While Quine’s own approach is resolutely informal, there is a technical result of Terence Parsons that is illuminating here, even though Parsons’ usage of “commitment to essentialism” differs in a potentially confusing way from Quine’s.  Roughly speaking, Parsons shows that though the common systems are in the sense indicated earlier committed to the failure of trivialization as a general law, yet no specific instance of such failure is provable in the common systems even with the addition of any desired consistent set of de dicto assumptions.
  (On Parsons’ usage the result is somewhat confusingly stated as saying that though the common systems are “committed to essentialism” in one, weaker sense, essentially Quine’s, they are not “committed to essentialism” in another, stronger sense, Parsons’ own.)  This being so, any attempt to make sense of de re strict modality by reducing it to de dicto faces a dilemma.  


On the one hand, if one adopts some general law permitting passage from de dicto to de re, one will in effect be adding a new general passage law as an axiom to the common systems.  But with any such addition of a new formal axiom one is already rejecting the common systems as incomplete if not as incorrect. Worse, there is a threat that the new axiom will yield trivialization; or worse still, will yield a contradiction.  On the other hand, if one allows passage from de dicto to de re only selectively, one will in effect be adding a new selection principle as an ingredient to the concept of modality.  But with any such addition of a new intuitive ingredient there is a danger that one will be making one’s conception no longer one of merely verbal necessity; or worse, that one will be making it arbitrary and incoherent.


This abstract dilemma is concretely illustrated by Quine’s mathematical cyclist example, an elaboration of an old example of Mill’s, and his morning star example, an adaptation of an old example of Frege’s.  The only obvious approach to reducing the application of modal notions to  a thing to an application of modal notions to words, would be to represent or replace a thing a by  a word or verbal expression appropriately related to it.  In fact, there are two strategies here, the most obvious one being to take the expression to be a term referring to the thing, and an only slightly less obvious one being to take the expression to be a predicate satisfied by  the thing.  Hence the need for two examples.  


1.5  The mathematical cyclist.  One strategy would be to count Fx as holding necessarily of a thing just in case F is necessarily implied by some predicate(s) P satisfied by the thing.  


On the one hand, if we are non‑selective about the predicates, this leads to contradiction with known or plausible non‑modal or de re premises, such as the following:

(8a)
It is necessarily the case that all mathematicians are rational.

(8b)
It is at best contingently the case that all mathematicians are bipeds.

(8c)
It is necessarily the case that all cyclists are bipeds.

(8d)
It is at best contingently the case that all cyclists are rational.
(These are plausible at least if we take rationality to mean no more than capability for verbal thought, and bipedality to mean no more than having at least two legs, and count mathematicians who have lost limbs as non‑bipeds, and count bicycle‑riding circus animals as cyclists.)  Non‑selective application of the strategy to (8a‑d) yields:

(9a)
Any mathematician is necessarily rational.

(9b)
Any mathematician is at best contingently a biped.

(9c)  
Any cyclist is necessarily a biped.

(9d)
Any cyclist is at best contingently rational.

Together (9a‑d) contradict the known actual existence of persons who are at once mathematicians and cyclists.  


More formally, allowing non‑selective application of the strategy amounts to adopting the following as an axiom, which can be seen to collapse modal distinctions all by itself:

(10)
x(Px  (œFx  œy(Py  Fy)))

This is the first horn of the dilemma.


On the other hand, the obvious fall‑back would be to allow (10) to apply only selectively, only to certain selected “canonical” predicates.  In order for (10), restricted to canonical predicates, to give an adequate definition of de re modality, it would suffice for two things to hold.  It would suffice to have first that for each thing there is (or can be introduced) some canonical predicate it satisfies; and second that for any two canonical predicates A, B we have:

(11)
x(Ax  Bx)  œy(Ay  By)

This condition would preclude taking both “x is a mathematician” and “x is a cyclist”, or both the Plato’s “x is a featherless biped” and Aristotle’s “x is a rational animal”, as canonical.  But how is one to select what predicates are admitted as canonical?  It seems that making a selection, choosing for instance between Plato and Aristotle, would require to reviving something like the ancient and mediæval notion of “real definitions” as opposed to “nominal definitions”; and this is something it seems impossible to square with regarding the necessity with which we are concerned as simply verbal necessity.


 1.6 The morning star.  The second strategy would be to count Fx as holding necessarily of a thing just in case Ft holds necessarily for some term(s) t referring to the thing.  


On the one hand, if we are non‑selective about the terms, applying the strategy to all terms equally, then whenever two terms s and t refer to the same thing, Fx holding necessarily of that thing will be equivalent to Fs holding necessarily and equally to Ft holding necessarily,  so that Fs holding necessarily and Ft holding necessarily will have to be equivalent to each other.  But this result leads to inferences from known or arguably true premises to known or arguably false conclusions, even in the very simple case where Fx is of the form x = t, since t = t will in all cases be necessarily true though s = t  may in some cases be only contingently true.  


For instance, the following are true:

(12)
The evening star is the morning star.

(13)
Necessarily, the morning star is the morning star.

And the following false:

(14)
Necessarily, the evening star is the morning star.


More formally, allowing non‑selective application of the strategy amounts to adopting the following as an axiom:

(15)
x(x = t  (œFx  œFt))

And this can be seen to collapse modal distinctions (at least if enough apparatus for converting predicates to terms is available).  This is the first horn of the dilemma.


On the other hand, the obvious fall‑back would be to allow (15) to apply only selectively, only to certain selected “canonical” terms.   In order for (15), restricted to canonical terms, to give an adequate definition of de re modality, two things would be required to hold.  It would suffice to have first that for each thing there is (or can be introduced) some canonical term referring to it; and second that for any two canonical terms a, b  we have:

(16)
(a = b)  œ(a = b).


Now the following is a theorem of the common systems:

(17)
(x = y)  œ(x = y)

But (17) involves only variables x, y, … , corresponding to pronouns like “he” or “she” in natural language, not constants a, b, … or function terms fc, gc, … , corresponding to names like “Adam” and “Eve” or descriptions like “the father of Cain” and “the mother of Cain”.

So (17) leaves open what terms should be allowed to be substituted for variables.
  


What (16) says is that for the fall‑back strategy being contemplated to work, we must be able to go beyond (17) to the extent of allowing canonical terms to be substituted for the variables.  This condition would preclude taking both “the morning star” and “the evening star” as canonical.  But owing to the symmetry involved, it would be entirely arbitrary to select “the morning star” as canonical and reject “the evening star” as apocryphal (or the reverse), and it would seem almost equally arbitrary to reject both and select some other term such as “the second planet”.  This is the second horn of the dilemma.  


And with this observation Quine rests his case, in effect claiming that since the obvious strategies for doing what needs to be done have been tried and found to fail, the burden of proof is now on the other side to show, if they can, just how, in some unobvious way, what needs to be done can be.  And with this observation, I too rest my case for the moment.


1.7  Coda.  Quine’s critique was directed towards the strict kind of modality and towards quantification over ordinary sorts of objects: persons, places, things.  Much of his discussion generalizes to other kinds of modal or intensional operators and other sorts of objects, to show that for them, too, the most obvious strategy for making sense of quantifying over such objects into such modal or intensional contexts faces an obstacle.   But whether this obstacle can be surmounted, by the most obvious fall‑back strategy of identifying an appropriate class of canonical terms or in some other way, needs to be considered case‑by‑case.  The most important case of a non‑strict modality for which a reasonable choice of canonical terms seems to be available (for almost any sort of objects) will be mentioned at the very end of this study.  Here I want to mention a case of a special sort of objects for which a reasonable choice of canonical terms seems to be available (for almost any kind of intensional operator).  


For several writers, beginning with Diana Ackerman, have pointed out that numerals suggest themselves as non‑arbitrary candidates for canonical terms if one is going to be quantifying only over natural numbers.  And the numerals are in effect taken as canonical terms in two flourishing enterprises, intensional mathematics and provability logic, where the modality in question is a version or variant of strict modality.
 


Still, natural numbers are a very special sort of object.  Workers in the cited fields have noted the difficulty of finding canonical terms as soon as one goes beyond them even just to other sorts of mathematical objects, such as sets or functions.  To avoid difficulties over there simply being too many objects to find terms for them all, let us restrict attention to recursively enumerable sets of natural numbers and recursive partial functions on natural numbers, where there is actually a standard way of indexing the objects in question by natural numbers or the numerals therefor.  Even here there does not seem to be any non‑arbitrary way of selecting canonical terms, since there will be many indices for any one set or function, and two indices for the same object will not in general be provably indices for the same object.
   


Whatever successes have been or may be obtained for non‑strict modalities and ordinary objects, or for strict modalities and non‑ordinary objects, they only make it the more conspicuous how far we are from having any reasonable candidates for canonical terms in the case to which Quine’s critique is directed.    

2.
Quine’s Critics

2.1  Quine and his critics.  Today when one thinks of model theory for modal logic, or the application of theories of reference to it, one thinks first of Saul Kripke, whose relevant work on the former topic only became widely known after his presentation at a famous 1962 Helsinki conference,
 and on the latter only after his celebrated 1970 Princeton lectures.
  But the impression that somehow an appropriate theory of models or of reference can refute Quine’s critique can be traced back a full half‑century.  For less sophisticated model theories for quantified modal logic go back to some of the first publications on the subject, by Rudolf Carnap, in the 1940s;
 and the application of less sophisticated theories of reference to modal logic goes back to one of the first reviews of Quine’s critical writings, by Arthur Smullyan, again in the 1940s.
   


For purposes of examining the main lines of response to Quine’s critique prior to the new developments in model theory and the theory of reference in the 1960s and 1970s, and Quine’s rebuttals to these responses, it is almost sufficient to consider just three documents, together constituting the proceedings of a notorious 1962 Boston colloquium.  The main talk, by Quine’s most vehement and vociferous opponent, Ruth (Barcan) Marcus, was a compendium of almost all the responses to Quine that had been advanced by over the preceding fifteen years, plus one new one.  The commentary, by Quine himself, marked an exception to his apparent general policy of not replying directly to critics, and gives his rebuttal to almost all early objections to his critique.  An edited transcript of a tape recording of a discussion after the two talks among the two invited speakers and some members of their audience, notably Kripke, was published along with the two papers, and clarifies some points.
  


1.2  Potpourri. A half‑dozen early lines of response to the critique may be distinguished.  Most appear with differing degrees of explicitness and emphasis in the compendium, and most are rebutted in the commentary thereupon.  They all involve essentially the same error, confusing Quine’s philosophical complaint with some formal claim.  Since — despite the best efforts of Quine himself in his rebuttal and of subsequent commentators —  such confusions are still common, it may be in order to review each response and rebuttal briefly.


The development of possible‑worlds semantics shows that there is no problem of interpreting quantified modal logic. This response is represented in the compendium by the suggestion that disputes about quantified modal logic should be conducted with reference to a “semantic construction”, in which connection the now‑superseded approach of Carnap is expounded (with the now‑standard, then‑unpublished approach of Kripke being alluded to as an alternative in the discussion).  Perhaps Quine thought the fallacy in this response obvious, since he makes no explicit response to it in his commentary; but it has proved very influential, albeit perhaps more as an inchoate feeling than as an articulate thought.  The fallacy is one of equivocation, confusing “semantics” in the sense of a mathematical theory of models, such as Carnap and Kripke provided, with “semantics” in the sense of a philosophical account meaning, which is what Quine was demanding, and thus neglecting the dictum that “there is no mathematical substitute for philosophy.”
 A mathematical theory of models could refute a technical claim to the effect that the common systems are formally inconsistent, but without some further gloss it cannot say anything against a philosophical claim that the common systems are intuitively unintelligible.  In the case of Carnapian model theory this point perhaps ought to have been obvious from the specifics of the model, which validates some highly dubious theses.
  In the case of Kripkean model theory the point perhaps ought to be obvious from the generality of the theory, from its ability to accommodate the widest and wildest variety of systems, which surely cannot all make good philosophical sense.  

 
Quantified modal logic makes reasonable sense if   and  are read as something other than ordinary quantifiers, such as Le EQ \O(s,´) niewski‑style substitution operators  and .  This is the one substantial novelty in the compendium.  One rebuttal, of secondary importance to Quine, is that if one allows oneself to call substitution operators “quantifiers”, one can make equally good or poor sense of “quantification” not only into modal but into absolutely any contexts whatsoever, including those of quotation.  But quantification into quotation contexts is obvious nonsense — on any reasonable understanding of “quantification”.
  Still, the rebuttal of primary importance to Quine is a different and more general one, applying also to the next response.

Quantified modal logic makes reasonable sense if œ and π are read as something other than strict modalities, such as Prior‑style temporal operators G and F.  This response is represented in the compendium by the suggestion, made passing in the introduction, that modal logic is worth pursuing because of the value of studies of various non‑alethic “modalities”.  The specific example of temporal “modalities” was suggested by Quine in his last remarks in the discussion, his purpose being to bring out his primary point of rebuttal to the previous response, that Le EQ \O(s,´) niewski’s devices are just as irrelevant as Prior’s devices, given the nature of his complaint.  If his complaint had been that there is a formal inconsistency in the common systems, then it would have been cogent to respond by considering those systems as wholly uninterpreted notations, and looking for some reading of their symbolism under which they would come out saying something true or plausible.  But the nature of the critique is quite different, the complaint being that the combination xœ is philosophically unintelligible when the components  and œ are interpreted in the usual way.
  

Quantified modal logic is not committed to essentialism because no formula expressing such a commitment  (no instance of the negation of (2)) is deducible in the common systems, even with the addition of any desired set of consistent de dicto axioms.  This response does not explicitly occur as such in the compendium, and would have been premature, since the results of Parsons which it quotes did not come until a few years later.  But it is advanced in a slightly later work of the same author, and has been influential in the literature.
 It could be construed as merely a generalization of the next response on the list, and Quine’s rebuttal to the next response would apply to this one, too.  Basically, the response is the result of terminological confusion,  since its first clause is only relevant if “commitment to essentialism” is understood in Quine’s sense, but its second clause is only true if “commitment to essentialism” is understood in a different sense partly foreshadowed in the compendium and explicitly introduced as such by Parsons.  It has already been noted in the exposition of the critique both that Quine’s complaint is not about the provability of anything, and that Parsons’ results substantiate some of Quine’s suspicions.

The mathematical cyclist example does not show there is any problem, because no de re conclusions of the kind that figure in the example (conclusions (9a‑d)) provably follow in the common systems from such de dicto premises as figure in the example (premises (8a‑d)).  While the example gives a legitimate counter‑instance to the law that figures in it (law (10)), that law is not a theorem in the common systems.  This response occurs in a section of the compendium where Quine’s criticisms are said to “stem from confusion about what is or isn’t provable in such systems,” and where it is even suggested that Quine believes œ(PQ)(PœQ) to be a theorem of the common systems!
  This response, which accuses Quine of committing a howler of a modal fallacy, it is itself a howler, getting the point of Quine’s example exactly backwards.  The complaint that we can’t deduce examples of non‑trivial de re modality from plausible examples of non‑trivial de dicto modality by taking something like (10) as an axiom, because we would get a contradiction, is misunderstood as a formal claim that something like (10) is an axiom, and we do get a contradiction.  Quine’s rebuttal in his commentary borders on indignation:  “I’ve never said or, I’m sure, written that essentialism could be proved in any system of modal logic whatsoever.”


The morning star example does not show there is any problem, because while the law that figures in the example  (law (17)) is a theorem of the common systems, the example does not give a legitimate counter‑instance, as can be seen by applying an appropriate theory of reference. This response is repeated, with elaboration but without expected acknowledgments — it is described as “familiar”, but no specific citation is given — in the compendium.  The citation ought to have been to Smullyan.
 This response again mistakenly takes Quine to be claiming to have a counter‑example to a formal theorem of the common systems.  (And if Quine had claimed that (12) and (14) constitute a counter‑example to (17), it would have sufficed to point out that one is not required, just because one recognizes an expression to be a real singular term, to recognize it as legitimately substitutable for variables in all contexts. This point has been noted already in the exposition of the critique, but the response under discussion seems to miss it.)  Nonetheless, response (F) is worthy of more extended attention.


2.3  Smullyanism or neo‑Russellianism.  While responses (A)‑(E) are entirely skew to Quine’s line of argument, response (F) (when fully articulated) makes tangential contact with it, and shows that a minor addition or amendment to critique as expounded so far is called for.  Another reason response (F) calls for more attention than the others is that for a couple of decades it was the conventional wisdom among modal logicians.  It was endorsed not only by (in chronological order) Smullyan, Fitch, and Marcus, but also by Arthur Prior and others.  It was the topic of two talks at the famous 1962 Helsinki conference and was put forward in major and minor encyclopedias.
  Yet another reason response (F) calls for more attention than the others is that it represents an early attempt to apply a theory of reference distinguishing names from descriptions to the interpretation of modal logic, and understanding of why this attempt was unsatisfactory should lead to increased appreciation of more successful later attempts.  


The ideas on reference involved derive from Russell.  The writings of  Ramsey, alluded to in passing in the compendium, and of Carnap, with whom the author of the compendium at one time studied, may have served to transmit Russell’s influence, though of course Russell himself was still writing on reference in the 1950s, and still living in the 1960s, and should not be considered a remote historical figure like Locke or Mill.  But whether his influence on them was direct or indirect, Smullyan’s disciples are unmistakably Russell’s epigones, even though they seldom directly quote him or cite chapter and verse from his writings.


The Smullyanite response, it will be seen, splits into two parts, one pertaining to descriptions, the other to names.   The theory of descriptions presupposed by the Smullyanites is simply the very well known theory of Russell.  The theory of names presupposed is the less well known theory Russell always took as a foil to his theory of descriptions.  This is perhaps best introduced by contrasting it with the theory of Frege, according to which the reference of a name to its bearer is  descriptively mediated, is accomplished by the name having the same meaning as some description and the description being uniquely true of the bearer.  The theory of Russell is the diametrically opposed one that the reference of a name to its bearer is absolutely immediate, in a sense implying that the meaning of a name is simply its bearer, from which it follows that two names having the same bearer have the same meaning. It is taken to follow (“compositionality” being tacitly assumed) that two sentences involving two different names with the same bearer, but otherwise the same, have the same meaning, and hence the same truth value (with one sole exception, usually left tacit, the exception for meta‑linguistic contexts, for those sentences, usually involving quotation, where the names are being mentioned as words rather than being used to refer).


This theory is Russell’s account of how names in an ideal sense would function.  While Russell illustrated his theory by examples involving names in the ordinary sense, he actually more or less agreed with Frege about these (so that the Fregean theory is often known as the Frege‑Russell theory).  Moreover, he held that ordinary, complex things are not even capable of being given names in his ideal sense; that names in the ideal sense could be given only to special, simple things (such as sense data).  There is an ambiguity running through the writings of all the Smullyanites as to whether they do or do not wish to claim that names in the ordinary sense function as names in the ideal sense.  But they do unambiguously wish to claim, contrary to Russell, that whether or not they are already in existence, names in an ideal sense can at least be introduced for ordinary things.  For this reason, while the Smullyanites may be called “Russellians”, it is perhaps better to add the distinguishing prefix “neo‑”.


So much for the background assumptions of response (F).  Its further articulation has several components:

(F0)
Quine’s example is ambiguous, since the key terms “the morning star” and “the evening star” might be either mere definite descriptions or genuine proper names.

(F1a)
If the key phrases are taken to be descriptions, then they are only apparently and not really singular terms, and (12) is only apparently and not really a singular identity, so one gets only an apparent and not a real counter‑example to (17).

(F1b)
Moreover, though the foregoing already suffices, it may be added that (13) and (14) are ambiguous, and it is not unambiguously the case that they are of opposite truth value, the former true and the latter false, as the example claims.
(F2)
If the key phrases are taken to be names, then (14) means the very same thing as, and is every bit as true as, (13), contrary to what the example claims.


To dispose of the issue (F0) of ambiguity, the example may be restated twice:

(12a)
Hesperus is Phosphorus.

(13a)
Necessarily, Phosphorus is Phosphorus.

(14a)
Necessarily, Hesperus is Phosphorus.

(12b)
The brightest star of the evening is the brightest star of the morning.

(13b)
Necessarily, the brightest star of the morning is the brightest star of the morning.

(14b)
Necessarily, the brightest star of the evening is the brightest star of the morning.


2.4 Quine’s rebuttal to neo‑Russellianism on descriptions.   The main claim (F1a) of the descriptions side of the Smullyanite response is immediate from Russell’s theory, on which (12b) really abbreviates something more complex involving quantifiers:

(12c)
There exists a unique brightest star of the evening and


there exists a unique brightest star of the morning, and 


whatever is the brightest star of the evening and


whatever is the brightest star of the morning,


the former is the same as the latter.

The subsidiary claim (F1b) is also almost immediate, since on Russell’s theory in all but the simplest cases expressions involving descriptions involve ambiguities of “scope”, and for instance there is one disambiguation of (14b) that follows by (17) from (12c):

(14c)  
There exists a unique brightest star of the evening and


there exists a unique brightest star of the morning, and 


whatever is the brightest star of the evening and


whatever is the brightest star of the morning,


necessarily the former is the same as the latter.


In rebuttal to all this, the main point is that the example was not intended as a counter‑instance to (17) or any other theorem of the common systems, but as an illustration of an obstacle to reducing de re to de dicto modality, so that response (F1a) is wholly irrelevant.  


Response (F1b) is partly relevant, however, because it does show that the example needs to be worded more carefully if the Russellian theory of descriptions is assumed.  The strategy against which the example was directed was that of defining œFx to hold of a thing if and only if œFt holds where t is a term referring to that thing.  But assuming the Russellian theory of descriptions, there is actually more than one strategy here (when t is a description) because œFt is ambiguous between a “narrow” or a “wide” reading.  


Also the predicate œFx  used in the example, “Necessarily x is the brightest star of the morning” is similarly ambiguous.  To eliminate this last ambiguity, take the predicate to be something like “Necessarily, (if x exists then) x is the brightest star of the morning”.  Then on the narrow‑scope reading œFt  and œFs boil down to:

(13c)
Necessarily, if there exists a unique brightest star of the morning then


it is the brightest star of the morning.

(14c)
Necessarily, if there exists a unique brightest star of the evening then


it is the brightest star of the morning.

So in this case the reduction strategy fails for the reason originally given, since (13c) and (14c) are of opposite truth‑value, the former being true and the latter false.  But on the wide‑scope reading œFt  and œFs boil down instead to:

(13d)
There exists a unique brightest star of the morning and


necessarily, (if it exists then) it is the brightest star of the morning.

(14d)
There exists a unique brightest star of the evening and


necessarily, (if it exists then) it is the brightest star of the morning.

In this case the reduction strategy fails for a more basic reason, since (13d) and (14d) themselves still involve unreduced de re modalities.  The claim that the strategy breaks down thus does not have to be retracted, though the explanation why it does so needs to be reworded.


Response (F1b) is almost the only significant response to Quine in the early literature not reproduced in the compendium, and for Quine’s own statement of a rebuttal to it we need to look beyond his commentary at the colloquium.  We find the following formulation, where “non‑substitutive position” means a position, such as that of x in œFx, where different terms referring to the same thing are not freely intersubstitutable:

[W]hat answer is there to Smullyan?  Notice to begin with that if we are to bring out Russell’s distinction of scopes we must make two contrasting applications of Russell’s contextual definition of description [as in the (c) versions versus the (d) versions].  But, when the description is in a non‑substitutive position, one of the two contrasting applications of the contextual definition [namely, the (d) versions] is going to require quantifying into a non‑substitutive position.  So the appeal to scopes of descriptions does not justify such quantification, it just begs the question.


2.5  Neo‑Russellianism on Names.  
Response (F2) is immediate assuming the neo‑Russellian theory of names.  Indeed, what neo‑Russellianism assumes about names is more than enough to guarantee that they would have all the properties required of canonical terms.
  Thus whereas in rebuttal to (F1) Quine did not have to reject Russell’s theory of descriptions, he does have to reject the neo‑Russellian theory of names.   


Response (F2) is so immediate assuming the neo‑Russellian theory that it is stated without elaboration by Smullyan and his early disciple Fitch as if it were supposed to be self‑evident.
  Elaboration is provided by later disciples in the compendium and elsewhere.  The elaboration in Prior’s talk at the 1962 Helsinki conference is of especial interest because it anticipates in a partial way a significant later contribution to the theory of reference.  


Since this has not hitherto been widely noted, I digress to quote the relevant passage:

It is not necessary, I think, for philosophers to argue very desperately about what is in fact ‘ordinary’ and what is not; but let us say that a name in Russell’s strict sense is a simple identifier of an object … 

[T]here is no reason why the same expression, whether it be a single word like ‘This’ or ‘Tully’, or a phrase like ‘The man who lives next door’ or ‘The man at whom I am pointing’, should not be used sometimes as a name in Russell’s strict sense and sometimes not.  If ‘The man who lives next door’ is being so used, and successfully identifies a subject of discourse, then ‘The man who lives next door is a heavy smoker’ would be true if and only if the subject thus identified is a heavy smoker, even if this subject is in a fact a women and doesn’t live next door but only works there. And if ‘Tully’, “Cicero’, “The Morning Star’ and ‘The Evening Star’ are all being so used, then ‘Tully is Cicero’ and ‘The Morning Star is the Evening Star’ both express necessary truths, to the effect that a certain object is identical with itself.

The distinctive part of the passage, not in the founder or other members of the Smullyanite school, is the middle, where it is suggested that even an expression that is not a name in the ordinary sense may sometimes function as a name.  This is a different point from the trivial observation that names often have descriptive etymologies, and those familiar with the later literature will recognize how what is said about “the man who lives next door” partially anticipates what was later to be said about “referential” as opposed to “attributive” uses of descriptions.   

2.6 Quine’s rebuttal. The elaboration in Marcus’ talk at the same conference, a kind of sequel to the compendium, is of especial interest because it makes more explicit than any other published Smullyanite work the implication that was to be most emphatically rejected by later work in the theory of reference: the epistemological implication that discoveries like (14a) are not “empirical” (at least not in a non‑quibbling sense), and are not properly astronomical discoveries:

[T]o discover that we have alternative proper names for the same object we turn to a lexicon, or, in the case of a formal language, to the meaning postulates. …  [O]ne doesn’t investigate the planets, but the accompanying lexicon.

The same thought had been expressed in slightly different words — “dictionary” for “lexicon”, for instance — in the discussion at the colloquium.
  The picture underlying such remarks had been sketched in the compendium itself:

For suppose we took an inventory of all the entities countenanced as things by some particular culture through its own language …  And suppose we randomized as many whole numbers as we needed for a one‑to‑one correspondence, and thereby tagged each thing.  This identifying tag is a proper name of the thing.

To talk of an “inventory”, and especially to presuppose that we know how many numbers would be “needed for a one‑to‑one correspondence”, is to assume that we are dealing with a known number of unproblematically identifiable items.  If it is a matter of applying tags to such items, then of course we should be able to keep a record of when we have assigned multiple tags to a single one of them, though our record would perhaps more colloquially be called a “catalogue” than an “accompanying lexicon” or set of “meaning postulates”.  


The rebuttal to the Smullyanites on names consists in observing that what is said in the last few quotations is false.  Take first Prior.  If one defines “names in the strict sense” as expressions with the magical property of presenting their bearers so absolutely immediately as to leave no room for empirical questions of identity, then there never have been in any historically actual language and never can be in any humanly possible language any such things as “names in the strict sense”.  As Russell himself noted, even “this is the same as this”, where one points to the same object twice, is not a linguistic and non‑empirical truth, if the object in question is complex, and one points to a different component each time.


Take now the compendium and its sequel.  Assigning names to heavenly bodies may be like tagging, but it is not like tagging individuals from among a known number of unproblematically identifiable items, since we always have unresolved questions before us about the identity of asteroids or comets, as Frege long ago noted.  And to resolve such questions one must investigate not some “accompanying lexicon” or “meaning postulates”, but the planet(oid)s themselves.  


In brief, the following have the same status as (6) and (6') respectively, and not as (5) and (5'):

(12a)
Hesperus is Phosphorus.

(12a')
In modern English, “Hesperus” and “Phosphorus” refer to the same thing.


Quine’s own formulation of this rebuttal is almost too well known to bear quotation.  But while what Quine means is what I have just said, what Quine says may be open to quibbles, since taken with pedantic literalness it would seem to be about (12a') rather than (12a):

We may tag the planet Venus, some fine evening, with the proper name ‘Hesperus’.  We may tag the same planet again, some day before sunrise, with the proper name ‘Phosphorus’.  When at last we discover that we have tagged the same planet twice, our discovery is empirical.  And not because the proper names were descriptions.
  

3.
Quine’s Lessons.

3.1  Hints from Quine for the formal logic of modalities.  With the wisdom of hindsight it can be seen that there are several important lessons about modality and reference directly taught or indirectly hinted in Quine’s critique.  For modal logic, the first lesson from Quine is that strict or (as many have called it) “logical” modality and subjunctive or (as we now call it) “metaphysical” modality are distinct.  A further lesson is that quantification into contexts of strict modality is difficult or impossible to make sense of.  A yet further lesson is that quantification into contexts of subjunctive modality is virtually indispensable.  


This last lesson is not as explicitly or emphatically taught as the other two, and moreover Quine’s remarks are flawed by a tendency to conflate subjunctive or “metaphysical” modality with scientific or “physical” modality — as if we could not speak in the subjunctive of counterfactual hypotheses to the effect that the laws of science or physics were violated.  But due allowance being made for this flaw, I believe that in the work of Quine, supplemented by that of his student Føllesdal, gives a broad hint pointing in the right direction.  


Føllesdal’s treatment of the topic begins by quoting and stressing the importance of some of Quine’s remarks about the question of the meaningfulness of quantification into contexts of subjunctive modality: 

It concerns … the practical use of language.  It concerns, for example, the use of the contrary‑to‑fact conditional within a quantification … Upon the contrary‑to‑fact conditional depends in turn, for instance, this definition of solubility in water:  To say that an object is soluble in water is to say that it would dissolve if it were in water.  In discussions in physics, naturally, we need quantifications containing the clause “x is soluble in water”.

Such passages stop just short of saying, what I think is true, that while quantification into contexts of strict modality may be nonsense, quantification into contexts of subjunctive modality is so widespread in scientific theory and commonsense thought that we could not abandon it as nonsensical even if we wanted to.  


Putting the lessons cited together, it follows that there is a difference between strict and subjunctive modality as to what expressions should be accepted as meaningful formulas and so a fortiori as to what formulas should be accepted as correct laws.  The strictly or “logically” possible, what it is not self‑contradictory to say actually is, and the subjunctively or “metaphysically” possible, what could potentially have been, differ in the formalism appropriate to each.


3.2  A hint from Quine for the theory of reference of names.  The article on modal logic in the minor encyclopedia alluded to earlier devotes a section to objections, of which the very first (3.1) is Quine’s morning star example.  In the next section the following is said:

Before proceeding to a summary of recent work in modal logic which is directed toward clear solutions to [such] problems … it is important to realize that the perplexities about interpretation can only be understood in terms of certain presuppositions held by Quine and others which I will call “the received view” (rv).
A bit later one finds the assertion that: “The Russellian theory of descriptions and the distinction between proper names and descriptions is rejected by rv.”  This is immediately followed by the assertion that the morning star example (3.1) is “resolved on Russellian analysis as was shown by Smullyan … and others”,
 and somewhat later by the insistence that “The usefulness of the theory of descriptions and the distinction between descriptions and purely referential names was argued long before it proved applicable to modal logic,” so that one cannot simply reject them, as Quine is alleged to do.


Now some of this account is quite correct, since the theory of descriptions and of the distinction between them and names as one finds it in the compendium, for instance, did not originate there, or even with Smullyan, who first applied it to the interpretation and defense of modal logic, but was indeed argued by Russell long before.  But some of this account is quite incorrect.  It is not true that Quine’s rebuttal to Smullyan on descriptions requires rejection of Russell’s theory of descriptions.
  And it is not unambiguously true that Quine’s rebuttal to Smullyan on names requires rejection of “the distinction between descriptions and proper names”.  It is true that it requires rejection of the neo‑Russellian conception of that distinction, but it is not true that Quine insists rejecting any distinction between descriptions and proper names.  This should be clear from the last half‑sentence of the rebuttal quoted earlier:  “And not because the proper names were descriptions.”


Before Quine, difficulties with the theory that the reference of a name to its bearer is absolutely immediate had been recognized by Føllesdal and Alonzo Church.
  And before Quine, difficulties with the theory that the reference of a name to its bearer is descriptively mediated had also been recognized.
  But before Quine, those who recognized the difficulties with the absolute immediacy theory generally either did not take them to be decisive or took them to be arguments for the descriptive mediation theory, and vice versa.  But if the first lesson of Quine’s critique for the theory of reference is that the neo‑Russellian theory of names is untenable, the last‑half sentence of his rebuttal suggests a second lesson, that this first lesson is not in and of itself an argument for the Fregean theory.  Putting these lessons together, it is not to be assumed that there are just two options; there is space for a third alternative.  


3.3  Formal differences between logical and metaphysical modality.  A few words may be in order about post‑Quinine work “logical” or strict versus “metaphysical” or subjunctive modalities.  The locus classicus for the distinction is of course “Naming and Necessity”, but my concern here will be with formal differences, which are not what was of primary concern there.  Three apparent such differences have emerged.


First, there is the difference at the predicate level. The conventional apparatus allows de re modalities, as in œRxy, but does not allow application of different modalities to the different places of a many‑place relation.  The conclusion that, if one is concerned with logical modality, then the conventional apparatus goes too far when it allows de re modality, has been endorsed on lines not unrelated to Quine’s by a number of subsequent contributors to modal logic, a notable recent example being Hartry Field.
  The complementary conclusion that, if one is concerned with metaphysical modality, then the conventional apparatus of quantified modal logic does not go far enough, when it disallows the application of different modalities to the different places of a many‑place relation, has also been advanced by a number of modal logicians, a notable recent example being Max Creswell.
  (What is at issue in the latter connection is that a two‑place predicate Rxy  may correspond to a phrase with two verbs, such as “x is richer than y is”, each of which separately can be left in the indicative or put in a non‑indicative mood, as in “x would have been richer than y is” contrasting with “x would have been richer than y would have been”, so as to allow cross‑comparison  between how what is is, and how what could have been would or might have been.)


Second, there may well be a formal difference already at the sentential level.  For logical modality, at least in some of its versions or variants, iterated modalities make good sense.  I allude here again to work on intensional mathematics and provability logic, where being unprovable is to be distinguished from being provably unprovable.  For metaphysical modality, it is much less clear that iteration makes sense.  In Prior’s well‑known work on systems combining subjunctive mood operators with past and future tense operators, for instance, iterated modal operators collapse, unless separated by temporal operators:  There is no distinction recognized between what is as of today possibly possible and what is as of today possible, though there is a distinction between what as of yesterday it was possible would be possible as of today and what after all is possible as of today.  In later work also on the interaction of mood and tense the purely modal part of the logic adopted amounts to S5, which collapses iterated modalities.
  


Third, there is the difference that while logical possibility does not admit of degrees — a theory cannot be just a little bit inconsistent — metaphysical possibility seems to, with some possibilities being more remote than others.  At any rate, this is the thought that underlies theories of counterfactuals since the pioneering work of R. Stalnaker.
  In particular, miraculous possibilities, involving violations of the laws of physics, are in general more remote than non‑miraculous possibilities, a fact that may make the error of earlier writers in associating counterfactuals with physical necessity in some respects a less serious one.


Thus there is a fair amount of work that has been — or can be construed as — exploration of the formal differences between the two kinds of modality.  As apparent formal differences accumulate, the situation comes to look like this:  There is one philosophically coherent enterprise of logical modal logic, attempting to treat in the object language what classical logic treats in the meta‑language; there is another philosophically coherent enterprise of metaphysical modal logic, attempting to do for grammatical mood something like what temporal logic does for grammatical tense; there is a mathematically coherent field of non‑classical logics dealing with technical questions about both these plus intuitionistic, temporal, and other logics;  but there is no coherent field broad enough to include both kinds of “modal logic”, but still narrower than non‑classical logic as a whole.  In this sense, there is no coherent enterprise of “modal logic” — a conclusion that may be called Quinesque.


3.4  New alternatives in the theory of reference for names.  A few words may also be in order about post‑Quinine work on theories of reference for names that reject both the Fregean descriptive mediation and the neo‑Russellian absolute immediacy views.  The locus classicus for such an alternative is of course again “Naming and Necessity”.  One can perhaps best begin to bring out how the new theory of that work relates to the old theory of Quine’s opponents by considering what similarities and differences are emphasized in the only early extended response to the new theory by the one former adherent of the old theory who remained living and active in the field through the 1970s and 1980s and beyond.
 


First, the one area of real agreement between the new theory and the old is emphasized, that both are “direct” (in the minimal sense of “anti‑Fregean”) theories; and the new theory is praised for providing additional arguments:

Kripke’s criticism of the “Frege‑Russell” view … is presented … Among the arguments he musters are that competent speakers communicate about individuals, using their names, without knowing or being able to produce any uniquely identifying conditions short of circular ones … Unlike descriptions, proper names are indifferent to scope in modal (“metaphysical”) contexts. … Contra Frege he points up the absurdity of claiming that counterfactuals force a shift in the reference of a name.

Second, another area of apparent agreement, over the “necessity of identity” (in some sense), is also emphasized, with the new theory again being praised for providing additional arguments:

It is one of the achievements of Kripke’s account, with its effective use of the theory of descriptions, the theory of proper names, the distinction between metaphysical and epistemological modalities (for example, necessary vs. a priori), that it provides us with a more coherent and satisfactory analysis of statements which appear to assert contingent identities.

Third, the contribution most praised is the provision of a novel account of the mechanism by which a name achieves reference to its bearer: 

Kripke provided us with a “picture” which is far more coherent than what had been available.  It preserves the crucial differences between names and descriptions implicit in the theory of descriptions. By distinguishing between fixing the meaning and fixing the reference, between rigid and nonrigid designators, many nagging puzzles find a solution.  The causal or chain of communications theory of names (imperfect and rudimentary as it is) provides a plausible genetic account of how ordinary proper names can acquire unmediated referential use.


All this amounts to something approaching an adequate acknowledgment of substantial additions by the new theory to the old, but what needs to be understood is that the new theory in fact proposes substantial amendments also.  The new theory is not “direct” in anywhere near as extreme a sense as the old.  On the new theory, which is a “third alternative”, the reference of a name to its bearer is neither descriptively mediated nor absolutely immediate, but rather is historically mediated, accomplished through a chain of usage leading back from present speakers to the original bestower of the name.  Also the new theory does not endorse the “necessity of identity” in anything like so broad a sense as does the old theory, or on anything like the same grounds.  On the new theory, “Hesperus is Phosphorus” is only subjunctively or metaphysically necessary — not strictly or logically necessary like “Phosphorus is Phosphorus”.  And moreover the metaphysical necessity of identity is the conclusion of a separate argument involving considerations peculiar to subjunctive contexts, about cross‑comparison between actual and counterfactual situations — not an immediate corollary or special case of some general principle of the intersubstitutability of coreferential names in all (except meta‑linguistic) contexts.
   


The gap between the old, neo‑Russellian theory and the new, anti‑Russellian theory is large enough to have left space for the development of several even newer fourth and fifth alternatives, semi‑ or demi‑semi‑ or hemi‑demi‑semi‑Russellian intermediate views, of which the best known is perhaps Nathan Salmon’s.
  These differ from the Kripkean, anti‑Russellian theory in that they want to say that in some sense “Hesperus is Phosphorus” and “Phosphorus is Phosphorus” have the same “semantic content”.
  They differ from the Smullyanite, neo‑Russellian theory in that there is full awareness that in some sense assertive utterance of “Hesperus is Phosphorus” can make a difference to the “epistemic state” of the hearer in a way that assertive utterance of “Phosphorus is Phosphorus” cannot.  How it could be that utterances expressing the same semantic content have such different potential effects on epistemic states is in a sense the main problem addressed by such theories. My concern here is not to offer any evaluation, or even any exposition, of the solutions proposed, but only to point out that they all operate in the space between Fregeanism and neo‑Russellianism — and therefore in a space of whose existence Quine was one of the first to hint.


3.5  Have the lessons been learned?  It would be absurd to claim that Quine anticipated all the many important developments in modal logic or the theory of reference to which I have been alluding.  But it is not absurd to suggest that some of them might have been arrived at sooner if the reaction to Quine’s critique had been more attentive.  


Is the matter of more than antiquarian interest today?  Well, certainly there are many workers in philosophical logic and philosophy of language (only a few of whom I have had occasion to mention) who have long since fully absorbed every lesson there was to be learned from Quine.  And yet, scanning the literature, it seems to me that specialists in the relevant areas do not always clearly express these lessons in their writings, and that (surely partly in consequence) many non‑specialists interested in applying theories of modality or reference to other areas have not yet fully learned these lesson.


Take modal logic first.  It is said that when Cauchy lectured on the distinction between convergent and divergent series at the Académie des Sciences, Laplace rushed home to check the series in his Mécanique Céleste.  But when Kripke lectured on the distinction between logical and metaphysical modality, modal logicians did not rush home to check which conclusions hold for the one, which conclusions hold for the other, and which result from a fallacious conflation of the two.  It is a striking fact that the basic article — an article written by two very eminent authorities — on modal logic in that standard reference work, the multi‑volume encyclopedia mistitled a “handbook” of philosophical logic, makes no mention at all of any such distinction and its conceivable relevance to choosing among the plethora of competing modal systems surveyed.
  


No wonder then that workers from other areas interested in applying modal logic seem often not fully informed about formal differences between the two kinds of modality.  To cite only the example I know best, consider philosophy of mathematics, and debates over nominalist attempts to provide a modal reinterpretation of applied mathematics, where quantification into modal contexts is unavoidable.  Those on the nominalist side have quite often supposed that they could get away with quantifying into contexts of logical modality, while those on the anti‑nominalist side have quite often supposed that anyone wishing to make use of modality must stick to the traditional formal systems, which do not allow for cross‑comparison.  Both suppositions are in error.
 


Take the theory of reference now. Here a great many people seem to have difficulty discerning the important differences among distinct anti‑Fregean theories.  To mention again the example I know best, many nominalists seem to think that the work of Kripke, David Kaplan, Hilary Putnam, and others has established something implying that it is impossible to make reference to mathematical or other abstract, causally inert objects.
  


Such misunderstandings are encouraged by the common sloppy use by specialists of ambiguous labels like “causal theory of reference”; and even those who carefully avoid “causal theory” in favor of “direct theory” are often sloppy in their usage of the latter, encouraging other confusions.  Of late, not only has the confused opinion become quite common that Quine’s critique has somehow been answered by the new theory of names (the one coming from “Naming and Necessity”); but so has the even more confused opinion that Quine’s critique was already answered by an old theory of names (the one coming from Russell through Smullyan to the compendium); and so too has the most confused opinion of all, that there is no important difference between the old and new theories.  Confusion of this kind is found both among those who think of themselves as sympathizers with “the” theory in question,
 and among those who think of themselves as opponents of “it”.
  The latter cite weaknesses of the old theory as if pointing them out could refute the new theory — a striking example of how confusion over history of philosophy can lead to confusion in philosophy proper. 


There is hardly a better way to sort out such confusions than by considering the relations of the old and the new theory to Quine’s critique, from which therefore some people still have something to learn.  Neither the old theory nor the new provides a refutation of that critique, but the reasons why are radically different in the two cases.  The old theory attempted  to refute that critique, but in doing so it arrived at consequences, notably the one made explicit in the “lexicon” passage quoted earlier, that reduced the theory to absurdity.  Quine’s rebuttal, pointing out the untenability of these consequences, refuted the old theory. Quine’s critique does not refute the new theory, but then neither does the new theory refute Quine’s critique, nor does it even attempt to do so.  The new theory would refute any incautious claim to the effect that “quantification into any intensional context is meaningless,” since it shows that proper names have all the properties required of canonical terms for contexts of subjunctive modality.  But Quine’s critique was addressed to strict modality, and as for that, the main creator of the new theory of names has said as I do:  “Quine is right.”
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� An earlier paper by the author of the compendium, “Extensionality”, Mind 69 (1960): 55�62, reprinted in Linsky (ed.), gives a more concise statement of the response in its last paragraph, where a footnote acknowledges the author’s teacher Frederic Fitch.  The latter, in his “The Problem of the Morning Star and the Evening Star”, Philosophy of Science 16 (1949): 137�141, and “Attribute and Class”, in M. Farber (ed.), Philosophic Thought in France and the United States (Buffalo: University Press), 1950, 640�647, acknowledges Smullyan.  (See footnote 4 in the former, footnote 12 in the latter, and the text to which they are attached.)





� The major one being P. Weiss (ed.), The Encyclopedia of Philosophy, six volumes, (New York: MacMillan), 1967, and the minor one the collection of survey articles, R. Klibansky (ed.), Contemporary Philosophy, four volumes, (Firenze: Editrice Nuova Italia), 1968.  The former contains Prior, “Logic, Modal”, 5: 5�12; while the latter contains Marcus, “Modal Logic”, 1: 87-101.  The conference talks are to be found in the previously cited proceedings, Marcus’ “Classes and Attributes in Extended Modal Systems”, 123�136, and Prior’s, “Is the Concept of Referential Opacity Really Necessary?”, 189�199.  Another advocate of closely related ideas has been J. Myhill.





� Let me not fail to cite chapter and verse myself.  For the most relevant pages of the most recently reprinted work, see The Philosophy of Logical Atomism, (La Salle: Open Court), 1985, 113�115.  





� Reply to Sellars, in Davidson and Hintikka, 338.  This 1969 formulation is the earliest adequate one known to me, the rebuttal even in the 1961 version of “Reference and Modality” being inadequate. 





� As was pointed out in Kripke’s last few remarks in the discussion at the colloquium.  Quine seems to accept the observation in his last remark.  Marcus had apparently ceased to follow by this point.





� Fitch, “The Problem of the Morning Star and the Evening Star”, explicitly claims that Quine’s contention is “clearly” false if the key expression are taken to be names.





� Prior, “Is the Concept of Referential Opacity Really Necessary?”, 194�195.  Prior was from Balliol, and I have heard it asserted — though I cannot confirm it from my own knowledge — that there was a tradition of setting examples of this kind on undergraduate examinations at Oxford in the 1960s.  





� “Classes and Attributes in Extended Modal Systems”, 132.  Note the characteristically Carnapian expression “meaning postulates”. 





� For the published version, too familiar to bear quoting again, see Wartofsky, 115.   This is one of the parts of the discussion where comparison with the verbatim transcript could be most illuminating.  It is a shame that the scholarly public should be denied access to so significant an historical document.





� Wartofsky, 83�84.  This passage has sometimes been misleadingly cited in the later literature as if it were unambiguously about ordinary names in ordinary language.





� Wartofsky, 101. Quine surely means that (12a') is not just a linguistic empirical discovery but a properly astronomical empirical discovery.  By contrast, Marcus in Wartofsky, 115, distinguishes “such linguistic” inquiry as leads to discoveries like (12a') from “properly empirical” methods such as lead to discoveries about orbits.





� The quotation from Quine is from “Reference and Modality”, antepenultimate paragraph.  The work of Føllesdal where it is quoted is “Quantification into Causal Contexts”, in R. S. Cohen and M. W. Wartofsky (eds.), Boston Studies in the Philosophy of Science, vol. 2 (New York:  Humanities Press), 1965, 263-274; reprinted in Linsky (ed.), 52-62.  Føllesdal’s final footnote suggests that “causal essentialism” is better off than “logical essentialism”, and that Quine’s own proposal to treat dispositions as inhering structural traits of objects is a form of “causal essentialism”.





� Klibansky, 91ff.  This echoes Fitch, “Attribute and Class”, where it is said (553) that: “Smullyan has shown that there is no real difficulty if the phrase [sic] ‘the Morning Star’ and ‘the Evening Star’ are regarded either as proper names or as descriptive phrases in Russell’s sense.”  The syntactic ambiguity in this last formulation as to whether “in Russell’s sense” is supposed to modify “proper names” as well as “descriptive phrases” matches the ambiguity in the formulation quoted earlier as to whether “Russellian” is supposed to modify “the distinction between proper names and descriptions” as well as “theory of descriptions”.  The ambiguity is appropriate, since the theory of names in question is neo�Russellian.





�  Though this may not yet have been made clear at the time the encyclopedia article was written, since the formulation of the rebuttal I have quoted dates from two years later.





� See Føllesdal, §17, 96ff. of Referential Opacity and Modal Logic, doctoral dissertation, Harvard, 1961; reprinted as Filosofiske Problemer, no. 32, (Oslo: Universitetsforlaget), 1966.  Church, review in the Journal of Symbolic Logic 15 (1950): 63.  Both address Smullyan and Fitch.  





�  For work on difficulties with the Fregean theory in the 1950s and early 1960s, see the discussion in “Naming and Necessity”, and J. Searle’s article on “Proper Names and Descriptions” in Weiss, 6: 487�491.  The doctrines in “Naming and Necessity” were first presented in seminars in 1963�64, and whereas that work apologizes for being spotty in its coverage of the literature of the succeeding years, it is pretty thorough in its discussion of the relevant literature (work of P. Geach, P. Strawson, P. Ziff, and others) from the immediately preceding years.  (Searle discusses work of yet another contributor, Elizabeth Anscombe.)





� In, Realism, Mathematics and Modality (Oxford:  Basil Blackwell), 1989, chapter 3.  Field also cites several expressions of the same or related views from the earlier literature, and such citations could in a sense be carried all the way back to the “principle of predication” in G. H. von Wright, An Essay in Modal Logic (Amsterdam:  North Holland), 1951.  





� In Entities and Indices (Dordrecht:  Kluwer), 1990.  Cresswell also cites several expressions of the same or related views from the earlier literature, and such citations could in a sense be carried all the way back to D. K. Lewis, “Anselm and Actuality”, Noûs 4 (1970): 175�188.  This is the earliest relevant publication known to me, but its author has suggested that there was very early unpublished work on the topic by A. P. Hazen and by D. Kaplan.  The parallel phenomenon for tense in place of mood was noted even earlier by P. Geach.





�  See Prior, Past, Present, and Future, chapter VII, and among later work R. H. Thomason,  “Combinations of Tense and Modality”, in Gabbay and Guenthner, 135�165.  The purely modal part is also S5 for virtually all the workers there cited, as well as later ones like A. Zanardo.





� “A Theory of Conditionals”, in N. Rescher (ed.), Studies in Logical Theory (Oxford:  Basil Blackwell), 1968, 98-112.  This feature becomes even more prominent in later work on the same topic by D. K. Lewis and others.





� Unfortunately this comes in the form of a review of a book by a third party, and is subject to the limitations of such a form.  The third party is Linsky; the book is his Names and Descriptions (Chicago:  University of Chicago Press), 1977; the review is by Marcus, Philosophical Review  87: 497�504.  The three quotations to follow come from 498, 501, and 502�503.  





� In this connection mention may be made of one serious historical inaccuracy — of a kind extremely common when authors quote themselves from memory decades after the fact — to be found in the book review, where it is said that the compendium maintained “that unlike different but coreferential descriptions, two proper names of the same object were intersubstitutable in modal contexts” (502).  In actual fact, in the compendium it is repeatedly asserted that two proper names of the same object are intersubstitutable in all contexts.  





� Frege’s Puzzle (Cambridge:  MIT Press), 1986.  While the early Marcus followed Smullyan, the later Marcus has developed in response to Kripke an idiosyncratic theory that may be described as intermediate in degree of Russellianism between Salmon’s and Smullyan’s.  See her “Some Revisionary Proposals about Belief and Believing”, Philosophy and Phenomenological Research, 50 (Supplement): 133-153.





� For Kripke’s rejection of this view, see the closing paragraphs of the preface to the second edition of “Naming and Necessity”.





�  R. A. Bull and K. Segerberg, “Basic Modal Logic”, in Gabbay and Guenthner, 1-88.  Other articles in the same work, some of which I have already cited, do recognize the importance of the distinction.  





� It would be out of place to enter into technicalities here.  See J. Burgess and G. Rosen, A Subject with No Object (Oxford:  Oxford University Press), 1997.  





� In actual fact, on Kripke’s theory, for instance, a name can be given to any object that can be described, not excluding mathematical objects.  But again see Burgess and Rosen.  (The theory of P. Geach probably deserves and the theory of M. Devitt certainly deserves the label “causal”, and does have nominalistic implications.)





� For comparatively moderate instance see the review by S. Lavine, British Journal for the Philosophy of Science 46 (1995): 267�274.





� For an extreme instance see J. Hintikka and G. Sandu, “The Fallacies of the New Theory of Reference”, Synthese 104 (1995): 245�283.  This work acknowledges no important differences among:  (i)  the neo�Russellian theory of Smullyan as expounded by the early Marcus (which incidentally is erroneously attributed to Marcus as something original, ignoring the real authors Smullyan and Russell); (ii) theories adopted in reaction to Kripke by the later Marcus; and (iii) the theory of Kripke.  





�  In context, what is said to be right is specifically the rebuttal to Smullyanism on names quoted earlier.  See “Naming and Necessity,” 305.  
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