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We Mainly Focused on the IID Case: Recent 
Advances in Causal Representation Learning
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• CD-NOD (Causal Discovery from Nonstationary/Heterogenuous 
data) 

• Nonlinear ICA with partial changes across domains 

• Partial disentanglement 

• Domain adaptation, image translation, and multi-domain data 
generation 

• Learning from text-image pairs 

• A general setting 

• Connection to the IID case: Synergy between minimal changes and 
sparsity
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Nonstationary/Heterogeneous Data and 
Causal Modeling

• Ubiquity of nonstationary/heterogeneous data

• Nonstationary time series (brain signals, 
climate data...)

• Multiple data sets under different 
observational or experimental conditions

• Causal modeling & distribution shift heavily 
coupled

• P(cause) and P(effect | cause) change 
independently

Huang, Zhang, Zhang, Ramsey, Sanchez-Romero, Glymour, Schölkopf, "Causal Discovery from Heterogeneous/
Nonstationary Data," JMLR, 2020 
Zhang, Huang, et al., Discovery and visualization of nonstationary causal models, arxiv 2015
Ghassami, et al., Multi-Domain Causal Structure Learning in Linear Systems, NIPS 2018



Causal Discovery from Nonstationary/
Heterogeneous Data

• Determine changing causal modules & 
estimate skeleton 

• Causal orientation determination benefits 
from independent changes in P(cause) and 
P(effect | cause), including invariant 
mechanism/ cause as special cases 

• Visualization of  changing modules over time/ 
across data sets?
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Causal Discovery from Nonstationary Data

to reveal the correct causal structure when the data distri-
bution shifts. If the changes in some variables are related,
one can imagine that there exists some unobservable quan-
tity which influences all those variables and, as a conse-
quence, the conditional independence relationships in the
distribution-shifted data will be different from those im-
plied by the true causal structure. Similarly, suppose a
variable Vi was generated from its direct causes with a cer-
tain functional causal model (e.g., the linear, non-Gaussian
model (Shimizu et al., 2006)) whose parameters change at
some point. Then if one fits a fixed functional causal model
from the directed causes to Vi, the noise term is usually not
independent from the causes any more, and accordingly it
fails to distinguish the correct causal structure from other
candidates. There exist some methods aiming to detect
the changes (Talih & Hengartner, 2005; Adams & Mackay,
2007; Kummerfeld & Danks, 2013) or directly model time-
varying causal relations (see, e.g., (Huang et al., 2015)) in a
dynamic manner. They usually focus on the linear case, in-
volve high computational load, and cannot quickly locate
changing causal relations. This motivated the following
questions, which are to be answered in this paper.

a) The conditional independence relationships in the data
between the given variables may be changed by shifted
causal models. However, can we find the correct skeleton
of the true causal model efficiently?

b) Can we efficiently identify the variables whose generat-
ing processes (i.e., causal models) change?

c) Compared to the situation with data from a fixed distri-
bution, can the distribution shift phenomenon provide some
benefit in causal discovery, especially in causal direction
determination?

This paper is organized as follows. In Section 2 we give
the problem definition and review related work. Section 3
proposes an enhanced constraint-based approach to robust
and specific causal skeleton discovery, which is able to re-
cover the skeleton of the causal structure underlying the
observed variables and identify those variables whose gen-
erating processes are nonstationary. The remaining prob-
lem is how to determine the direction of the causal con-
nections, which is addressed in Section 4: we show that
the nonstionarity of the distribution usually provides addi-
tional benefit in causal direction determination. Section 5
reports simulations results to test the performance of the
proposed causal discovery approach when the ground truth
is known. Finally, we apply the proposed approach to do
causal discovery from fMRI data and to find the causal re-
lations among a set of stocks from their daily returns in 2.

2. Problem Definition and Related Work

We aim at recovering the causal structure from data when
the causal influences associated with some causal relations

change over time or across domains. In this paper we
assume that the underlying causal structure is a directed
acyclic graph (DAG) and that the causal structure is fixed,
with changing causal models.

V1 V2 V3 V4

g(C)

V1 V2 V3 V4

(a) (b)

Figure 1. An illustration on how ignoring changes in the causal
model may lead to spurious connections by the constraint-based
method. (a) The true causal graph (including confounder g(C)).
(b) The estimated conditional independence graph on the ob-
served data in the asymptotic case.

Let us decompose the joint probability distribution of the
given variable set V = {Vi}ni=1 according to the DAG as

P (V) =
nY

i=1

P (Vi |PAi), (1)

where PAi denotes the set of parents (or direct causes)
of variable Vi in the causal DAG. Here we call each
P (Vi |PAi) a causal module. Clearly, in the presence of
distribution shifts, there must be changes in certain causal
modules P (Vk |PAk), k 2 N , to generate the change of
the data distribution. We call those causal modules non-
stationary causal modules. Their changes may be caused
by the change of the involved functional models, causal
strengths, noise levels, etc. We assume that the changes
in those quantities can be written as functions of the time
or domain index, and denote by C such an index.

If the changes in some modules are related, one can
imagine that there exist some unobservable quantity (con-
founder) which influences those modules and, as a conse-
quence, the conditional independence relationships in the
distribution-shifted data will be different from those im-
plied by the true causal structure. Therefore, the original
constraint-based approach, like PC (Spirtes et al., 2001;
Pearl, 2000), may not be able to reveal the true causal struc-
ture. This is especially the case for the causal network in
the brain: the causal influences in different causal modules
in the brain may change with stimuli, tasks, states, the at-
tention of the subject, etc. As an illustration, suppose that
the observed data were generated according to Fig. 1(a),
where g(C), a function of C, is involved in the generating
processes in both V2 and V4; the conditional independence
graph on the observed data then contains spurious connec-
tions V1 � V4 and V2 � V4, because there is only one con-
ditional independence relationship, V3 ?? V1 |V2, as shown
in 1(b). Moreover, when one fits a fixed functional causal
model (e.g., the linear, non-Gaussian model (Shimizu et al.,
2006)) on the data with changing causal influences, the
estimated noise may not be independent from the cause

Kernel nonstationary 
driving force estimation

• Task:

- Huang et al., "Causal Discovery from Heterogeneous/Nonstationary Data," JMLR, 2020

- Tian, Pearl, “Causal discovery from changes,” UAI 2001

- Hoover, “ The logic of causal inference” Economics and Philosophy, 6:207–234, 1990.
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Causal Analysis of Major Stocks in 
NYSE (07/05/2006 - 12/16/2009)

Fig. 8: Recovered causal graph from 80 NYSE stocks. Each
color of nodes represents one sector.

while the stocks SAN and CHK only have changes points
around 05/05/2008 (T2). Most stocks which have change
points only at T2 have more direct causes. The change points
match with the critical time of financial crisis–those in the
TED spread, as well as parts of the change points (T2 and T3)
in HK stock data.
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Fig. 9: The estimated nonstationary driving force of six stock
returns from 07/05/2006 ⇠ 12/16/2009. The stocks USB, JCP,
GE, and PBR have change points at 07/16/2007 (T1) and
05/05/2008 (T2) . The stocks SAN and CHK have change
points only at 05/05/2008 (T2). The change points match with
the critical time of financial crisis.

VI. CONCLUSION

Causal discovery has been an important tool to discover
underlying causal information from observational data. In
real world applications, especially with data collected over a
relatively long time or across different conditions, successful

causal discovery has to deal with nonstationarity or heteor-
geneity of the data. In this paper we proposed nonparametric
methods for estimating the underlying driving force of the
change in the local causal mechanisms and for determining
causal direction by leveraging distribution shift. The discov-
ered causal direction helps construct correct causal models
and, moreover, the estimated nonstationary driving force of
the changes in the causal mechanisms facilitates understanding
why and how the generating process changes and gives sug-
gestions about what variables to further incorporate into the
system to make it causally sufficient. Experimental results on
both synthetic and real data (including fMRI data and financial
data) demonstrated that the distribution shift property contains
reliable information for causal direction determination and that
the estimated nonstationary driving force provides essential
background knowledge for causal modeling of the observed
variables. We note that causal modeling and distribution shift
are heavily coupled and that distribution shift actually contains
useful information for causal direction determination. A line
of our future research is to exploit this connection to improve
online prediction in nonstationary environments.

REFERENCES

[1] R. P. Adams and D. J. C. Mackay. Bayesian online change point

detection, 2007. Technical report, University of Cambridge, Cambridge,
UK. Preprint at http://arxiv.org/abs/0710.3742v1.

[2] R. F. Engle, D. F. Hendry, and J. F. Richard. Exogeneity. Econometrica,
51:277–304, 1983.

[3] A. Gretton, K. Fukumizu, C. H. Teo, L. Song, B. Schölkopf, and A. J.
Smola. A kernel statistical test of independence. In NIPS 20, pages
585–592, Cambridge, MA, 2008. MIT Press.

[4] B. Huang, K. Zhang, and B. Schölkopf. Identification of time-dependent
causal model: A gaussian process treatment. In the 24th International

Joint Conference on Artificial Intelligence, Machine Learning Track,
pages 3561–3568, Buenos, Argentina, 2015.

[5] C. Meek. Strong completeness and faithfulness in bayesian networks.
In Proceedings of the Eleventh Conference Annual Conference on

Uncertainty in Artificial Intelligence (UAI-95), pages 411–419, 1995.
[6] J. Pearl. Causality: Models, Reasoning, and Inference. Cambridge

University Press, Cambridge, 2000.
[7] B. Schölkopf and A. Smola. Learning with kernels. MIT Press,

Cambridge, MA, 2002.
[8] B. Schölkopf, A. Smola, and K. Muller. Nonlinear component analysis

as a kernel eigenvalue problem. Neural Computation, 10:1299–1319,
1998.

[9] P. Spirtes, C. Glymour, and R. Scheines. Causation, Prediction, and

Search. Spring-Verlag Lectures in Statistics, 1993.
[10] P. Spirtes, C. Glymour, and R. Scheines. Causation, Prediction, and

Search. MIT Press, Cambridge, MA, 2nd edition, 2001.
[11] X. Wang, R. Hutchinson, and T. M. Mitchell. Training fmri classifiers

to detect cognitive states across multiple human subjects. In NIPS, page
709.

[12] J. Woodward. Making things happen: A theory of causal explanation.
Oxford University Press, New York, 2003.

[13] K. Zhang, B. Huang, J. Zhang, C. Glymour, and B. Schölkopf. Causal
discovery from nonstationary/heterogeneous data: Skeleton estimation
and orientation determination. In IJCAI, 2017.

[14] K. Zhang, J. Peters, D. Janzing, and B. Schölkopf. Kernel-based
conditional independence test and application in causal discovery. In
Proceedings of the 27th Conference on Uncertainty in Artificial Intelli-

gence (UAI 2011), Barcelona, Spain, 2011.
[15] K. Zhang, J. Zhang, and B. Schölkopf. Distinguishing cause from effect

based on exogeneity. In Proc. 15th Conference on Theoretical Aspects

of Rationality and Knowledge (TARK 2015), 2015.

- Huang, Zhang, Zhang, Romero, Glymour, Schölkopf, Behind Distribution Shift: Mining Driving Forces 
of Changes and Causal Arrows,” ICDM 2017 6



• CD-NOD (Causal Discovery from Nonstationary/Heterogenuous 
data) 

• Nonlinear ICA with partial changes across domains 

• Partial disentanglement 

• Domain adaptation, image translation, and multi-domain data 
generation 

• Learning from text-image pairs 

• A general setting 

• Connection to the IID case: Synergy between minimal changes and 
sparsity
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Nonlinear Cases Generally Non-
Identifiable

- Aapo Hyvärinen, Petteri Pajunen, Nonlinear independent component analysis: Existence and uniqueness results, Neural 
Networks, 1999

• Nonlinear ICA: 

• Generative model: X = f(S), where S has independent components 

• De-mixing procedure: Y = g(X), where Y components are as 
independent as possible 

• Solutions always exist and are highly non-unique: Why?
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constraints?

Latent 
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No Yes Yes



Nonlinear ICA with Multiple Domains
i.i.d. data? Parametric 

constraints?
Latent 

confounders?
Yes No No
No Yes Yes

• Nonlinear ICA: observed variables follow X = g(Z), in which Zi are 
mutually independent  

• Solutions to nonlinear ICA high non-unique 

• If  p(Zi) change across multiple domains, generally their are 
identifiable (up to component-wise transformations) 

• Why?

- Hyvärinen, Pajunen, Nonlinear independent component analysis: Existence and uniqueness results. Neural networks, 
1999.

- Hyvarinen, Sasaki, Turner, “Nonlinear ICA using auxiliary variables and generalized contrastive learning,” In The 22nd 
International Conference on Artificial Intelligence and Statistics, 2019.
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Nonlinear ICA with Multiple Domains: 
Intuition

i.i.d. data? Parametric 
constraints?

Latent 
confounders?

Yes No No
No Yes Yes

• General principle: Each new domain brings more constraints than 
additional degrees of  freedom 

• Shared by many problems, such as multi-domain linear Gaussian 
source separation (X = A·S, but Si are Gaussian with changing 
variances) 

• Let’s see why…

10



• Consider puerperal fever in the mid-19th century 

• Two clinics used almost the same techniques but had 
very different mortality rates 

• Semmelweis: Why? 

• Hypothesis: Unknown “cadaverous material” 
caused puerperal fever 

• Proposed intervention: washing hands 

• Conflicted with the established scientific and 
medical opinions of  the time 

• Rejected by the medical community until years 
after his death, when Louis Pasteur confirmed the 
germ theory

Remember this Story?

https://amol-kulkarni.com/project/semmelweis/
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Finding Changing Hidden Variables for 
Transfer Learning

i.i.d. data? Parametric 
constraints?

Latent 
confounders?

Yes No No
No Yes Yes

• Underlying components  may change across domains 

• Changing components  are identifiable; invariant part  is 
identifiable up to its subspace 

• Using  and transformed changing part  for transfer learning

ZS

ZS ZC

ZC Z̃S

- Kong, Xie, Yao, Zheng, Chen, Stojanov, Akinwande, Zhang, Partial disentanglement for domain adaptation, ICML 2022

g
ZS

ZC
X
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Identifiability Theory

i.i.d. data? Parametric 
constraints?

Latent 
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No Yes Yes
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Implementation with Modified VAE

Autoencoder
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Figure 1. The generating process: The gray shade of nodes indi-
cates that the variable is observable.

invariant between views, in a block-wise manner. However,
this line of work assumes availability of paired instances in
two domains. In the context of out-of-distribution general-
ization, Lu et al. (Lu et al., 2020) extend the identifiability
result of iVAE (Khemakhem et al., 2020) to a general expo-
nential family that is not necessarily factorized. However,
this study does not take advantage of the fact that the la-
tent representations should contain invariant information
that can be disentangled from the part that corresponds to
changes across domains. Most importantly, this study re-
sorts to finding a conditionally invariant sub-part of z, even
though there may be parts of z that are not conditionally
invariant, and yet still relevant for predicting y.

In this paper, we make use of realistic assumptions regard-
ing the data-generating process in order to provably identify
the changing and the invariant aspects of the latent repre-
sentation in both the source and target domains. In doing
so, we drop any parametric assumptions about z and we
allow both the changing and invariant parts to have predic-
tive information about y. We show that the identifiability of
px,y|uT follows naturally, and we present an autoencoder
algorithm to solve the problem in practice.

3. High-level Invariance for Domain
Adaptation

In this section, we introduce our data generating process
(Figure 1 and Equation 1) and discuss how we could exploit
this latent variable model to handle UDA. It is presented as
follows:

zc ⇠ pzc , z̃s ⇠ pz̃s , zs = fu(z̃s), x = g(zc, zs). (1)

In the generating process, we assume that data x 2 X (e.g.
images) are generated by latent variables z 2 Z ✓ Rn

through an invertible and smooth mixing function g : Z !
X . We denote by u 2 U the domain embedding, which is a
constant vector with a specific domain. We partition latent
variables z into two parts: the invariant part zc 2 Zc ✓ Rnc

(i.e. content) of which the distribution stays constant over

domain u’s, and the changing part zs ✓ Rns (i.e. style)
with varying distribution over domains. We parameterize
the influence of domain u on zs as simple transformation
of some generic form of the changing part, given by z̃s.
Namely, given a component-wise monotonic function fu,
we let zs = fu(z̃s). For example, in image datasets zs can
correspond to various kinds of background from the images
(sand, trees, sky, etc.), and in this case z̃s corresponds to a
generic background pattern that can easily be transformed
into a domain-specific image background, depending on
which function fu is used.

Further, we assume that y is generated by invariant latent
variables zc and z̃s. Thus, this generating process addresses
the conditional-shift setting, in which px|y,u changes across
domains, and py stays the same.

We note below that the distinguishing features of our gener-
ating process, and illustrate how these features are essential
to tackling UDA.

Partitioned latent space As discussed in Section 1, the
bulk of prior work (Ganin & Lempitsky, 2014; Ben-David
et al., 2010; Zhao et al., 2018) focuses on learning an in-
variant representation over domains so that one classifier
can be applied to novel domains in the latent space. Unlike
these approaches, we will demonstrate that our parameter-
ization of zs allows us to preserve the information of the
changing part zs for prediction instead of discarding this
part altogether by imposing invariance. Similarly, recent
work (Lu et al., 2020) allows for the possibility that all latent
variables could be influenced by domain changes in their
framework to address domain shift, but discards a subset of
them which may be relevant for predicting y. In contrast,
our goal is to disentangle the changing and invariant parts
zs and zc, capture the relationship between zs and y across
domains by learning fu, and use this information to perform
prediction in the target domain. In addition, we do not make
any parametric assumptions about the distributions of zs
and zc.

Our parameterization also allows us to implement the min-
imal change principle by constraining the changing com-
ponents to be as few as possible. Otherwise, unnecessarily
large domain influences (e.g. all components being chang-
ing) may lead to loss of semantic information in the invariant
(zc, z̃s) space, e.g., a mapping between rotated 1 and 9.

High-level Invariance z̃s We note that presence of z̃s
is significant, as it allows us to provably learn an optimal
classifier over domains without requiring that pz|u to be
invariant over domains as in previous work (Ganin & Lem-
pitsky, 2014; Ben-David et al., 2010; Zhao et al., 2018).
With the component-wise monotonic function fu, we are
able to identify z̃s through zs which is critical to our abil-

Figure 1. The generating process: The gray shade 
of nodes indicates that the variable is observable.



Partial Disentanglement for Domain 
Adaptation

i.i.d. data? Parametric 
constraints?

Latent 
confounders?

Yes No No
No Yes Yes

- Xie, Kong, Gong, Zhang, “Multi-domain image generation and translation with identifiability guarantees”, ICLR 2023
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Figure 1. The generating process: The gray shade of nodes indi-
cates that the variable is observable.

invariant between views, in a block-wise manner. However,
this line of work assumes availability of paired instances in
two domains. In the context of out-of-distribution general-
ization, Lu et al. (Lu et al., 2020) extend the identifiability
result of iVAE (Khemakhem et al., 2020) to a general expo-
nential family that is not necessarily factorized. However,
this study does not take advantage of the fact that the la-
tent representations should contain invariant information
that can be disentangled from the part that corresponds to
changes across domains. Most importantly, this study re-
sorts to finding a conditionally invariant sub-part of z, even
though there may be parts of z that are not conditionally
invariant, and yet still relevant for predicting y.

In this paper, we make use of realistic assumptions regard-
ing the data-generating process in order to provably identify
the changing and the invariant aspects of the latent repre-
sentation in both the source and target domains. In doing
so, we drop any parametric assumptions about z and we
allow both the changing and invariant parts to have predic-
tive information about y. We show that the identifiability of
px,y|uT follows naturally, and we present an autoencoder
algorithm to solve the problem in practice.

3. High-level Invariance for Domain
Adaptation

In this section, we introduce our data generating process
(Figure 1 and Equation 1) and discuss how we could exploit
this latent variable model to handle UDA. It is presented as
follows:

zc ⇠ pzc , z̃s ⇠ pz̃s , zs = fu(z̃s), x = g(zc, zs). (1)

In the generating process, we assume that data x 2 X (e.g.
images) are generated by latent variables z 2 Z ✓ Rn

through an invertible and smooth mixing function g : Z !
X . We denote by u 2 U the domain embedding, which is a
constant vector with a specific domain. We partition latent
variables z into two parts: the invariant part zc 2 Zc ✓ Rnc

(i.e. content) of which the distribution stays constant over

domain u’s, and the changing part zs ✓ Rns (i.e. style)
with varying distribution over domains. We parameterize
the influence of domain u on zs as simple transformation
of some generic form of the changing part, given by z̃s.
Namely, given a component-wise monotonic function fu,
we let zs = fu(z̃s). For example, in image datasets zs can
correspond to various kinds of background from the images
(sand, trees, sky, etc.), and in this case z̃s corresponds to a
generic background pattern that can easily be transformed
into a domain-specific image background, depending on
which function fu is used.

Further, we assume that y is generated by invariant latent
variables zc and z̃s. Thus, this generating process addresses
the conditional-shift setting, in which px|y,u changes across
domains, and py stays the same.

We note below that the distinguishing features of our gener-
ating process, and illustrate how these features are essential
to tackling UDA.

Partitioned latent space As discussed in Section 1, the
bulk of prior work (Ganin & Lempitsky, 2014; Ben-David
et al., 2010; Zhao et al., 2018) focuses on learning an in-
variant representation over domains so that one classifier
can be applied to novel domains in the latent space. Unlike
these approaches, we will demonstrate that our parameter-
ization of zs allows us to preserve the information of the
changing part zs for prediction instead of discarding this
part altogether by imposing invariance. Similarly, recent
work (Lu et al., 2020) allows for the possibility that all latent
variables could be influenced by domain changes in their
framework to address domain shift, but discards a subset of
them which may be relevant for predicting y. In contrast,
our goal is to disentangle the changing and invariant parts
zs and zc, capture the relationship between zs and y across
domains by learning fu, and use this information to perform
prediction in the target domain. In addition, we do not make
any parametric assumptions about the distributions of zs
and zc.

Our parameterization also allows us to implement the min-
imal change principle by constraining the changing com-
ponents to be as few as possible. Otherwise, unnecessarily
large domain influences (e.g. all components being chang-
ing) may lead to loss of semantic information in the invariant
(zc, z̃s) space, e.g., a mapping between rotated 1 and 9.

High-level Invariance z̃s We note that presence of z̃s
is significant, as it allows us to provably learn an optimal
classifier over domains without requiring that pz|u to be
invariant over domains as in previous work (Ganin & Lem-
pitsky, 2014; Ben-David et al., 2010; Zhao et al., 2018).
With the component-wise monotonic function fu, we are
able to identify z̃s through zs which is critical to our abil-
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Methods ! Art ! Cartoon ! Photo ! Sketch Avg
Source Only (He et al., 2016) 74.9 ± 0.88 72.1±0.75 94.5±0.58 64.7±1.53 76.6
DANN (Ganin et al., 2016) 81.9±1.13 77.5±1.26 91.8±1.21 74.6±1.03 81.5
MDAN (Zhao et al., 2018) 79.1±0.36 76.0±0.73 91.4±0.85 72.0±0.80 79.6

WBN (Mancini et al., 2018) 89.9±0.28 89.7±0.56 97.4±0.84 58.0±1.51 83.8
MCD (Saito et al., 2018) 88.7±1.01 88.9±1.53 96.4±0.42 73.9±3.94 87.0

M3SDA (Peng et al., 2019) 89.3±0.42 89.9±1.00 97.3±0.31 76.7±2.86 88.3
CMSS (Yang et al., 2020) 88.6 ±0.36 90.4± 0.80 96.9±0.27 82.0±0.59 89.5

LtC-MSDA (Wang et al., 2020) 90.19 90.47 97.23 81.53 89.8
T-SVDNet (Li et al., 2021) 90.43 90.61 98.50 85.49 91.25

iMSDA (Ours) 93.44±0.20 91.79±1.52 98.28±0.03 88.95±0.64 93.12

Table 1. Classification results on PACS. Backbone:Resnet-18. Most baseline results are taken from (Yang et al., 2020).

Models ! Art ! Clipart ! Product ! Realworld Avg
Source Only (He et al., 2016) 64.58±0.68 52.32±0.63 77.63±0.23 80.70±0.81 68.81
DANN (Ganin et al., 2016) 64.26±0.59 58.01±1.55 76.44±0.47 78.80±0.49 69.38

DANN+BSP (Chen et al., 2019) 66.10±0.27 61.03±0.39 78.13±0.31 79.92±0.13 71.29
DAN (Long et al., 2015) 68.28±0.45 57.92±0.65 78.45±0.05 81.93±0.35 71.64
MCD (Saito et al., 2018) 67.84±0.38 59.91±0.55 79.21±0.61 80.93±0.18 71.97

M3SDA (Peng et al., 2019) 66.22±0.52 58.55±0.62 79.45±0.52 81.35±0.19 71.39
DCTN (Xu et al., 2018) 66.92±0.60 61.82±0.46 79.20±0.58 77.78±0.59 71.43

MIAN (Park & Lee, 2021) 69.39±0.50 63.05±0.61 79.62±0.16 80.44±0.24 73.12
MIAN-� (Park & Lee, 2021) 69.88±0.35 64.20±0.68 80.87±0.37 81.49±0.24 74.11

iMSDA (Ours) 75.77±0.21 60.83±0.73 84.13±0.09 84.83±0.12 76.39

Table 2. Classification results on Office-Home. Backbone: Resnet-50. Baseline results are taken from (Park & Lee, 2021).

7.2. Results and Discussion

PACS The results for PACS are presented in Table 1. We
can observe that for the majority of the transfer directions,
iMSDA outperforms the most competitive baseline by a con-
siderable margin of 1.2% - 3%. For the ! Phone direction
where it does not, the performance is within margin of error
compared to the strongest algorithm T-SVDNet. Notably,
when compared with T-SVDNet (Li et al., 2021), which is
recently proposed, our method achieves a significant perfor-
mance gain on the challenging task ! Sketch. In addition,
we visualize the learned features by our method in Figure S1
(Appendix S4) and find that features learned by iMSDA are
more clustered and discriminative.

Office-Home Compared to the PACS dataset, Office-
Home dataset contains 64 categories and thus is more chal-
lenging. The results in Table 2 show that iMSDA is still
superior to other algorithms in most of the transfer tasks.
In particular, we achieve the accuracy of 75.77 on the !
Art task while the strongest baseline MIAN and its variant
MIAN-� can only achieve an accuracy of 69.39 and 69.88
respectively.

8. Conclusion
It is not uncommon to assume observations of the real-world
are generated from high-level latent variables and thus the
ill-posedness in the problem of UDA can be reduced to
obtaining meaningful reconstructions of the those latent
variables and mapping distinct domains to a shared space
for classification.

In this work, we show that under reasonable assumptions
on the data generating process, as well as leveraging the
principle of minimality, we can obtain partial identifiability
of the changing and invariant parts of the generating pro-
cess. In particular, by introducing an high-level invariant
latent variable that influences the changing variable and the
corresponding label across domains, we show identifiabil-
ity of the joint distribution px,y|uT for the target domain
uT with a classifier trained on source domain labels. Our
proposed VAE combined with a flow model architecture
learns disentangled representations that allows us perform
multi-source UDA with state-of-the-art results across vari-
ous benchmarks.
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A Weaker One: 
Subspace 

Identifiability for 
Domain Adaptation

i.i.d. data? Parametric 
constraints?

Latent 
confounders?

Yes No No
No Yes Yes
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Subspace 
Identifiability: Theory

i.i.d. data? Parametric 
constraints?

Latent 
confounders?

Yes No No
No Yes Yes
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Finding Changing Hidden Variables for 
Transfer Learning: Minimal Change Principle

i.i.d. data? Parametric 
constraints?

Latent 
confounders?

Yes No No
No Yes Yes

• Changing components  are identifiable; invariant part  is 
identifiable up to its subspace 

• Minimal Change Principle 

• What if  we have more dimensions of   than needed? 

• What if  we have fewer dimensions of   than needed? 

• Go with the right one!

ZS ZC

ZS

ZS

g
ZS

ZC
X
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Image Translation: How to Learn ‘Style’?

20

Images from the summer season domain.

Images from the winter season domain.

A simpler example:

 Domain 1:

 Domain 2: 



Minimal Changes Enables Identifiability

21

Images from the summer season domain.

Images from the winter season domain.

Content
 

                                   Image

Style

Minimize the influence of  ‘Style’ on ‘Image’ 
during translation.

How?  A minimal number of changing 
components?
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Sample Images Generated by 
Generative Adversarial Networks (GANs)

23

Images generated by a GAN created by NVIDIA.

https://research.nvidia.com/sites/default/files/pubs/2017-10_Progressive-Growing-of/karras2018iclr-paper.pdf


Generative Adversarial Networks 
(GANs)

24

Image credit: Thalles Silva

Minimax game which G wants to minimize V while D wants to 
maximize it:

𝜖

https://medium.freecodecamp.org/an-intuitive-introduction-to-generative-adversarial-networks-gans-7a2264a81394


GAN-Based 
Implementations

25

- Match the data distribution across domains, while the dimensionality of  
is as small as possible (minimal changes across domains controlled by ƛ; no 
penalty when ƛ=0)

- Correspondence relations among domains are identifiable

ϵ(u)
S

ϵ(u)
S

ϵC

𝜖

model the data distribution in 
u-th domain

Minimal number



Multi-domain Image Generation & 
Translation with Identifiability Guarantees

• Idea: Matching the distributions across domains with a minimal 
number of  changing components 

• Correspondence info (joint distribution) identifiable under mild 
assumptions 

• Example: Generating female & males images with the same “content”

Under review as a conference paper at ICLR 2023

It means that the mapping function F is trained to preserve the correspondence between images of
the generated tuples. Since we are able to recover the true joint distribution, Ltuple encourage the
mapping function to produce the true conditional distribution, i.e., P✓(x(u1)|x(u0)).

Our full objective for unpaired image translation is Ltranslation = Lstargan + �tupleLtuple, where �tuple is
the hyper-parameter to control the influence of our propose tuple regularization.

4 EXPERIMENTS

In this section, we first present results and analysis on multi-domain image generation task. Then we
provide the results on unpaired image translation.

4.1 MULTI-DOMAIN IMAGE GENERATION

4.1.1 EXPERIMENT SETUP

Implementation We build our method based on the official pytorch implementation of StyleGAN2-
ADA (Karras et al., 2020a) and the hyper-parameters are selected automatically by the code. We
choose the deep sigmoid flow (DSF) (Huang et al., 2018a) to implement the domain transformation
fu (Huang et al., 2018a) because DSF is designed to be component-wise strictly increasing. We use
the embedding of domain label to generate pseudo-parameters for the flow. We only introduce one
hyper-parameter: � to control the sparsity of the mask. We set � = 0.1 for all experiments.

StyleGAN2-ADA TGAN Ours (� = 0) Ours (� = 0.1)

Figure 4: Samples of multi-domain image generation on the CELEBA-HQ, AFHQ, ArtPhoto,
CelebA5 and MNIST7. We provide more samples and methods in appendix F.2. Each row of the
method shares the same input noise ✏. We observe that there are unnecessary changes between the
images (e.g., the added sun-glasses in the first row, the different poses of animals of StyleGAN2-ADA
in second row) without regularization.

Datasets We use five datasets to evaluate our method: CELEBA-HQ (Choi et al., 2020) contains
female and male faces domains; AFHQ (Choi et al., 2020) contains 3 domains: cat, dog and wild
life; ArtPhoto contains 4 domains: Cezanne, Monet, Photo and Ukiyoe; CelebA5 contains 5 domains:
Black Hair, Blonde Hair, Eyeglasses, Mustache and Pale Skin; MNIST7 contains 7 domains: blue,
cyan, green, purple, red, white and yellow MNIST digits. More information are in the appendix F.1.

Evaluation Metrics. We evaluate our method using the Frechet inception distance (FID), which is a
widely used metric for distribution divergence between the generated images and the real images.
lower FID is better. As for the first four datasets, there is no pair data. So, we use the domain-
invariant perceptual distance (DIPD) to measure the semantic correspondence (Liu et al., 2019).
DIPD computes the distance between two instance-normalized Conv5 features of VGG network. As

7
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- Xie, Kong, Gong, Zhang, “Multi-domain image generation and translation with identifiability guarantees”, ICLR 202326



More 
results…
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More 
results…

Alternative strategy: 
learning hidden 

representations from 
IID data. 

Talk to Yujia about 
it. ;)

28



• CD-NOD (Causal Discovery from Nonstationary/Heterogenuous 
data) 

• Nonlinear ICA with partial changes across domains 

• Partial disentanglement 

• Domain adaptation, image translation, and multi-domain data 
generation 

• Learning from text-image pairs 

• A general setting 

• Connection to the IID case: Synergy between minimal changes and 
sparsity

CRL from 
Changes: Outline

I., but non-I.D.

No
No

More informative than 
MEC (CD-NOD)

Yes May have unique 
identifiability

No
Yes

Changing subspace 
identifiable

Yes Variables in changing 
relations identifiable



• Existing text-to-image (T2I) models are not controllable: 
editing a specific feature through text often causes 
unwanted changes 

• Example:

Motivation: Controllability for Image 
Generation / Editing

“Angry” “Surprised”“Happy”

30



31

Prevailing generative AI tools: not 
controllable



Our Causal GenAI Enables Precise Control 
& Refinement



Our Causal GenAI Enables Precise Control 
& Refinement



- Xie, Kong, Zheng, Tang, Xing, Chen, and Zhang, under submission

: text


: atomic textual concepts


: atomic visual concepts


: images


t

zT
i

zI
j

i

• Text and images have atomic concepts


• Textual atomic concepts determine their visual counterparts: why?

From Text to Images: The Process



: text


: atomic textual concepts


: atomic visual concepts


: images


t

zT
i

zI
j

i

Certain sparsity constraints on the cross links + conditional independence of 
image concepts   identifiable concepts: 


1. Learning disentangled, atomic concepts  and .


2. Aligning them.

⇒

zT
m zI

n

Learning Identifiable Concepts for 
Controllability
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Results: Controllable Generation

Our method can make only necessary changes without affecting other attributes!36



Illustration: Importance of  Sparsity

With sparse 
interaction

Without sparse 
interaction

“An astronaut is riding a 
horse.”

“An astronaut is riding a 
zebra”

“An astronaut is riding a 
unicorn.”
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• Prompt: a 
peacock eating 
ice cream

Remember these results? 
By Stable Diffusion: One Year Ago



• Prompt: a 
peacock eating 
ice cream

By DALL·E 3: Three Months Ago



• Prompt: a peacock eating 
ice cream

Let Peacock Eat Ice Cream, 
Controllably 

• Prompt: a peacock eating 
white ice cream
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• CD-NOD (Causal Discovery from Nonstationary/Heterogenuous 
data) 

• Nonlinear ICA with partial changes across domains 

• Partial disentanglement 

• Domain adaptation, image translation, and multi-domain data 
generation 

• Learning from text-image pairs 

• A general setting 

• Connection to the IID case: Synergy between changes and sparsity

CRL from 
Changes: Outline

I., but non-I.D.

No
No

More informative than 
MEC (CD-NOD)

Yes May have unique 
identifiability

No
Yes

Changing subspace 
identifiable

Yes Variables in changing 
relations identifiable



Causal Representation Learning from Multiple 
Distributions: A General Setting

i.i.d. data? Parametric 
constraints?

Latent 
confounders?

Yes No No
No Yes Yes

• Goal: Uncovering hidden variables  with 
changing causal relations from X in 
nonparametric settings 

• What is identifiable? 

• Markov network of   

• Each estimated variable  is a function of  
 and it intimate neighbors 

• In this example, each  (i≠4) can be recovered 
up to component-wise transformation

Zi

Zi

Z̃i
Zi

Zi

- Zhang, Xie, Ng, Zheng, “Causal Representation Learning from Multiple Distributions: A General Setting,” ICML 2024

Causal Disentanglement with Minimal Changes from Multiple
Distributions

You

June 28, 2023

Abstract

In many problems, the measured variables (e.g., image pixels) are just mathematical functions
of the underline hidden causal variables (e.g., the underlying concepts or objects). For the purpose
of making prediction the changing environment or making proper changes to the system, it is
helpful to recover the underlying hidden causal variables Zi, their causal relations represented
by graph GZ , and how their causal influences change, which can be explained by suitable latent
factors ✓i governing changes in the causal mechanisms. This paper is concerned with the problem of
estimating the underlying hidden causal variables and the latent factors from multiple distributions
(arising from heterogeneous data or nonstationary time series) in nonparametric settings. We first
show that under the sparsity constraint on the recovered graph over the latent variables and
suitable su�cient change conditions on the causal influences, one can recover the equivalence
class of the original graph, and we further show the recovered latent variables are related to
the underlying hidden causal variables in a specific way. Moreover, we show that orthogonally,
under the independent change condition on the causal modules (without the sparsity constraint
on the graph), the underlying latent factors ✓i can be recovered up to component-wise invertible
transformations. Putting them together, one is able to recover the underlying hidden variables and
their causal relations up to minor indeterminacies. Next, we consider the scenario where only a
subset of the causal relations in causal graph GZ change and show up to what extent the underlying
causal variables can be recovered. Finally, we propose a learning procedure called change encoding
network to accomplish the considered task.

1 New Title

Revealing Hidden Causal Variables and Latent Factors from Multiple Distributions

2 New Introduction

1. causal discovery... hidden variables... 2. review. 3. problem setting. (define ✓i as the latent
(changing) factor and Zi as hidden causal variables... hard interventions will make things easier...)
4. interestingly... Undirected graph (and v-structures?)... 5. benefit from independent changes... 5.
contribution...

(special cases...)

Z4Z2

Z3

Z5Z1

✓1 ✓3✓2 ✓4 ✓5

g

X

Figure 1: The generating process for each Zi changes, governed by ✓i, and X = g(Z).

1
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• CD-NOD (Causal Discovery from Nonstationary/Heterogenuous 
data) 

• Nonlinear ICA with partial changes across domains 

• Partial disentanglement 

• Domain adaptation, image translation, and multi-domain data 
generation 

• Learning from text-image pairs 

• A general setting 

• Connection to the IID case: Synergy between minimal changes and 
sparsity

CRL from 
Changes: Outline

I., but non-I.D.

No
No

More informative than 
MEC (CD-NOD)

Yes May have unique 
identifiability

No
Yes

Changing subspace 
identifiable

Yes Variables in changing 
relations identifiable
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Is it possible to leverage both the distribution changeability & 
sparsity constraint in a complementary, principled way to learn 
disentangled representations with identifiability guarantees?
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• Remember Semmelweis?  

• Learning hidden causal factor from different distributions  

• How can CRL benefit from distribution shift? 

• Constraints on the changes!  

• E.g., only p(Si) change 

• Minimal changes for “concept” identifiability 

• Learning atomic textual and visual concepts and connections 

• Unification: the benefit from sparse mixing procedure & 
minimal changes

Summary
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