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Midterm Exam Solution

NAME:  ________ANSWER KEY______

Probability and Statistics II

Practice Midterm_M2

SOLUTION TO MIDTERM EXAM

PLEASE READ THE FOLLOWING INSTRUCTIONS CAREFULLY

1. Before coming to this examination, you should have copied onto your computer the data sets from the course notes and the homework assignments, and the files placed on my web site for this examination.

2. You will have three hours to complete this examination.

3. Write your answers in the spaces provided in this examination booklet.  There are 13 pages in this examination booklet. 

4. You are free to use the automated hypothesis testing procedures in EViews to answer questions.

5. If you use the software to compute the answer to a question, please briefly explain what you did.  For example, you might write:

"I issued the command LS CO C TAR NICOT WEIGHT.  Then, in the regression window, I clicked View/Coefficient Tests/Redundant Variables, and I entered NICOT and WEIGHT in the window that opened.”

Then write your test result and state your conclusion.

6. Please write your name on the top of each page.

PLEASE WAIT UNTIL THE PROCTOR TELLS YOU TO BEGIN.

GOOD LUCK!

Question 1

Ford Motor Company purchases millions of tires per year for installation on new vehicles that it manufactures.  Ford uses a regression model created by a recent graduate of GSIA.  This regression model is used to assist in negotiating tire prices with suppliers. 

Ford purchased a total of 61 different types of tires last year.  The data set for this problem (TIRES.WF1) contains information about the price per tire paid by Ford for each of these 61 types of tires.  It also contains information about the characteristics of each of these tires and the number of each type of tire purchased by Ford last year.  

Estimate the following model, used by Ford.  Include all independent variables except R and BW.

Dependent variable:

	Variable
	Description

	TP
	Tire price in dollars per tire.


Independent variables:

	Variable
	Description

	Constant term
	

	Diameter
	Inside diameter of the tire in inches.

	Ratio
	Ratio of height of tire sidewall to width of tread, in percent.

	R, H, V, Z:
	These are four indicator variables that denote the speed safety classification of a tire.  (Tire maintains safe performance for at least 20,000 miles if operated at or below the rated speed).

	R
	Equals 1 if rated for normal highway driving, 0 otherwise.  

	H
	Equals 1 if rated to 90 miles per hour, 0 otherwise.

	V
	Equals 1 if rated to 120 miles per hour, 0 otherwise.

	Z
	Equals 1 if rated to 150 miles per hour, 0 otherwise.

	Volume
	The number of tires of this type purchased by Ford in 1997 (thousands).

	BW
	Equals 1 if BlackWall tire, 0 otherwise.

	WW
	Equals 1 if WhiteWall tire, 0 otherwise.

	OWL
	Equals 1 if raised Outside White Lettering, 0 otherwise.

	Terrain
	Equals 1 if all tire is for all Terrain vehicle, 0 otherwise.

	Weight
	Weight of tire in pounds.

	Tread
	Tread width of tire in inches.


For this question we estimated the following model:

LS TP C DIAMETER RATIO H V Z VOLUME WW OWL TERRAIN WEIGHT TREAD

The regression results (you were not required to report this table in your answer):

	Dependent Variable:  TP

	Method:  Least Squares

	Sample:  1 61

	Included observations:  61

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	-9.068535
	 17.69760
	-0.512416
	 0.6107

	DIAMETER
	 1.790942
	 1.005970
	 1.780313
	 0.0812

	RATIO
	-0.206128
	 0.096050
	-2.146050
	 0.0368

	H
	 2.692288
	 0.985529
	 2.731820
	 0.0087

	V
	 7.964127
	 1.149562
	 6.927967
	 0.0000

	Z
	 8.774169
	 1.456191
	 6.025424
	 0.0000

	VOLUME
	-0.001098
	 0.000854
	-1.285678
	 0.2046

	WW
	 1.467872
	 1.405761
	 1.044183
	 0.3015

	OWL
	 1.354354
	 1.340919
	 1.010019
	 0.3174

	TERRAIN
	 2.973309
	 1.424895
	 2.086686
	 0.0421

	WEIGHT
	 0.630299
	 0.189905
	 3.319033
	 0.0017

	TREAD
	 0.043511
	 0.043984
	 0.989247
	 0.3274

	R-squared
	 0.932733
	    Mean dependent var
	 33.22918

	Adjusted R-squared
	 0.917632
	    S.D. dependent var
	 7.844368

	S.E. of regression
	 2.251313
	    Akaike info criterion
	 4.635294

	Sum squared resid
	 248.3522
	    Schwarz criterion
	 5.050547

	Log likelihood
	-129.3765
	    F-statistic
	 61.76750

	Durbin-Watson stat
	 1.743609
	    Prob(F-statistic)
	 0.000000


a) Write the coefficient of Diameter and interpret the coefficient.

The coefficient of Diameter is 1.79.

Interpretation:  A one inch increase in the diameter of a tire is predicted to increase its price by 1.79 dollars.

b) Test the null hypothesis that the coefficient of Diameter equals zero using a 10 percent significance level.

The hypothesis:

H0:
(Diameter = 0

HA:
(Diameter ( 0

The decision rule:

Reject the null hypothesis if the p-value associated with the calculated t‑statistic < ( ((=0.1).

Using the information in the regression results, the calculated t-statistic for the estimated coefficient of Diameter is 1.780.  The p-value associated with it is 0.0812.

Alternatively - we can calculate the statistic:
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p-value(tCALC,61-12)=0.0812

Conclusion:

Thus, we reject H0 for a level of significance (=.1, suggesting that there is a significant relationship between the diameter of the tire and its price.

c) Do a joint test of the null hypothesis that the coefficients of WW and OWL are both zero using a 5 percent significance level.

The hypothesis:

H0:
(WW = (OWL = 0

HA:
(WW ( 0    or    (OWL ( 0

We used the following regression model:

LS TP C DIAMETER RATIO H V Z VOLUME WW OWL TERRAIN WEIGHT TREAD

We can test the above null hypothesis in EViews in two ways:

Wald test

We performed the Wald test by issuing:

WALD C(8)=C(9)=0

or by clicking:

View/Coefficient Tests/Wald..., and then entering the restriction C(8)=C(9)=0 in the window.

As we can see in the results below, we do not reject the null hypothesis for a 5 percent significance level, suggesting that the coefficients are zero.

	Wald Test:

	Equation: Untitled

	Null Hypothesis:
	C(8)=0

	
	C(9)=0

	F-statistic
	 0.983222
	
	Probability
	 0.381362

	Chi-square
	 1.966444
	
	Probability
	 0.374104


Redundant Variable Test

We performed this test by issuing:

DROP WW OWL

or by clicking:

View/Coefficient Tests/Redundant Variables, and then entering WW and OWL in the window.

The results for this test are equivalent to the Wald test results.

d) Should we be concerned that the intercept is negative?

We should not be concerned:

(1) The coefficient is not significantly different from zero (We do not reject the null hypothesis that the constant is zero).

(2) The intercept is the value of the regression when all right-hand-side variables are zero. Such an extrapolation is far outside the range of the data (e.g., a tire of zero diameter). Thus, even if it were significant, the negative intercept would not be a cause of concern. The estimated linear relationship may be quite appropriate within the range of meaningful values of the right-hand-side variables.

e) Form a 95% confidence interval for the coefficient of Weight.

We used the following information to calculate the confidence interval:

bWeight = 0.6303

s{bWeight}=0.1899

n=61

estimated coefficients=12

We used the following EViews commands to calculate the lower and upper limits:

SCALAR LOLIM=0.6303-0.1899*@qtdist(.975,49)

SCALAR UPLIM=0.6303+0.1899*@qtdist(.975,49)

Thus the desired 95% confidence interval for the coefficient of Weight is:

[0.2487,1.0119]

(You could have also used the t-table to answer this question)

f) The coefficient of Diameter is larger than the coefficient of Weight.  Does this mean that Diameter is a more important variable than Weight?

No.  We cannot compare the importance of these two variables by simply looking at the coefficients, since they are measured on different scales.

g) Interpret the coefficient of variable Z.

The coefficient of Z, 8.77, is the dollar difference in price between a type Z tire and type R tire, all else constant.  Therefore, a type Z tire costs approximately $8.77 more than a type R tire, holding other tire coefficients constant.

h) Calculate the elasticity of Price with respect to Weight.

The elasticity is given by  
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The means of Weight and Price are (using STATS WEIGHT TP):

mean(Weight) = 25.18033

mean(Price) = 33.22918

Thus the elasticity of tire price with respect to tire weight is

(0.630299)*(25.18033/33.22918) = 0.4776

Question 2

Use the refrigerator data set for this problem ("Refrigerators.wf1").  This data set is included in the data sets used in the class notes.  Recall that the variables in the data set are the following:

	PRICE
	Price in dollars

	FREZSIZE
	Freezer size in cubic feet

	FEATURES
	Number of features (e.g., ice maker, water dispenser)

	SHELVES
	Number of shelves

	OPCOST
	Operating cost per year in dollars

	REFRSIZE
	Refrigerator size in cubic feet


Run a regression with the logarithm of price as the dependent variable.  As independent variables include freezer size, features, shelves, operating cost, and include the logarithm of refrigerator size.  Note that the only variables in log form are price and refrigerator size.

a) Write the coefficient of SHELVES that you obtained in this regression and interpret the coefficient.

The coefficient of SHELVES is .0546

In this model, since PRICE is logged and SHELVES is not, our interpretation will be as follows:  Each additional shelf increases the price of a refrigerator by approximately 5.46%.

(You were not required to report the tables on this page in your answer)
The results of the logged model:

LS LOG(PRICE) C FREZSIZE FEATURES SHELVES OPCOST LOG(REFRSIZE)

	Dependent Variable: LOG(PRICE)

	Method: Least Squares

	Sample: 1 37

	Included observations: 37

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	 1.883545
	 1.015468
	 1.854854
	 0.0732

	FREZSIZE
	 0.198206
	 0.034903
	 5.678796
	 0.0000

	FEATURES
	 0.030134
	 0.006596
	 4.568889
	 0.0001

	SHELVES
	 0.054639
	 0.014452
	 3.780755
	 0.0007

	OPCOST
	-0.010221
	 0.003332
	-3.067485
	 0.0045

	LOG(REFRSIZE)
	 1.537303
	 0.389347
	 3.948416
	 0.0004

	R-squared
	 0.818711
	    Mean dependent var
	 6.420080

	Adjusted R-squared
	 0.789471
	    S.D. dependent var
	 0.193236

	S.E. of regression
	 0.088663
	    Akaike info criterion
	-1.860552

	Sum squared resid
	 0.243696
	    Schwarz criterion
	-1.599322

	Log likelihood
	 40.42021
	    F-statistic
	 27.99960

	Durbin-Watson stat
	 2.066431
	    Prob(F-statistic)
	 0.000000


The results of the linear model:

LS PRICE C FREZSIZE FEATURES SHELVES OPCOST REFRSIZE

	Dependent Variable: PRICE

	Method: Least Squares

	Sample: 1 37

	Included observations: 37

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	-797.8082
	 271.4093
	-2.939502
	 0.0062

	FREZSIZE
	 137.3814
	 23.76313
	 5.781283
	 0.0000

	FEATURES
	 23.76355
	 4.511674
	 5.267126
	 0.0000

	SHELVES
	 37.93728
	 9.886151
	 3.837417
	 0.0006

	OPCOST
	-6.957842
	 2.275304
	-3.057983
	 0.0046

	REFRSIZE
	 76.49709
	 19.44152
	 3.934727
	 0.0004

	R-squared
	 0.837901
	    Mean dependent var
	 626.3514

	Adjusted R-squared
	 0.811756
	    S.D. dependent var
	 139.7898

	S.E. of regression
	 60.65065
	    Akaike info criterion
	 11.19553

	Sum squared resid
	 114033.5
	    Schwarz criterion
	 11.45676

	Log likelihood
	-201.1173
	    F-statistic
	 32.04832

	Durbin-Watson stat
	 2.321390
	    Prob(F-statistic)
	 0.000000


b) Write the coefficient of Log(REFRSIZE) that you obtained in this regression and interpret the coefficient.

The coefficient of log(REFSIZE) is 1.537.

In this model, since both PRICE and REFSIZE are logged, the coefficient of REFSIZE is an elasticity.  Thus, the elasticity of refrigerator price with respect to the number of shelves is 1.537.

c) Test the null hypothesis that the coefficient of SHELVES equals the coefficient of FEATURES.

The hypothesis:

H0:
(SHELVES = (FEATURES
HA:
(SHELVES ( (FEATURES
We used the following regression model:

LS LOG(PRICE) C FREZSIZE FEATURES SHELVES OPCOST LOG(REFRSIZE)

Therefore we performed the Wald test by issuing:

WALD C(3)=C(4)

or by clicking:

View/Coefficient Tests/Wald..., and then entering the restriction C(3)=C(4) in the window.

As we can see in the results below, we do not reject the null hypothesis for significance levels less than .14.  Thus, the evidence is consistent with the null hypothesis that coefficients are equal.

	Wald Test:

	Equation: Untitled

	Null Hypothesis:
	C(3)=C(4)

	F-statistic
	 2.259611
	
	Probability
	 0.142907

	Chi-square
	 2.259611
	
	Probability
	 0.132787


d) Perform the Ramsey RESET test for the above regression using one fitted term.  Report and interpret the finding of the test.

The null hypothesis in this case is that the form of the model we fitted is an adequate one.

We performed the Ramsey RESET test by clicking View/Stability Tests/Ramsey RESET test, and then entering '1' in the window for one fitted term (Alternatively, we could have used the command RESET 1).

	Ramsey RESET Test:

	F-statistic
	 1.164912
	    Probability
	 0.289051

	Log likelihood ratio
	 1.409533
	    Probability
	 0.235134


Based on the results of the test (p-value=0.29), we do not reject the null hypothesis for any reasonable level of significance.  Thus, suggesting that the form of the model we fitted is adequate.

e) Estimate the model in which price (not logged) is the dependent variable and all remaining variables are also entered in linear (i.e., not logged) form.  Perform the Ramsey RESET test with one fitted term for this model.  Report and interpret the result.

The results of the model, with the linear relationship, are reported on page 9.  The results of the Ramsey RESET test for this model with one fitted term are:

	Ramsey RESET Test:

	F-statistic
	 10.66035
	    Probability
	 0.002737

	Log likelihood ratio
	 11.25008
	    Probability
	 0.000796


Thus, the Ramsey RESET test rejects the linear relationship for any significance level ( greater than 0.002737.

f) Based on your results in (d) and (e), which of the two models do you think is the most appropriate functional form?  

Based on the results of the Ramsey RESET test in parts (d) and (e), the logged functional form is the more appropriate functional form of the two.

Question 3

Use the Credit Card data set from assignment #3 for this problem ("Credit Card.wf1").  In assignment #3, you estimated a model of the following form:

yt = 0 +  1xt + 2yt-1 + t
where yt is the credit card rate (CREDCRD) at date t and xt is the treasury bill rate (TREAS).

We estimated the following regression model:

LS CREDCRD C TREAS CREDCRD(-1)


The results were (you were not required to report this table in your answer):

	Dependent Variable: CREDCRD

	Method: Least Squares

	Sample(adjusted): 1982:4 1997:4

	Included observations: 61 after adjusting endpoints

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	 0.451066
	 0.333957
	 1.350670
	 0.1820

	TREAS
	 0.052605
	 0.012380
	 4.249223
	 0.0001

	CREDCRD(-1)
	 0.952794
	 0.021125
	 45.10271
	 0.0000

	R-squared
	 0.983082
	    Mean dependent var
	 17.53393

	Adjusted R-squared
	 0.982498
	    S.D. dependent var
	 1.122795

	S.E. of regression
	 0.148539
	    Akaike info criterion
	-0.928011

	Sum squared resid
	 1.279699
	    Schwarz criterion
	-0.824198

	Log likelihood
	 31.30435
	    F-statistic
	 1685.123

	Durbin-Watson stat
	 2.481500
	    Prob(F-statistic)
	 0.000000


a) Estimate the above equation and report your estimate of the coefficient of the Treasury Bill rate.  Show how to calculate the t-statistic to test the null hypothesis that the coefficient of the Treasury Bill rate equals 1.

The hypothesis:

H0:
(1 = 1

HA:
(1 ( 1

The decision rule:

Reject the null hypothesis if the p-value associated with the calculated t‑statistic < chosen (.

We calculated the t-statistic:
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p-value(tCALC,61-3) ( 0

Conclusion:

Thus, we reject H0 that (1 equals 1 for any reasonable level of significance. 

b) Test the null hypothesis that the single model above applies to the entire set of observations against the alternative that two different models apply, one for the period 1982.3 to 1994.4 and another from 1995.1 to 1997.4.  Use a 1% significance level.  Interpret the results.

We performed a CHOW Breakpoint test by clicking View/Stability Tests/Chow Breakpoint Test, and then entering '1995.1' in the window.  The results are:

	Chow Breakpoint Test: 1995:1 

	F-statistic
	 5.762332
	    Probability
	 0.001681

	Log likelihood ratio
	 16.67197
	    Probability
	 0.000825


The Chow test rejects the null hypothesis for a level of significance ( =.01.  The results of this test suggest that the observations prior to 1995 are from a different model than the ones from 1995 onward.  A possible reason for this result is a change in the format of the report/calculation of credit card rates by the Federal Reserve (the source of these data) which occurred around May of 1995.
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