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PLEASE READ THE FOLLOWING INSTRUCTIONS CAREFULLY

1. Before coming to this examination, you should have copied onto your computer the data sets from the course notes and the homework assignments, and the files placed on my web site for this examination.

2. You will have three hours to complete this examination.

3. Write your answers in the spaces provided in this examination booklet.  There are 17 pages in this examination booklet. 

4. You are free to use the automated hypothesis testing procedures in EViews to answer questions.

5. If you use the software to compute the answer to a question, please briefly explain what you did.  For example, you might write.  Then write your test result and state your conclusion.

6. Please write your name on the top of each page.

7. Please note that network connection is not allowed during this examination.

PLEASE WAIT UNTIL THE PROCTOR TELLS YOU TO BEGIN.

GOOD LUCK!

To extract the data files from the self-extracting file you’ve downloaded for the exam, you will need a password.  The password is:  





f12n15e

For those of you who need a reminder on opening self-extracting files:

· Locate the file you’ve downloaded, and double-click on it.  

· An extraction dialog will begin.  A window titled "WinZip Self-Extractor [FinalFall_M1data.exe]" will open. 

· The default location for the unzipped files will be the location of the self-extracting (.exe) file. You can change the location if you want to, then click on "Unzip". 

· You will be prompted for a password.  Type in the password, and click OK.

· You will be then notified that the files were unzipped successfully.  Click on “close” to terminate the extraction dialog.

You are now ready to start working on the exam.

Question 1

For this question, use the file “Court_Awards_Final_M1.wf1”. 

Description of variables:

	Variable
	Description

	AWARD
	In thousands of dollars

	AGE
	Age of the decedent

	EARN
	Annual earnings of the decedent (in thousands of dollars)

	CHILD
	Number of minor children in decedents household

	AREAPI
	Per capita income in area of country where the trial was held (in dollars)

	DATE
	A time trend based on date of award

	JURY
	1 if trial by jury, 0 if by judge

	GOVT
	1 if government was sued, 0 otherwise

	CORP
	1 if corporation was sued, 0 otherwise

	SMLBIZ
	1 if small business sued, 0 otherwise

	IND
	1 if private individual sued, 0 otherwise


After you have loaded this data set, create a new variable using the following command:

GENR BUSINESS=CORP+SMLBIZ

The regression results for part (a) are below:

	Dependent Variable: AWARD

	Method: Least Squares

	Sample: 1 172

	Included observations: 172

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	-118.7408
	86.37643
	-1.374689
	0.1711

	AGE
	-3.262992
	1.055123
	-3.092523
	0.0023

	AREAPI
	0.006943
	0.002265
	3.064754
	0.0026

	CHILD
	20.64425
	7.391826
	2.792849
	0.0059

	DATE
	12.62379
	2.567425
	4.916909
	0.0000

	EARN
	5.529717
	0.393230
	14.06229
	0.0000

	JURY
	129.7272
	27.79715
	4.666925
	0.0000

	BUSINESS
	71.48653
	39.79090
	1.796555
	0.0743

	GOVT
	200.6014
	51.39909
	3.902819
	0.0001

	R-squared
	0.664079
	    Mean dependent var
	376.6977

	Adjusted R-squared
	0.647592
	    S.D. dependent var
	266.3115

	S.E. of regression
	158.0930
	    Akaike info criterion
	13.01515

	Sum squared resid
	4073925.
	    Schwarz criterion
	13.17985

	Log likelihood
	-1110.303
	    F-statistic
	40.27915

	Durbin-Watson stat
	2.242079
	    Prob(F-statistic)
	0.000000


a) Run a regression with AWARD as the dependent variable, and include as independent variables a constant, AGE, AREAPI, CHILD, DATE, EARN, JURY, BUSINESS, and GOVT.  Report below the coefficients that you obtained for AGE, AREAPI, and BUSINESS.  (4 points)

We ran the regression:

   LS AWARD C AGE AREAPI CHILD DATE EARN JURY BUSINESS GOVT

The coefficients are:

   AGE


-3.2630

   AREAPI

0.0069

   BUSINESS

71.4865

(The full output of the regression analysis is reported on the previous page).

b) Interpret the coefficient of BUSINESS.  (3 points)

When the defendant is a business a court award is 71.49 thousand dollars higher than when the defendant is an individual (tried by judge), all else coefficients equal.

c) Test the null hypothesis that the coefficient of BUSINESS is equal to zero using a 10% significance level.  (3 points)

Using the results of the regression, the p-value for the coefficient of BUSINESS, 0.0743, is smaller than .1.  Therefore, the null hypothesis that the coefficient is equal to zero is rejected.

d)  Form a 95% confidence interval for the coefficient of GOVT.  (4 points)

We used the following information to calculate the confidence interval:

bGOVT = 200.6014

s{bGOVT} = 51.39909

n=172

estimated coefficients=9

We used the following EViews commands to calculate the lower and upper limits:

SCALAR LOLIM = 200.6014 - 51.39909*@QTDIST(1-.025,172-9)
SCALAR UPLIM = 200.6014 + 51.39909*@QTDIST(1-.025,172-9)
Thus, the desired 95% confidence interval for the coefficient of GOVT is:

[ 99.1075 , 302.0953 ]

e) Consider a lawsuit where the decedent had the following characteristics: AGE=35, AREAPI=25000, CHILD=1, DATE=10, EARN=30, JURY=1, BUSINESS=1, and GOVT=0.  Forecast the amount of the award for this case using the regression from part (a).  (5 points)

We calculated the forecasted award by using the FORECAST command in EViews.  In order to do so, we expanded the data set and entered the values for the right-hand-side variables:

EXPAND 1 173

SMPL 1 173

We entered values for observation 173

We then issued the FORECAST command.  The value for the forecasted award, AWARDF, is 454.6094.  The amount of the award in this case is 454.6 thousand dollars.

f) Calculate the probability that the award for the case in part (e) will be less than one million dollars.  (4 points)

When performing the FORECAST command in part (e) we also calculated the standard error for the forecasted award, SEAWARDF.  For this case:
AWARDF = 454.6094

SEAWARDF = 159.7938
Using these values we calculated the probability:

SCALAR PROB=@TDIST((454.6094–1000)/159.7938,172-9)/2

Since PROB=0.0004, the probability that the award will be more than one million dollars is .04%.  Therefore, the probability of the award for this case being less than one million dollars is 99.96%.

g) Test whether the residuals exhibit heteroskedasticity.  Report your test and result.  (4 points)

We tested whether the residuals exhibit heteroskedasticity using the White test.  The results for the White tests with or without cross terms suggest that heteroskedasticity is present: The p-value in both cases is less than 5%, thus we reject the null hypothesis that heteroskedasticity does not exist.

With cross terms:

	White Heteroskedasticity Test:

	F-statistic
	1.523047
	    Probability
	0.040481

	Obs*R-squared
	54.59807
	    Probability
	0.061780


Without cross terms:

	White Heteroskedasticity Test:

	F-statistic
	1.835359
	    Probability
	0.041920

	Obs*R-squared
	22.56609
	    Probability
	0.047188


h) Make any correction to the model you estimated in part (a) that is appropriate given your result in part (g).  Does this change your conclusion regarding part (d) above?  (4 points)

We estimated the model with the White correction, using the EViews LS(H) command, which corrects the bias in the calculation of the estimated standard errors (results on the next page).  Since we used the standard error of GOVT in part (d), our conclusion changes.  Since the standard error of GOVT is larger, the confidence interval is wider.

Calculation (not required):

SCALAR LOLIM = 200.6014 - 57.67532*@QTDIST(1-.025,172-9)
SCALAR UPLIM = 200.6014 + 57.67532*@QTDIST(1-.025,172-9)
Thus, the revised 95% confidence interval for the coefficient of GOVT is:

[ 86.7143 , 314.4885 ]

The estimated the model with the White correction:

	Dependent Variable: AWARD

	Method: Least Squares

	Sample(adjusted): 1 172

	Included observations: 172 after adjusting endpoints

	White Heteroskedasticity-Consistent Standard Errors & Covariance

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	-118.7408
	72.56776
	-1.636274
	0.1037

	AGE
	-3.262992
	0.982728
	-3.320340
	0.0011

	AREAPI
	0.006943
	0.001831
	3.792186
	0.0002

	CHILD
	20.64425
	7.642395
	2.701281
	0.0076

	DATE
	12.62379
	2.445322
	5.162426
	0.0000

	EARN
	5.529717
	0.484344
	11.41691
	0.0000

	JURY
	129.7272
	24.94981
	5.199527
	0.0000

	BUSINESS
	71.48653
	45.07277
	1.586025
	0.1147

	GOVT
	200.6014
	57.67532
	3.478114
	0.0006

	R-squared
	0.664079
	    Mean dependent var
	376.6977

	Adjusted R-squared
	0.647592
	    S.D. dependent var
	266.3115

	S.E. of regression
	158.0930
	    Akaike info criterion
	13.01515

	Sum squared resid
	4073925.
	    Schwarz criterion
	13.17985

	Log likelihood
	-1110.303
	    F-statistic
	40.27915

	Durbin-Watson stat
	2.242079
	    Prob(F-statistic)
	0.000000


Question 2

File “Intel_Data.wf1” contains data from Intel about 11 Intel chips.  The variables in the file are the date each Intel chip was introduced (DATE), and the number of transistors on each chip (TRANSISTORS).  The DATE variable is measured in months with month one being January of 1965.

a) Do a scatter plot of TRANSISTORS versus DATE with DATE on the horizontal axis.  Provide a rough sketch below of the scatterplot.  (3 points)

SCAT DATE TRANSISTORS
[image: image1.emf]0


2000000


4000000


6000000


8000000


10000000


0


100


200


300


400


500


DATE


TRANSISTORS




0

2000000

4000000

6000000

8000000

10000000

0 100 200 300 400 500

DATE

TRANSISTORS


b) Do a scatterplot of Log(TRANSISTORS) versus DATE with DATE on the horizontal axis.  Sketch the resulting scatterplot.  (3 points)

SCAT DATE LOG(TRANSISTORS)
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c) In 1965, Gordon Moore, the co-founder of Intel, made a prediction about the rate at which the number of transistors per chip would increase over time.  His prediction has come to be known as Moore’s Law.  His prediction implies that the number of transistors per chip and the date of introduction will follow a semi-log relationship.  Estimate a semi-log model with Log(TRANSISTORS) as the dependent variable and DATE as the independent variable.  Include a constant term.  Report your result below and interpret the coefficient of DATE.  (4 points)

The regression output for the semi-log model:
	Dependent Variable: LOG(TRANSISTORS)

	Method: Least Squares

	Sample: 1 11

	Included observations: 11

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	6.020330
	0.230971
	26.06529
	0.0000

	DATE
	0.025670
	0.000848
	30.28837
	0.0000

	R-squared
	0.990285
	    Mean dependent var
	12.32437

	Adjusted R-squared
	0.989205
	    S.D. dependent var
	3.196663

	S.E. of regression
	0.332125
	    Akaike info criterion
	0.796353

	Sum squared resid
	0.992761
	    Schwarz criterion
	0.868697

	Log likelihood
	-2.379939
	    F-statistic
	917.3853

	Durbin-Watson stat
	1.022720
	    Prob(F-statistic)
	0.000000


The number of transistors on a chip increases by a fraction of .0257 (or 2.57%) for every month that passes.

d) Suppose a new chip introduced in January 2001 has 1,750,000 transistors on it.  Test the null hypothesis that this new observation for January 2001 is from the same model as the one for the 11 chips already introduced (i.e., the model you estimated in part c).  (Recall that the date in the file is measured in months since the beginning of 1965, so January 2001 would be month 432).  Report and interpret your result.  (4 points)

We expanded the data set by one observation in order to add the data for the new chip.  We then re-ran the regression and performed the Chow Forecast Test.

EXPAND 1 12

SMPL 1 12

Enter values:  date=432, transistors=1750000

Re-run the regression

CHOW(F) 12

	Chow Forecast Test: Forecast from 12 to 12

	F-statistic
	51.47059
	    Probability
	0.000052

	Log likelihood ratio
	22.85919
	    Probability
	0.000002


The p-value is very low, thus we reject the null hypothesis and conclude that the new observation is not from the same model.

e) Does the functional form in (c) provide a good fit to the data?  Explain the test that you did and report and interpret your result.  (4 points)

We tested whether the fonctional form provides a good fit for the data using the Ramsey Reset Test.  The null hypothesis of the test is that the model is adequate.  The results for the test (with one fitted term):

	Ramsey RESET Test:

	F-statistic
	28.94930
	    Probability
	0.000661

	Log likelihood ratio
	16.83116
	    Probability
	0.000041


Since the p-value is low, we reject the null, concluding that the functional form of model in part (c) is not an adequate one.

f) Estimate a model with Log(TRANSISTORS) as the dependent variable.  Include DATE and the square of DATE as independent variables and include a constant term.  Report your coefficients below.  Test whether this functional form provides an adequate fit to the data.  (3 points)

The results for the model are:

	Dependent Variable: LOG(TRANSISTORS)

	Method: Least Squares

	Sample: 1 11

	Included observations: 11

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	4.809418
	0.252280
	19.06381
	0.0000

	DATE
	0.038805
	0.002477
	15.66739
	0.0000

	DATE^2
	-2.71E-05
	5.04E-06
	-5.380455
	0.0007

	R-squared
	0.997897
	    Mean dependent var
	12.32437

	Adjusted R-squared
	0.997371
	    S.D. dependent var
	3.196663

	S.E. of regression
	0.163915
	    Akaike info criterion
	-0.551934

	Sum squared resid
	0.214945
	    Schwarz criterion
	-0.443418

	Log likelihood
	6.035639
	    F-statistic
	1897.627

	Durbin-Watson stat
	3.333324
	    Prob(F-statistic)
	0.000000


The results of the Ramsey tests we performed (below), we concluded that the functional form of this model is adequate.

With one fitted term:

	Ramsey RESET Test:

	F-statistic
	0.362878
	    Probability
	0.565907

	Log likelihood ratio
	0.555948
	    Probability
	0.455898


With 2 fitted terms:

	Ramsey RESET Test:

	F-statistic
	0.176128
	    Probability
	0.842694

	Log likelihood ratio
	0.627555
	    Probability
	0.730682


g) In developing the least squares estimation and hypothesis testing procedures, we made five assumptions (e.g. the errors are drawn from a distribution with a mean of zero).  For the model in part (f), three of these assumptions can be tested.  Perform the appropriate tests and report your test results and conclusions.  For each assumption that you test, state what the consequence is if the assumption is not satisfied.  If you find that any assumptions are violated, you need not correct for violation of the assumptions.  (9 points)

Check violation of assumption 2.  If the assumption is violated then the estimated standard errors, and thus the reported t-statistics and p-values are biased.  We test for the violation using the White test, with the null that heteroskedasticity does not exist.  The results of the tests (with a significance level of 5%) indicate that heteroskedasticity is not a serious problem in this case.

Without cross terms:

	White Heteroskedasticity Test:

	F-statistic
	1.315389
	    Probability
	0.343148

	Obs*R-squared
	3.965574
	    Probability
	0.265206


With cross terms:

	White Heteroskedasticity Test:

	F-statistic
	4.170949
	    Probability
	0.059338

	Obs*R-squared
	8.090434
	    Probability
	0.088321


Check violation of assumption 3.  We look at the correlogram of the residuals and the Q-statistics.  Since the residuals are not white noise, we conclude that the assumption is violated.

	Sample: 1 11

	Included observations: 11

	Autocorrelation
	Partial Correlation
	
	AC 
	 PAC
	 Q-Stat
	 Prob

	   *****|    .  |
	   *****|    .  |
	1
	-0.703
	-0.703
	7.0581
	0.008

	   .    |**  .  |
	   .****|    .  |
	2
	0.227
	-0.526
	7.8800
	0.019

	   .    |*   .  |
	   .    |*   .  |
	3
	0.157
	0.085
	8.3184
	0.040

	   . ***|    .  |
	   . ***|    .  |
	4
	-0.445
	-0.346
	12.370
	0.015

	   .    |*** .  |
	   . ***|    .  |
	5
	0.410
	-0.388
	16.380
	0.006

	   .  **|    .  |
	   . ***|    .  |
	6
	-0.223
	-0.346
	17.806
	0.007

	   .    |*   .  |
	   .   *|    .  |
	7
	0.088
	-0.079
	18.085
	0.012

	   .    |    .  |
	   .   *|    .  |
	8
	0.047
	-0.143
	18.189
	0.020

	   .   *|    .  |
	   .   *|    .  |
	9
	-0.094
	-0.119
	18.821
	0.027


Check violation of assumption 5 (normality), using the Jarqe Bera (HIST RESID, output on the next page).  Since the p-value is high, we conclude that the assumption is not violated.
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Question 3

Data for this question are in Excel file “Auto_Data.wf1”.  A rental car company is planning to purchase a large fleet of intermediate-sized cars.  It conducts an experiment to evaluate the fuel economy of the three brands of cars that it is considering.  It acquired a total of thirty test vehicles from three manufacturers, 8 from manufacturer A, 12 from manufacturer B, and 10 from manufacturer C.  It randomly assigned these vehicles to 30 of its branch managers for their personal use for a month.  At the end of the month, the managers reported the average fuel consumption in miles per gallon (MPG) that they have obtained for all of the driving they have done.  The data file contains the miles per gallon results, and it contains dummy variables indicating the manufacturer from which each automobile is obtained.  Variable ACAR equals 1 if the car is from manufacturer A and zero otherwise.  Variable BCAR equals 1 if the car if from manufacturer B and zero otherwise.  Variable CCAR equals 1 if the car is from manufacturer C and zero otherwise.  In answering parts (a) through (c), ignore variable HWY.

a) Using MPG as the dependent variable, estimate a regression model that allows the average fuel consumption to differ for each of the three brands.  Report the estimated average fuel consumption for the three vehicles implied by your regression.  (4 points)

	Dependent Variable: MPG

	Method: Least Squares

	Sample: 1 30

	Included observations: 30

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	19.54695
	2.264594
	8.631548
	0.0000

	BCAR
	3.609869
	2.923578
	1.234744
	0.2276

	CCAR
	10.93666
	3.038271
	3.599632
	0.0013

	R-squared
	0.341858
	    Mean dependent var
	24.63645

	Adjusted R-squared
	0.293107
	    S.D. dependent var
	7.618307

	S.E. of regression
	6.405238
	    Akaike info criterion
	6.646749

	Sum squared resid
	1107.731
	    Schwarz criterion
	6.786869

	Log likelihood
	-96.70123
	    F-statistic
	7.012299

	Durbin-Watson stat
	0.794413
	    Prob(F-statistic)
	0.003526


The average fuel consumption:

for cars from manufacturer A:  19.55

for cars from manufacturer B:  19.55+3.61=23.17

for cars from manufacturer C:  19.55+10.94=30.48

b) Test the null hypothesis that fuel consumption is the same for the three vehicles.  Explain the test that you did and report your result and conclusion.  (4 points)

The null hypothesis is that the coefficients for BCAR and CCAR are jointly not significant (joint significance test for the two variables):

	Wald Test:

	Equation: Untitled

	Null Hypothesis:
	C(2)=0

	
	C(3)=0

	F-statistic
	7.012299
	
	Probability
	0.003526

	Chi-square
	14.02460
	
	Probability
	0.000901


Based on the low p-value of the test, we reject the null.  (The same conclusion can be reached using a Redundant Variable Test, or directly from regression output - from the t-test for CCAR (coefficient significant at 0.0013 level). 

c) Suppose that, instead of randomly assigning cars to the managers, that type C cars were assigned to managers who do mostly driving on the open highway and type A and B cars are assigned to managers who do mostly driving in the city.  What assumption would be violated by this way of assigning the cars to the managers?  What effect would this have on the properties of the estimators of the coefficients?  (4 points)

Acceptable answers: (full credit for one of the two)

· Violation of 1:  We assumed the mean of the error term is zero for all i.  Using this assignment of cars to drivers, the mean of the error term is likely to be different for different manufacturers.

· Violation of assumption 4, i.e., as a problem of correlation of (i and xi.  This is also as acceptable way of characterizing the problem, with the conclusion -- that this assignment of cars to drivers causes bias in the estimation of the coefficient of interest.

This assignment will cause violation of assumptions 2 and 3 as well.  However, if these were the only assumptions that were violated, then the coefficients would still be unbiased.  So the most severe problem caused by this assignment is the violation of assumption 1 (or 4), which causes bias in the estimation of the coefficients (only partial credit for suggesting violation of assumption 2 or 3).

Resume now the assumption that automobiles were randomly assigned to the branch managers.  Each branch manager was asked whether he or she primarily drove the car in the city or on the open highway.  HWY=1 for managers that reported driving primarily on the open highway, and HWY=0 for managers driving primarily in the city.

Consider the regression equation 

     MPG=(0 + (1BCAR + (2CCAR + (3HWY + (4BCAR*HWY + (5CCAR*HWY + (
d) In the above model, what is the expected MPG of a BCAR driven primarily on the open highway?  (3 points)

The expected MPG of a BCAR driven on the open highway is (0 + (1 + (3 + (4
The estimated MPG for this case is   b0 + b1 + b3 + b4=29.99

e) Test the null hypothesis that the average miles per gallon of a CCAR driven primarily in the city equals the average miles per gallon of a BCAR driven primarily on the open highway.  (4 points)

We are asked to test:   (0 + (2 = (0 + (1 + (3 + (4

Therefore, the null hypothesis is (2 = (1 + (3 + (4

Using the Wald Test, we reject the null hypothesis (low p-value):

	Wald Test:

	Null Hypothesis:
	C(3)=C(2)+C(4)+C(5)

	F-statistic
	9.150491
	
	Probability
	0.005848

	Chi-square
	9.150491
	
	Probability
	0.002487


The full regression output for this model is (not required):

	Dependent Variable: MPG

	Method: Least Squares

	Sample: 1 30

	Included observations: 30

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	14.19776
	1.095888
	12.95548
	0.0000

	BCAR
	2.126294
	1.414786
	1.502909
	0.1459

	CCAR
	11.77712
	1.470289
	8.010072
	0.0000

	HWY
	10.69838
	1.549820
	6.902983
	0.0000

	BCAR*HWY
	2.967151
	2.000809
	1.482975
	0.1511

	CCAR*HWY
	-1.680919
	2.079302
	-0.808405
	0.4268

	R-squared
	0.931500
	    Mean dependent var
	24.63645

	Adjusted R-squared
	0.917229
	    S.D. dependent var
	7.618307

	S.E. of regression
	2.191777
	    Akaike info criterion
	4.584159

	Sum squared resid
	115.2933
	    Schwarz criterion
	4.864398

	Log likelihood
	-62.76238
	    F-statistic
	65.27325

	Durbin-Watson stat
	2.468790
	    Prob(F-statistic)
	0.000000


Question 4

File “Final_M1_y.wf1” contains an annual time series, Y.  This is a stationary time series.

a) Build a time series model for series Y and report your estimated coefficients below.  (6 points)

The model we report is the simplest one we found.  Acceptable answers varied.  Your answer should have included an evaluation of the correlogram/s (conclusions from spikes or Q-statistics), and a final model where all the coefficients (but the constant) are significant and the residuals are white noise.  Note, that since the questions states that this is a stationary series, it was not necessary to use D(Y) or DLOG(Y).

IDENT Y

	Sample: 1946 1999

	Included observations: 54

	Autocorrelation
	Partial Correlation
	
	AC 
	 PAC
	 Q-Stat
	 Prob

	      . |****** |
	      . |****** |
	1
	0.834
	0.834
	39.680
	0.000

	      . |*****  |
	      . | .     |
	2
	0.698
	0.009
	68.025
	0.000

	      . |*****  |
	      . |*.     |
	3
	0.626
	0.138
	91.285
	0.000

	      . |***    |
	     ***| .     |
	4
	0.429
	-0.433
	102.41
	0.000

	      . |**     |
	      . | .     |
	5
	0.257
	-0.054
	106.48
	0.000

	      . |*.     |
	      .*| .     |
	6
	0.143
	-0.065
	107.77
	0.000

	      . | .     |
	      . |*.     |
	7
	0.047
	0.164
	107.91
	0.000

	      .*| .     |
	      .*| .     |
	8
	-0.062
	-0.153
	108.17
	0.000

	      .*| .     |
	      . | .     |
	9
	-0.135
	0.004
	109.39
	0.000

	      .*| .     |
	      . | .     |
	10
	-0.153
	-0.018
	111.01
	0.000


The ACF is tapering off quickly.  The PACF less cluttered with a large spike at the first lag.  Try AR(1):

	Dependent Variable: Y

	Method: Least Squares

	Sample(adjusted): 1947 1999

	Included observations: 53 after adjusting endpoints

	Convergence achieved after 4 iterations

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	0.470911
	1.492986
	0.315416
	0.7537

	AR(1)
	0.854574
	0.065895
	12.96875
	0.0000

	R-squared
	0.767324
	    Mean dependent var
	1.506820

	Adjusted R-squared
	0.762761
	    S.D. dependent var
	3.017621

	S.E. of regression
	1.469797
	    Akaike info criterion
	3.645132

	Sum squared resid
	110.1755
	    Schwarz criterion
	3.719482

	Log likelihood
	-94.59599
	    F-statistic
	168.1886

	Durbin-Watson stat
	2.206147
	    Prob(F-statistic)
	0.000000

	Inverted AR Roots
	       .85


The coeffcient of AR(1) is significant, but the residuals are not white noise yet:

	Sample: 1947 1999

	Included observations: 53

	Q-statistic probabilities adjusted for 1 ARMA term(s)

	Autocorrelation
	Partial Correlation
	
	AC 
	 PAC
	 Q-Stat
	 Prob

	      .*| .     |
	      .*| .     |
	1
	-0.184
	-0.184
	1.8951
	

	      .*| .     |
	      .*| .     |
	2
	-0.106
	-0.145
	2.5376
	0.111

	      . |***    |
	      . |***    |
	3
	0.445
	0.419
	14.101
	0.001

	      . | .     |
	      . |*.     |
	4
	-0.041
	0.124
	14.203
	0.003

	      .*| .     |
	      . | .     |
	5
	-0.109
	-0.034
	14.928
	0.005

	      .*| .     |
	     ***| .     |
	6
	-0.060
	-0.354
	15.154
	0.010

	      . | .     |
	      .*| .     |
	7
	0.051
	-0.088
	15.318
	0.018

	      .*| .     |
	      .*| .     |
	8
	-0.136
	-0.092
	16.508
	0.021

	      .*| .     |
	      . | .     |
	9
	-0.154
	0.006
	18.076
	0.021

	      . |*.     |
	      . | .     |
	10
	0.068
	0.038
	18.393
	0.031


The ACF has a distinctive spike at the 3rd lag. Try MA(3):

	Dependent Variable: Y

	Method: Least Squares

	Sample(adjusted): 1947 1999

	Included observations: 53 after adjusting endpoints

	Convergence achieved after 11 iterations

	Backcast: 1944 1946

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	0.163123
	1.220469
	0.133656
	0.8942

	AR(1)
	0.775552
	0.076168
	10.18207
	0.0000

	MA(3)
	0.931756
	0.028875
	32.26834
	0.0000

	R-squared
	0.899603
	    Mean dependent var
	1.506820

	Adjusted R-squared
	0.895587
	    S.D. dependent var
	3.017621

	S.E. of regression
	0.975083
	    Akaike info criterion
	2.842351

	Sum squared resid
	47.53936
	    Schwarz criterion
	2.953877

	Log likelihood
	-72.32229
	    F-statistic
	224.0116

	Durbin-Watson stat
	1.985150
	    Prob(F-statistic)
	0.000000

	Inverted AR Roots
	       .78

	Inverted MA Roots
	   .49+.85i
	   .49 -.85i
	      -.98


Both coefficients are significant and the residuals are white noise (on the next page).  Thus, are model is LS Y C AR(1) MA(3).

	Sample: 1947 1999

	Included observations: 53

	Q-statistic probabilities adjusted for 2 ARMA term(s)

	Autocorrelation
	Partial Correlation
	
	AC 
	 PAC
	 Q-Stat
	 Prob

	      . | .     |
	      . | .     |
	1
	-0.042
	-0.042
	0.0966
	

	      .*| .     |
	      .*| .     |
	2
	-0.087
	-0.089
	0.5284
	

	      . | .     |
	      . | .     |
	3
	0.038
	0.030
	0.6111
	0.434

	      . | .     |
	      . | .     |
	4
	0.028
	0.024
	0.6584
	0.719

	      . | .     |
	      . | .     |
	5
	-0.056
	-0.048
	0.8478
	0.838

	      . |*.     |
	      . |*.     |
	6
	0.082
	0.082
	1.2632
	0.868

	      . | .     |
	      . | .     |
	7
	-0.020
	-0.025
	1.2887
	0.936

	      .*| .     |
	      . | .     |
	8
	-0.068
	-0.055
	1.5920
	0.953

	      **| .     |
	      **| .     |
	9
	-0.216
	-0.232
	4.6896
	0.698

	      . | .     |
	      . | .     |
	10
	0.049
	0.014
	4.8501
	0.773

	      .*| .     |
	      **| .     |
	11
	-0.171
	-0.209
	6.8840
	0.649

	      . | .     |
	      . | .     |
	12
	0.018
	0.021
	6.9082
	0.734


b) Forecast values of Y for 2000 through 2005 and report below your forecast values.  (4 points)

We expanded the data sat and then forecasted for the desired period:
EXPAND 1946 2005
SMPL 1946 2005
FORECAST for 2000 2005

	year
	YF

	2000
	-1.747705

	2001
	-1.351491

	2002
	-2.315037

	2003
	-1.758819

	2004
	-1.327443

	2005
	-0.992888


c) Using your result in part (a), test whether the same model is appropriate for the period from 1946 through 1980 as for the period from 1981 through 1999.  Use a 5% significance level.  (4 points)

We performed the Chow Breakpoint Test, where the null hypothesis is that the models are the same.  

SMPL 1946 1999

BREAK 1981

	Chow Breakpoint Test: 1981 

	F-statistic
	1.919955
	    Probability
	0.139233

	Log likelihood ratio
	6.126971
	    Probability
	0.105594


Based on the results of the test (high p-value), we cannot reject the null.

Question 5

File “Final_M1_er.wf1” contains an actual exchange rate series.  Do you think this is a stationary or a non-stationary series?  Explain your reasoning.  (6 points)

If we plot the series (PLOT ER) we can see an upward trend, which suggests non‑stationary series:
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Our assessment is confirmed based on the correlogram (IDENT ER), since it features an ACF that trails off very slowly and a spike at first lag of PACF:

	Sample: 1973:01 1999:11

	Included observations: 323

	Autocorrelation
	Partial Correlation
	
	AC 
	 PAC
	 Q-Stat
	 Prob

	       .|********
	       .|********
	1
	0.989
	0.989
	319.15
	0.000

	       .|********
	       .|.      |
	2
	0.979
	-0.020
	632.27
	0.000

	       .|*******|
	       .|.      |
	3
	0.967
	-0.018
	939.26
	0.000

	       .|*******|
	       .|.      |
	4
	0.956
	-0.009
	1240.1
	0.000

	       .|*******|
	       .|.      |
	5
	0.945
	-0.013
	1534.7
	0.000

	       .|*******|
	       .|.      |
	6
	0.933
	-0.003
	1823.2
	0.000

	       .|*******|
	       .|.      |
	7
	0.922
	-0.002
	2105.7
	0.000

	       .|*******|
	       .|.      |
	8
	0.911
	0.009
	2382.4
	0.000

	       .|*******|
	       .|.      |
	9
	0.900
	-0.008
	2653.3
	0.000

	       .|*******|
	       .|.      |
	10
	0.889
	0.001
	2918.5
	0.000

	       .|*******|
	       .|.      |
	11
	0.878
	-0.004
	3178.2
	0.000

	       .|*******|
	       .|.      |
	12
	0.868
	-0.002
	3432.3
	0.000
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