9 Maitrix Algebra and Determinants Fall 2003

This section summarizes severd useful definitions and rlationships for matrix adgebra,
and discusses the implementation of matrix operations with Maple.

In generd, derivations are not included with this summary. If you need to review the
basics of matrix agebra, we recommend Edwards and Penney Differential Equations
and Boundary Value Problems 2nd ed., Section 5.1, pp. 284-290.

Review of Matrix Operations

A matrix isarectangular array of numbers or expressions, which are referred to asthe
elements of the matrix. Mogt of the gpplications of matrix dgebrain physcs use elther
matrices that are square, i.e., that have the same number of rows as columns, or matrices
that have only asingle row or asingle column. We I confine our attention to these kinds
of matrices. The number of rows or columns of asquare matrix is cdled the order of the
matrix. Inthese notes, a sguare matrix will usudly be denoted by a boldface Roman
capitd |etter, and a matrix with one column by a boldface Roman lowercase | etter.

When the dementsof amatrix A arewrittenas A;j, thefirstindex (i) isalwaysthe
row number and the second (j) isalways the column number. For amatrix of order n,
theindices i and | areintegersthat eech rangefrom 1 to n. A matrix A with two

A, Azj_

rows and two columns might bewrittenas A = [
Ay Ay,

Addition and Scalar M ultiplication

The sum of two matrices A and B isdenoted by A + B. Two matrices can be added
only when they have the same number of rows and the same number of columns. When
they do, thematrix C = A + B isobtained by adding corresponding eementsof A and
B. Thatis, Cij; =Aj; + Bj;. Addition of matrices obeys the commutative and
associativerules: For any matrices A, B, and C,

A+B=B+A and (A+B)+C=A+(B+C) D
A matrix A canbemultiplied by ascdar ¢. The product cA isobtained by
multiplying every dement of A by c. Thatis, (CA)i; = cAj;. Multiplication of amatrix
by ascdar obeys the commutative and digtributive rules. For any matrices A and B
and any scdars ¢ and d,

cA = Ac, c(A+B)=cA+cB, and (c+ d)A =cA + dA. 2
The vector difference A - B isdefined as

A- B = A+(-B) = A+ (- 1DA. 3
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Multiplication of Two Matrices

The product of two matrices A and B isancther matrix C. The operation is denoted as
C=AB. (4)

The product is defined only when the number of columnsof A isequd to the number of
rowsof B. Inthat case thedementsof C are defined as

G :én AcBy; - ©)

That is, the (i,j) dementof C isobtaned by multiplying eech dement inthe i'th row
of A by the corresponding eement inthe j'th columnof B, andadding. If A and B
aresquare 2° 2 matrices, then

Cll Cle - (AilBll + AlZle AllBlZ + AiZBZZ]

Cu Gy AuBy + AB, AB, + ARBy

We invite you to check thiswith the generd definition given by Eq. (5).

C = AB, (

The product of a square matrix with a snge-column matrix is a sngle-column meatrix.
Matrix multiplication obeys the associative and didributive rules; for any matrices A,
B, and C,
A(BC) =(AB)C and ([B+C)=AB+AC (7)

But in generd matrix multiplication does not obey the commutativerule. That is, in
gened AB ! BA. (InEq. (6),if theA's and B's areinterchanged, the result is quite
different from the origind.)

Exception: The product of two matrices whose only nonzero eements are onthe main
diagond (cdled "diagonal matrices") is commutetive.

Theidentity matrix (also caled unit matrix), denoted by 1, isasguare matrix with 1'son
the main diagond and zeroes everywheredse. For 2~ 2 matrices, the identity metrix is

1 0
|_(O lj. ®

Thismatrix has the property thet for any matrix A, 1A =Al =A.
The elements of the identity matrix are the Kroneker deltar |, = d,; , where

i ij?
d; =1 wheni=], d; =0 when i1 j. 9
Theinverse of amatrix A, denoted by A™, isamatrix such that
AAT=ATA=.

Not every matrix hasaninverse. A matrix having no inverse (i.e, amatrix A for which
Al doesnot exist) is caled asingular matrix.
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M eaning of Matrix Product

Hereisanexample, usng 2~ 2 matrices, of the motivation for defining the product of
two matrices as we have donein Egs. (5) and (6),. (The discussion can be generdized
eadly to square and single-column matrices of any order.) Suppose two (or more)
vaiables y; and y, arerelated to two (or more) other variables x; and x> by alinear
trandformation in the form

Vi = Aux t ALX,

Y, = A+ AL

where the A's are constants that describe the transformation. We define the matrices

m y:(yl) A:[Al AZJ_ e m:(ﬁh Am](xl}m)
X, Y2 Ao Ay, Y2 Ao Py \ %

The transformation can then be written compactly in matrix languageas  y = AX.

(10)

A second linear transformation relatesthe y's to athird set of variables, the Zs:
z =Byy, + By,
z, = Byy, + ByY,,

We define

z:(zlj, B :(B“ Blz]. Then (lez(B” Blzj(yl] or z= By. (13)
ZZ BZl BZZ 22 BZl BZZ y2

These two transformeations can be combined into asingle transformation from x to z

RN »

How arethedementsof C rdated to thedementsof A and B? Theanswer isthat C
issmply the matrix product of B and A, inthat order:

C, Co) _ (By Bu)[AL AL . )
(021 sz] ) [Bm BZZJ(AM Azzj’ orSmply.  =BA (15

The essentid point is that the matrix product BA isdefined so that the matrices
representing linear transformations combinein thisway. We invite you to verify that
the two successve transformations described above are produced by the matrix

Cll ClZ) — [Bll'Ail + BlZ 'Aﬁl BllAZ + BlZAZZJ
C:21 C22 BZl'Ail + BZZAZl BZlAZ + BZZAZZ .

and that thisis the matrix product BA, asgiven by Egs. (5) and (6) (withthe A's and
B's interchanged).

(12)

C=BA, or [ (16)

Note that multiplication of matricesisin generd not commutative; if the two linear
transformations are carried out in the reverse order, the results are different.
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Determinants and Linear Equations

The set of equations

a,y, +a,y, =h
ayy, Y, = b

arereferred to asa set of simultaneous linear equations for the two unknowns y; and Y.
Itisassumed that dl the a's and b's are known. (In this discusson we will assume that
the number of equationsis the same as the number of unknowns, in this case, two.) The
solution of these equations, that is, thevaluesof y; and y» that satisfy these equations,

is given (except for some specia cases to be discussed later) by

(17)

h a, a, b
Q a22 aZl bZ
= , =1l 18
" lan A | aw (18)
2, &, ,
The determinant | 2| is defined as
a'21 a22
a, a,
= - : (19)
o o] = P

and the other determinants are defined amilarly.

The diagram shows a scheme for evduating 2~ 2
determinants. Multiply the elements dong each diagond and
add the results, with the indicated signs.

11 12

21 22

If there are three Smultaneous equations for three unknowns, the corresponding
expressons are:

a,y, ta,y, tagy, =b,
ayy, +a,y, tay; = b, (20)
ayY, t Y, ta,Y, = by,
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b.L a12 a13 all bl a13 a'.Ll a:|.2 bl
b2 a22 a23 aZl bZ a23 a21 a22 b2
— b3 a32 a33 — aSl bB a33 — a31 a32 b3
"y A, Al T Pu A @ 0 [ & @ ()
a21 a22 a23 a21 a'22 a23 a21 a22 a23
a31 a32 a33 aSl a'32 a33 aSl a32 a33
a; &, a3
The 3" 3 determinant |a,, a,, @a,,| isdefinedas
a31 aSZ a33
&, &, a;
Ay By gl T Q4855 t A58, 338,85, - Q3858 - Ayy8h8y, - A8
A 8, 8y (22)

The diagram shows a scheme for evduating a
3~ 3 daeminant: Multiply the dements
along each diagond line and add the reaults,
with the signs asindicated. Y ou should check
to verify that this process |eads to the sum of
six products of a's given above.

This formulation can be extended to any number n of smultaneous equations with an
equa number of unknowns, and agenerd n” n determinant can be defined. Genera
methods for evauating a determinant of any order are given in the section of Edwards
and Penney cited above. We won't discuss this generdization further in these notes. But
note that a determinant is always a sngle number, not an array of numbers, even though
it is computed from an array of numbers.

Particular Cases

1) If the determinant in the denominator of the expressions for the y's isnot zero, and
if & least one of the b's isnon-zero, then the above equations have exactly one solution,
that is, one set of y's that satisfy al the equations. This solution is said to be unique.

2) Ifall the b's are zero, the equations are said to be homogeneous because each term
in every equation contains exactly one of the y's. In this case, the equations always have
thesolution y, =y, =y, = --- =0. Thisiscaled atrivial solution. If the

denominator determinant is not zero, thisisthe only solution of the set of equations.

3) Ifdlthe b's are zero and the denominator determinant is zero, the set of equations
has infinitdy many solutions. That is, a set of simultaneous homogeneous linear
equations has non-trivial solutions if, and only if, the denominator determinant in the
above expressionsis zero.
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Summary of Matrix Definitions

For any square matrix A:

Symbol Term Definition

Al inverse AA T =AA=].

AT or A transpose I nterchange rows and columns. (AT)ij =A
At or A" daoint I nterchange rows and columns and take complex

conjugate of each ement (dso cdled Hermitean

*

conjugate or Hermitean transpose). (A")ij=Aji -

A symmetric matrix isonefor which A = AT,

A skew symmetric (or antisymmetric) matrix isonefor which A =- AT,
Anorthogonal marix isonefor which ATA=AAT =1, or AT =A%

A Hermitean marix isonefor which A =A". (l.e,itissdf-adjoint.)

A unitary marix isonefor which A*fA=AA*=1, or A"=A"L

A unimodular matrix isonefor which |A| = 1.

A singular matrix is one with determinant zero:  |JA| = 0. Such amatrix has no inverse.

Summary of Matrix Properties

Addition of matrices obeys the associative and commutative rules.
Multiplication of amatrix by a scdar obeys the distributive and commutative rules.

Multiplication of matrices obeys the associative and didtributive laws, but in generd it
does not obey the commutative law. Exception The product of two matrices that have
only diagond edements (caled "diagonal matrices’) iscommutetive.

The identity matrix (or unit matrix), denoted by |, isasguare matrix with ones on the
diagond and zeros everywhere else. The dements of the identity matrix are the
Kroneker deltac 1 =d;;. For any marix A, 1A=Al =A.

The inverse of aproduct of any number of matrices equals the product of theinversesin
thereverseorder: (ABC)'=C !B !A1,

The trangpose of a product of any number of matrices equas the product of the
transposssin thereverse order: (ABC)T = C'BTAT. Also, (ABC)" = C'B*A*.

The determinant of a product of matrices equas the product of the determinants of the
matrices  [ABC| = |A] §B|AC]
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Matrix Algebra with Maple

Maple has many useful cagpabilities for matrix dgebra Mogt of them areincluded in a
package called “Linear Algebra” Aswith other packages you have used (such as plots
and DEtools), this has to be loaded explicitly before you can do anything else. To do
this, enter the command with(linalg); This package contains an enormous repertoire of
over 100 functions, only afew of which we need to usein this course. If you end
with(linalg) with asemicolon, Maple ligsthem dl on the screen. You'll soon tire of this;
when you do, end the command instead with a colon insteed of asemicolon; this loads
al the same functions but suppressesthe ligt.

Entering a Matrix

There are severd ways to enter amatrix into a Maple worksheet. They al start with the
word matrix. Oneway isto specify the number of rowsand number of columns (aways
in that order), followed by alist of elements of the matrix, enclosed in square brackets.

For example, the command matrix(3,3, [1, 2, 3, 3, 4, 5, 5, 6, 9]); producesamatrix
with three rows and three columns, with the ementsfilled in by rows from left to right

If you want to cdll thismatrix A, then use

(o2 NF - \V]
©O© o1 W

1
and then from top to bottom: 3
5

A :=matrix(3,3,[1, 2, 3,3, 4,5, 5, 6, 9));

An dternative isto designate each row of the matrix as alist, and the entire matrix asa
list of lists(i.e, alist of therows). In this case the numbers of rows and columns are
determined by the lists and don't have to be entered explicitly. In the above example, we
coulduse A :=matrix([[1, 2, 3], [3, 4, 5], [5, 6, 9]]); Note the commas and the
nested square brackets.

After amatrix has been entered, individual eements can be changed. For example, to
change the dement in the third row and second column of A from 6 to 8, enter
A[3,2] := 8; Thento redisplay the matrix, enter evalm(A);

Note: Youll be usng severd Maple commands for which the output is a matrix but for
which Maple doesn't  display the matrix explicitly. To display it, enter the command
evalm(...), with the gppropriate expression insde the parentheses. "evalm™ isof
course an abbreviation for "evauate matrix."

We often think of amatrix with only one row or one column as avector. However,
Maple treats vectors and matrices somewhat differently. For our purposes, it is usualy
best to think of vectorsas one-column or one-row matrices (with two indices).
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Matrix Addition

Two matrices can be added only when they have the same number of rows and the same
number of columns. When they do, we just add corresponding dements. That is, if

A +B=C, then Aj + Bjj = Cjj. Thematrix difference A - B isdefined as

A- B=A+ (- 1)B. TheMagplecommandsare C := A + B; forthesum; C := A- B;
for the difference.

Multiplication by a Scalar

When amatrix is multiplied by ascdar, each dement of the mairix is multiplied by the
scdar. Mapleuses * for thisoperation. For the matrix A above, we could write

B := 2*A; When we do this, Maple just repests the command; it doesn’t show us the
result. To digplay the resulting matrix, we use the command evalm. Thus evalm(B);
or evalm(2*A); displaysthe actud matrix result. The scaar multiplier can be a number
or any scaar function or dgebraic expression.

Multiplication of Two Matrices

The product of two matrices is denoted in Maple by the specid symbol &*, with no

gpace betweenthe & andthe *. (Notethat &* isthe shift of two adjacent keyson the
top row of the keyboard.) If we have defined matrices A and B as described above, the
product isdenoted as C := A &* B; Maple does not display thematrix C but Imply
repesats the operation, asit did with multiplication by ascdar. Todisplay C, use
evalm(C); or evalm(A &* B); Remember that matrix multiplication isin generd not
commutative, A &* B; isdifferent from B &* A; Thusyou shouldn’'t expect Maple to
understand an expresson suchas A*B (where A and B are matrices), and it doesn't.
An exception isthe case of multiplication of amatrix suchas A by itsdf. Inthat case
Maple does accept the expresson A* A.

Inverse of a Matrix

Theinverse of amatrix A isusualy denoted by A~ The Maple command is
inverse(A); Orwecangiveitaname B :=inverse(A); Thenwe can check whether B
redly istheinverseof A by computing B &* A and A &* B and verifying thet the
result in each case isthe identity matrix (or unit metrix). Once again, you need to use the
command evalm(B &* A); to digolay theresult. If amatrix has zero determinant, it is
said to be singular; such amatrix hasno inverse. In tha case, when you try to find the
inverse, Maple gives you an error message.

If you need to enter the identity matrix as part of an expression, the Maple notation is
&*() Thisseems complicated, but note that it’s just the shift of four successive keysin
the top row, soit'sjust like playing a scade on the piano. Note that you can't use | for
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the identity matrix because Maple dready uses | astheimaginary unit, | = /- 1. If
you want to use a more intuitive notation for the identity matrix, such as ID, then
include the command alias(ID = &*()); at the beginning of your worksheet. For more
information on aiases, read the help file ?alias.

Transpose of a Matrix

Thetranspose of amatrix A isamatrix with the rows and columns of the original matrix
interchanged. 1t is denoted in various ways, two commonwaysare AT and A. The
Maple command for the transpose of A is transpose(A);

When the dements of amatrix are complex, it is sometimes useful to consder a matrix
with rows and columns interchanged from the origind matrix, and with each dement
replaced by its complex conjugate. Thisisdenotedas A or A*. It goes by various
names, including the adjoint matrix, the Hermitean conjugate, and the Hermitean
transpose. Maple computes this matrix with the command htranspose(A); (Note:
Maple uses a different definition for adjoint; the definition given hereisthe one used in
most physics literature.)

Determinant of a Matrix

The Maple command for the determinant |[A| of amatrix A, is det(A); Oryou can
replace A by any matrix expression, such as det(4*A + B &* C); Remember that the
determinant of amatrix isascalar quantity, a sngle number, function, or dgebraic
expression.
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