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1. Introduction

The purpose of this Reliability Analysis report is to present an analysis of the probability that the MCNAV001 system will successfully complete the DARPA Lunar Grand Challenge.

1.1 Definitions

	Acronym
	Definition

	DARPA
	Defense Advanced Research Projects Agency

	MBARS
	Moon Based Autonomous Robot System

	MCNAV
	Moon Circum-Navigating Autonomous Vehicle

	FMECA
	Failure Mode, Effects and Criticality Analysis

	FTA
	Fault-Tree Analysis

	LADAR
	Laser Detection and Ranging

	FLIR
	Forward Looking Infra-Red

	RTG
	Radioisotope Thermoelectric Generator


2. System Overview

In order to accelerate technology development for a Moon Based Autonomous Robot System (MBARS), DARPA has initiated the Lunar Grand Challenge 2005. Carnegie Mellon University’s MCNAV Team (ESIS 2005 - 17614) has taken up the challenge to design a robot system to achieve the goals of the DARPA contest. 

The challenge is to complete the race route, a total distance of approximately 2826 kilometers (referred to System Assumption) in the least amount of time. The course must be completed in no more than 7 days. The MCNAV must be capable of surviving lunar environmental and terrain conditions and be able to adjust to unforeseen hazards on the lunar surface. 
3. System Reliability
This report consists of a reliability prediction analysis.  A Failure Mode Effects and Criticality Analysis [FMECA] and a Fault-Tree Analysis [FTA] are provided as appendices.
3.1 Reliability Prediction

Compare the predicted values of MTBM/MTBF against the requirements – looking for incompatibilities or areas for improvement.

A desirable reliability measure is a probability of completing the challenge that is as high as possible, yet still achievable.  Reliability is directly correlated to the Mean-Time-Between Failure [MTBF], such that a long time between failures implies a high reliability.  However, the reliability must consider the MTBF over the intended duration of operation.
Assuming an MTBF of more than the intended operating duration does not necessarily lead to a desirable reliability.  For example, assuming the racer has an MTBF of 200 hours and race duration of 168 hours yields an undesirable reliability as follows
:
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This is undesirable since the chances are less than 50% that the racer will succeed, despite that the MTBF would be 20% longer than the race duration.
Similarly, assuming a high reliability may be unattainable.  Assuming a reliability of a one in one-hundred chance of racer failure during the 168 hour race results in an MTBF as follows:


[image: image2.wmf](

)

h

h

R

t

MTBF

e

R

attempts

failures

R

MTBF

t

716

,

16

)

99

.

0

ln(

168

)

ln(

99

.

0

100

1

1

#

#

1

=

-

=

-

=

Þ

=

=

-

=

-

=

-


This corresponds to nearly 2 years of continuous fault-free operation – something not achievable in the MCNAV001 project schedule.  A chart illustrating various reliability rates and the resultant MTBF is as follows:
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Figure 3‑1 MCNAV001 Reliability and MTBF
Note that even a 50% chance of winning requires that the racer be capable of operating fault-free for over 242 hours – which is nearly 1.5 times the duration of the challenge.  A reasonable reliability for the MCNAV001 project is an 80% chance of success, implying a MTBF of slightly more than 1 month of fault-free continuous operation.
From the point of view of system reliability, the MCNAV001 system is represented as a series network of 6 components as follows:
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Figure 3‑2 MCNAV001 Reliability Block Diagram

Each subsystem represents a single point of failure.  Should any one subsystem fail, then the lunar rover will not meet the challenge.  The reliability of the system is dependent upon the reliability of the subsystems.  Assuming that the subsystem reliability is allocated equally across all subsystems, the subsystem reliability is computed from the system reliability of as follows
:
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Thus each component must be able to operate continuously without fault for over 6 months.  If this is possible, then the system will have an 80% chance of success of completing the 7 day mission.

Each subsystem has been analyzed to determine if it is capable of attaining the required subsystem reliability in the subsequent sections.
3.1.1 Chassis

3.1.2 The chassis represents the vehicle structure upon which all other components are mounted.  The chassis will consist of a tubular aluminum frame with a minimum of moving parts.  All welds will be analyzed to determine structural integrity despite the shock and vibration of delivery and operation on the lunar surface.

3.1.3 The reliability (and associated MTBF) of the chassis is believed to be as follows:

3.1.4 
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3.1.5 This corresponds to nearly a year of continuous punishment.  Given the reduced gravity in the lunar gravitational environment, this is believed to be achievable and is nearly twice the reliability as required for the race.
3.1.6 Power Generation

The power generation system is composed of three identical Radioisotope Thermoelectric Generators
 [RTG] such that any two generators in series provide sufficient power for the MCNAV001 system.  From a reliability perspective, the power generation subsystem consists of a network of 3 parallel circuits containing 2 of the RTGs, in series with the wiring and connections between the generators and all other components in the system.  A block diagram of the power generation subsystem is as follows:
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Figure 3‑3 Power Generation Reliability Block Diagram
RTGs are a proven technology having been used in several spacecraft and lunar rovers.  The RTG uses pu-238 fuel pellets with a half life of 87 years.  This property ensures that an RTG can still supply 90% of initial max power output after 5 years of operation.  This well exceeds the 7 days (168 hours) of operation demanded by the mission, as well as the 6 months of MTBF to achieve the desired system reliability.  The RGT does not contain moving parts but instead relies on 72 individual fuel pellets to provide a temperature difference.  The simplicity greatly reduces the potential for failures.  The reliability of the power system rests mainly in the manufacturing quality of the fuel, the generator itself, and the inter-subsystem power distribution connections.  
The wiring component consists of all the interconnections from the generators to the other subsystems.  These connections will employ connectors which are resistant to failure despite shock, vibration and extreme temperature changes for at least 1 year of operation.  A single RTG is known to have a long MTBF which has been proven to be well over 20 years.  
For 7-day duration of the lunar challenge, the reliability of each RTG, and subsequently of the entire power subsystem is as follows:
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Thus, the reliability of the power subsystem is considered more than sufficient to complete the lunar grand challenge.

3.1.7 Environment Sensing

Environment sensing consists of a pair of scanning LADAR sensors as well as a stereo FLIR sensor, all of which provide sensor data into an Object Detection software component.  While it is not required for all the sensors to be working for obstacle detection to occur, several sensors are preferred to permit a greater probability that obstacles within the vehicle trajectory will be detected.  A block diagram of the environment sensing subsystem is as follows:


[image: image9.emf]Scanning 

LADAR

FLIR

Input

Scanning 

LADAR

Output

Object 

Detection

FLIR


Figure 3‑5 Environment Sensing Reliability Block Diagram

A Laser Detection and Range finding [LADAR] sensor
 is a highly accurate instrument for measuring distances to obstacles to within a few centimeters.  However, due to the nature of LASER emission, the sensor is only capable of measuring distance to a single point at a time.  To enable the sensor to scan a 2-dimensional area requires a spinning mirror, and an oscillating actuator.  The mirror deflects the beam along one axis, while the oscillating mechanism rotates the entire instrument along the other axis.  Due to the measurement accuracy of the LADAR, mechanical complexity of the scanning mechanisms, the lunar temperature extremes and radiation hazards, a single scanning LADAR has an estimated reliability of 0.80 over the required 6 months of testing.
A Forward Looking Infra-Red [FLIR] sensor contains an array of micro-bolometers
 on a chip and is used to measure temperature differences.  Similar to visible-light camera technology, a FLIR is capable of sensing an entire 2-dimensional field of view at relatively high-resolution.  To achieve depth-perception requires that two or more sensors be used to obtain multiple-images.  Distances to obstacles are triangulated using differences between simultaneously captured images given the known distance between the sensors.  Due to the mechanical simplicity of FLIR sensors, lunar temperature extremes and radiation hazards, a single FLIR sensor has an estimated reliability of 0.90
Obstacle detection is the act of processing the raw sensor data, and computing an estimation of obstacles which are in the vicinity of the sensors.  Obstacle detection is a probabilistic exercise using Kalman filters
 to compensate for sensor noise.  Due to lunar temperature extremes and radiation hazards to the sensors and the probabilistic behavior of the Kalman filters, obstacle detection has an estimated reliability of 0.95.

The resulting combined reliability of the environment sensing subsystem is as follows:
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Thus, the environment sensing poses a risk to being able to complete the challenge, but can be shown that in combination with the reliability of the other subsystems, is not low enough to cause the total system reliability to drop below 0.80.
3.1.8 Processing

The processing subsystem consists of a set of 4 independent but identical VME CPU boards installed in a VME chassis, which communicate over a shared VME bus.  A block diagram of the processing system is as follows:
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Figure 3‑6 Processing Reliability Block Diagram
The computing system will be shielded from the intense solar radiation on the lunar surface, and will employ a redundant design, such that any VME CPU board will monitor and will restarting a failed subsystem process running on another board.  Due to lunar temperature extremes and radiation hazards to the processing elements over the duration of the challenge, each CPU board and the VME chassis have an estimated reliability of 0.97.

The resulting reliability of the processing subsystem is as follows:
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Thus, the reliability of the processing subsystem is sufficient to complete the challenge.
3.1.9 Navigation

The navigation system reliability is composed of a position estimation components and a path planning component.  The position estimation consists of wheel odometry system, and a Loran-C receiver used in parallel to reduce dead-reckoning error accumulated over the length of the race.  Data from both sensors is supplied to a Kalman filter to correct for imperfections and irregularities in sensor data.  The path-planning component consists of the world model of the environment which includes the lunar terrain elevation and the location obstacles and other hazards.  The world model is loaded with a-priori data prior to launch.  The world model information is updated with environment sensor data during the course of the event.  A block diagram of the Navigation subsystem is as follows:
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Figure 3‑7 Navigation Reliability Block Diagram
Wheel encoders are subject to error due to wheel slip on the uneven lunar surface.  The Loran-C receiver triangulates the vehicle position with respect to transmitters placed at known locations the lunar surface by DARPA.  Due to their mechanical simplicity, over the duration of the race the wheel encoders are expected to have an estimated reliability of 0.98 over 6 months of testing.  Due to the varying terrain features, the Loran-C will not always have a reliable signal, and is expected to have a reliability of 0.95 over 6 months of testing. The Kalman filter is a well known software component has an expected reliability of 0.99 over the same testing period.  The Path planning component will undergo rigorous verification prior to launch, and will contain checksums and various validity checks while in use on the lunar racer, and thus is expected to have a reliability of 0.99.
The resulting combined reliability of the navigation subsystem is as follows:
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Thus, the navigation subsystem reliability is sufficient to complete the challenge.

3.1.10 Mobility / Locomotion

The Mobility / Locomotion subsystem consists of multiple individual wheel motors.  There are a total of 3 drive wheels on the MCNAV001 system.  In the event that any of the drive motors fails, or looses contact with the lunar surface, the other wheels are available to provide locomotion.  A block diagram of the navigation reliability is as follows:
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Figure 3‑8 Locomotion Reliability Block Diagram
Due to lunar temperature extremes, radiation hazards, temperature extremes and the effects of lunar dust, over a period of 6 months, each wheel motor has an estimated reliability of 0.70.

The resulting combined reliability of the locomotion subsystem is as follows:
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Thus, the locomotion subsystem reliability is sufficient to complete the challenge.
Conclusion
Based on the reliability prediction shown above, the expected reliability of the entire system is as follows:
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Thus, it is expected that the MCNAV001 system has better than an 80% chance of completing the race within the 7-day challenge duration.

3.2 APPENDIX A - Failure Mode, Effects and Criticality Analysis [FMECA]
The FMECA is a technique that identifies weaknesses in a product or process. To complete this analysis, a Failure Mode, Effects and Criticality Analysis [FMECA] is as follows:
3.2.1 Define System Requirements

Describe the system in question, the expected outcomes, and the relevant technical performance measures [TPMs].

In order for the vehicle to accomplish the mission within the allowable time the vehicle must complete the course in at least 7 days.  Assuming a reliability of 80% over the 7 day challenge duration requires an MTBF as follows:
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Thus, the MTBF rating for the vehicle is approximately 1 month of continuous fault-free operation.  This rating becomes the technical performance measure [TPM] for correct system operation.  
Allocating the system reliability to all components equally, the MTBF requirement for each subsystem is as follows:
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Thus, due to the serial nature of the system, the TPM for each individual subsystem is an MTBF rating of approximately 6 months of continuous fault-free operation.  Assuming higher system reliability requires component MTBF ratings which are unattainable given project schedule constraints.

3.2.2 Functional Analysis
Define the system in functional terms.

See the System and Software Architecture document for a description of the allocation of requirements to subsystems.
3.2.3 Requirements Allocation
Top-down breakout of system-level requirements.

See the System Capability Requirements & Qualification Method document for a description of the allocation of requirements to subsystems.
3.2.4 Failure Modes
An examination of the system block diagram illustrates the following possible failures:
· Chassis Failure = Loss of chassis integrity during challenge

· Power Failure = Loss of electrical power during challenge
· Mobility failure = Inability for vehicle to move across surface
· Navigation Failure = Inability for robot to compute route over lunar surface
· Environment Sensing Failure = Inability to sense the local environment within the vicinity of the lunar vehicle.

· Processing Failure = Inability of computing system to function
3.2.5 Causes of Failure
Analyze the product to determine the actual cause(s) responsible for failure.  An Ishikawa “cause-and-effect” diagram may prove to be effective.

The failure modes of the system are represented in an Ishikawa (fish-bone) diagram as follows:
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 

[image: image20.emf]Fail to accomplish mission

Fuel 

Exhausted

Obstacle 

Avoidance 

Failure

Wheel/Axle 

Failure

Motor Failure

Mobility

Failure

Processing

Failure

Environment 

Sensing

Failure

Power 

Failure

Defective 

Fuel 

Pellets

Navigation 

Failure

Chassis Failure

Vibration & Shock during delivery

Vibration & Shock during operation

Generator Defect

Wiring Fault

Delivery

Shock & Vibration

Operating

Vibration & Shock 

Sensor Failure

Obstacle 

Detection 

Failure

Delivery 

Shock & Vibration

Operating 

Vibration & Shock 

Thermal

Control Failure

Equipment Fault

Radiation 

Damage

Delivery

Vibration & Shock 

Operation

Vibration & Shock 

Manufacturing

Defect

Thermal 

Control 

Failure

Wiring Failure

Delivery

Vibration & Shock 

Operation

Vibration & Shock 

Environment

Sensing

Failure

Position

Estimation

Error

Loran-C failure

Wheel 

Odometry

Failure


Figure 4‑1 Ishikawa Cause & Effect [Fishbone] diagram

3.2.6 Failure Effects, Severity, Frequency, Detection Means and Probability
Consider the effect of the failure on other elements at same or higher level in the system, and from the system overall.  Identify the seriousness of the effect or impact of a particular failure.  Address the frequency of the occurrence of each individual failure mode.

The severity and frequency of the failures is indicated as follows:

	Value
	Severity
	Frequency

	1
	Minor
	Remote

	2-3
	Low
	Low

	4-6
	Moderate
	Moderate

	7-8
	High
	High

	9-10
	Very-high
	Very-high


Table 4‑1 Failure Severity and Frequency Values
Identify the process controls which may detect the failures.  What is the probability that process controls, design features, verification procedures, etc. detect the potential failures in time to prevent a major system catastrophe?
The severity and frequency of the failures is indicated as follows:

	Value
	Detection Probability

	1
	Very-high

	2-3
	High

	4-6
	Moderate

	7-8
	Low

	9
	Remote

	10
	Absolute certainty of non-detection


Table 4‑2 Failure Detection Probability Values
Identify the critical aspects of the system design in terms of severity, frequency and probability of detection, expressed as a risk priority number (RPN).

The criticality of the risks is expressed as a risk priority number (RPN), computed as:
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A table summarizing the FCEMA analysis is provided in Table 4‑3 FMECA Summary
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6 300


Table 4‑3 FMECA Summary
3.2.7 Recommendation
Based on the above analysis, the following architectural features or additional process steps are recommended:

· The vehicle shall undergo shake testing prior to final delivery
· The vehicle shall undergo radiation exposure testing prior to final delivery

· The vehicle shall undergo temperature testing prior to final delivery
· The vehicle shall perform built-in-self tests prior to operation
· The computing system shall employ redundant watchdogs such that in the event that any one computing system fails, it shall be restarted.
· Multiple wheel motors shall be used in the vehicle design to ensure redundancy of locomotive ability

· Multiple wheel encoders shall be used for position estimation through odometry

· All sensitive electronic components shall be shielded from electromagnetic radiation
· All sensitive electronic components (particularly sensors) shall have temperature controls to ensure operation within sensor environmental limits
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3.4 Fault-Tree Analysis [FTA]

Provide a graphical enumeration and analysis of different ways a failure can occur, with its probability of occurrence.

A summary of the fault tree analysis is as follows:
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Figure 4‑2 Fault Tree Analysis
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� � HYPERLINK "http://en.wikipedia.org/wiki/Kalman_filter" ��http://en.wikipedia.org/wiki/Kalman_filter�
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