
Revenge of the Entropy
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Note we’re working with continuous splits here, which is an interesting problem we 

covered in the last lecture.
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What if points have exactly same classes?  Output whichever is the majority.  If 
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there’s no majority, you could fip a coin, or just pick a “default” class.
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We saw that if we make enough splits, we can pretty much get 100% accuracy (with 
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some exceptions if points of different classes have the same attributes)
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Welcome to the real world, where data is noisy and the answers aren’t in the back 
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of the book.
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This is not only a noise problem, but a matter of sparse data.  Suppose you had one 
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female age 37 with brown hair and a white blood cell count of X and a family history 

of cancer, and she has cancer. Does that mean that any 37-year-old women 

brunettes with wbc count X and a family history have cancer?
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Training and Test sets are a big deal.  You never use all the data to train.  Use some 
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fraction of the data for training, and the other is testing.

When you’re training, you’re automatically going to overfit.  Any data sample will 

have bias and noise.  So you use the test data to test its “real” accuracy.
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Oh hey we have 100% accuracy, awesome!  Oh wait.
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Well this improves our test a little bit, if we try pruning based on our training data 
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(which still has bias)



Prune it a little more and the error is mostly from noise.
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Why is testing usually below training accuracy?  Because the training data is what 
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we’re actually trying to fit on.



20



21



22



This keeps us from going too far down in the tree.
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You need to choose a threshold, which is hacky.
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When reporting accuracy, you’ll still want to use the test set.
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Now here’s a big problem.  How do we decide what “features” to use?
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For example, polynomial fitting.  We could use linear regression, or quadratic, or …
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OR THIS.  AWESOME.
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Of course, there’s a tradeoff between accuracy and simplicity.  Note that on the right 
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we have a lower accuracy.  Chances are we can say that other point is an error, or 

noise, but it’s not always that simple.  Sometimes there’s a big gap in accuracy for 

an only-slightly-simpler model.  How do we decide how complicated we’re willing to 

make it?  For more on this, read the wikipedia article on regularization:

http://en.wikipedia.org/wiki/Regularization_(mathematics)


