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Up until now we cared about the path.  Now we don't.  We're in charge, so we can 
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do that.



Too many configurations to look at them all
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Once we find the best configuration, we don’t really care about the path to the 

solution.
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TSP: You, the salesperson, wants to travel through every city once in the cheapest 
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way possible.

(N-1)!/2 is correct because you don’t care about the starting city (hence (N-1)! 

instead of N!), and you don’t care about the direction (hence the /2)



Configuration: Assignment of true/false to each variable
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Eval: Number of clauses satisfied



Model checking

Mine sweeper

Sudoku

College class scheduling
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NN configurations (One queen per column)
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Eval function is number of ways a queen can attack another queen
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Lots of questions to answer

11



Start at red rectangly thing
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Look at your left neighbor X-1, and your right neighbor X+1 and go whichever way is 

better.

You get stuck in a local optimum, though.  Phooey



Called hill climbing because you always try to go up hill.
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Neighbors could be more than just one left and one right.  You could look much 

further.

Problem, however, is getting stuck in local optimum



For SAT, we could say that neighbors are configurations with one variable changed.
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For TSP, we could say that neighbors are configurations with two edges swapped.



O(N2) neighbors, because there are (n choose 2) possible pairs of edges to swap
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n choose 3 is O(N3) 
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No one likes plateaus
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To get from Xstart to X* you need to first go down…so Xstart is a local optimum
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Memory used: very little...constant amount…pretty much the size of the 
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neighborhood
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One of the best algorithms for SAT
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In this algorithm, you don't always go uphill.  When you randomly pick a variable, it 

could cause you to go downhill!

Xi is a variable in the unsatisfied clause



From Wikipedia (http://en.wikipedia.org/wiki/Simulated_annealing):
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The name and inspiration come from annealing in metallurgy, a technique involving 

heating and controlled cooling of a material to increase the size of its crystals and 

reduce their defects. The heat causes the atoms to become unstuck from their initial 

positions (a local minimum of the internal energy) and wander randomly through 

states of higher energy; the slow cooling gives them more chances of finding 

configurations with lower internal energy than the initial one.
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This temperature stuff is they metaphor-y part.
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alpha < 1
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As t goes down, probability p goes down. And as p goes down you take fewer 

chances.

Stopping condition depends on the problem.
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Energy of the configurations as the algorithm runs
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Start bottom right, end top left.
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“Belongs to S*” just means an optimal solution
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So...if you run an infinite number of iterations you will eventually find the optimal 

solution.  Note…the limit as T goes to 0 does NOT mean T = 0.

Simulated annealing is a useful algorithm that is actually used in real life, unlike 

most things Luis talks about
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Genes are contiguous groups of 1's and 0's
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Ways to do selection
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How to encode configurations as strings of 1’s and 0’s?
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You want things that should stick together to be next to each other in the string



53



54



55



56



57



58



People were extremely excited 20 years ago…not so much now…GA don’t work 
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very well.  But they are cool.

Encoding a problem for a GA is very difficult to do well.

Here's a quote from Russell + Norvig:

"[It] is not clear whether the appeal of genetic algorithms arises from their 

performance or from their aesthetically pleasing origins in the theory of evolution."
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