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I Gosper's Algorithm
"The ultimate goal of mathematicsis to eliminate

al need for intelligent thought™
D. Knuth [ 2, p. 56]

m Introduction

Consider
n
SOEDYI!
k=1
It satisfies to the following recurrence equation for S
SN-SnN-1) = nn!

How to solve it? Using the method of iteration will lead back to the original sum. Fortunately, we
can use asimple relation for afactorial function:

n+D! = (+1)n! = nn! + n!
It follows
nn! = (n+1)!-n!
Therefore,

ikk 1= i((m 1)1 —k!) =
k=1 k=1

21=1)+@!1=2D)+@! =3+ .. (n+D!-n) =+ 1! -1

and we can find a closed form for that sum without solving any recurrence equations.



Gosper's algorithm

m Main ldea

Given

we want to find a new sequence z, such that
S = Zr1— Z ()
If we succeed in finding z then the definite sum can be computed by telescoping
n n
ds&=) (B -2)=tu-2
k=1 k=1
Thus, the problem of summation is reduced to finding sequence z. L et us consider the ratio i and
assume that is arational function:
Z Z 1
o = o ;€W @)

S Zr -z D
%

Thisissoif z isahypergeometricterm. Since (2), we can write
Z = Yk &
where yx € Q(K) isaunknown rational function. Substituting it back into (1)
Sk = Z+1 — L= Y1 S+~ Y Sk
and dividing it by s,

Sk+1
- Yk
S

1= Yk+1

we obtain arecurrence equation for yi, where % € Q(k). The latter must be proved. Indeed,
442 1
S+l _ L2 — L+ _ Ze+1l 7y . c Q(k)

S Zur1 — Z z A1 _
Z

since z is a hypergeometric term. Therefore, we reduce summation problem to finding rational
solutions to

A Yer1— Yk =1
where ay = % is some known rational function. How would you find a rational solution? Would-

n't it be much easier to find a polynomial solution?
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In the next step, we will show that we can simplify the problem further to finding only polynomial
solutions. Assume (thiswill be proven later-!), we can rewrite any rational function in the follow-
ing specia form:

Sk+1 _ Px+1 Ok+1
S Pk Mk+1

& = 3)

where p, g and r are polynomials and
GCD(qk, rk+j) =1, ] € Np.

Next, we define f, such that

Pr+1 Zk+1
fk =
Me+1 Skl
Clearly fy isrational
Z % 1
fk _ Pk+1 +1 _ Pk+1 +1 _ Pk+1 — c Q(k)
Mk+1 Skl Me+1 Zkv2 — Ze+l Mk+1 Zk+1 -1

But we can say more about fy - it isactually a polynomial. Again, thiswill be proven later. Let us
continue with the main idea. Using fx we can rewrite sequence z from (1) as

Mk

Z=— S fier (4)
Pk
and therefore,
Mer1 Mk
S(:Zk+1_Zk: S(+1fk__sf(fk_1
Px+1 Pk
Dividing it by s¢
r r
1= k+l Sk+1 i — 'k fe s
Prk+1 S Px
multiplyingit by pg
Pk Sk+1
pk = — r|(+]_ fk - I’k fk—l
Pr+1

and using (3)
Sk+1 _ Pk+1 Ok+1 Pk Sk+1 _ Ok+1

S Pk Mk+1 Prkr1 S Mk+1

arrive at the following recurrence equation with polynomial coefficientsfor fy
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Pk = Ok+1 fk =k fir (5)

Rememeber, that f, isapolynomial! So, we are interested only in polynomial solutionsto (5). This
can be easily done by using a generic polynomial (what degree-?) with unknown coefficients,
substituting it into (5), equating all coefficients by k to zero to get a system of linear equations from
which we could find coefficents of the original generic polynomial. Once we have f, we get z

I
Z=— & i
Pk
and finally using (1), we find the result of summation.
n n
Ds=) (B -2)=ta-2
k=1

k=1

m Weneed to prove
1. representation (3) awaysexists
2. fyxisapolynomial
3. apriori bound on the degree of fy

Observe, the dgorithmisinvariant to the top limit of summation. Therefore, we say that Gosper's
algorithm is designed for indefinite summation

D=2
k

We define indefinite summation in the following way: given a sequence s, find another sequence
Z such that

S =Z1— & =A%
Note, indefinite summation in the inverse of A. Similar, asintegration isthe inverse of differentia-
tion.

Knowing sequence z it is easy to compute a definite sum:
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m Algorithm for undefinite summation

Tosum
n
PEL PR
k=1 k
1. Compute
S+l
Sk

and verify that it is hypergeometric.
2. Find polynomials p, g, and r suchthat
S+l _ Pk+1 Ok+1

= where GCD(qk, rk+j) =1, _| € Np.

Sk P Tke1
3. Findapolynomial solutionto
Pk = Oks1 f =Tk fia
4. 1f such solution exists, return

Mk
7z =— & fia
Pk

otherwise terminate the algotithm.

m Examplel.

k=0

1. Compute
Sw1  k-n
S 2+k

2. Choose p, q, and r, suchthat

Sk+1 _ Pk+1 Ok+1
S Pk Tk+1

Obviousdly,
Pk =1,
qk+1 = k - nl

,  Where GCD(tk, rwj)=1, j€No.
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ree1 =2+K
3. Findapolynomial solutionto px = Qks+1 fk — r fker whichis
1=(k-n)fy—(k+121) fr_g
The polynomial solution isaconstant fy = ¢
1=(k-nc-(k+1c

1= -nc-c

r
4. Return z = X s fke1 whichis

P«
e f 1+k (=1 (n) (-1 (n)(—l)k+1
N T TR V'S i U9 R

Therefore,

Z”: ( n )(—1)n+2 (n)(—l) 1
k:OSK_ZnH 2% n+1 n+1 0)n+1 n+1

m Example2.

If we generalize the denominator alittle

" ()

Z K+z

k=0

the sum is not computable by Gosper's algorithm. Proveit! Though, there is a closed form solution
for adefinite sum

N (_1\k
Z(ki)z (E): n1+z

SR

m Mathematica session

In this section we provide all steps of Gosper's agorithm the way they can be done in Mathematica.
As an example, we evaluate
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Z(_?k
“ (i)

First we define the summand as a Mathematica function

(-1)k

Bi nomi al [n, k]

s[k_1:=

Then we compute the ratio

s[k+1] /s[k] 7/ Functi onExpand // Sinplify

1+k
k-n

Sinceit's ahypergeometric term, we find atriple (pk, Ok, rk) such that

Sk+1 _ pk+1 qk+1
S Pk Tk+1

plk_1:=1
q[k_] =k
rfk ]:=k-1-n
Verify the polynomial GCD (see the agorithm for that down below)
| Tabl e [Pol ynom al GCD[q[k], r[k+j1]1, {j, O, 15}]
| (1, 1,1, 1, 1, 1,1, 1, 1, 1, 1, 1, 1, 1, 1, 1}
Hereisadifference equation for fy
Pk = Ok+1 fk — Mk fk-a
| prk] =q[k+1]f[k] - r[k]f[k-1]
| 1=-(-1+k-n)f[-1+k]+ (1+k)f[k]

The solution is obvious
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Collect [-(-1+k-n)f[-2+k]+ (1+k)f[k]-212/.f[k_]=a, kK,

‘ Fact or ]

| -1+2a+an

Solving it, wefind a

| Solve[% == 0, a]

and

In particular,

u GCD(qk’ r|(+]) = 1! J € NO'

2

Mk
7z =— fruas
Px

(¥ (D¥k-n-1)

[ o2l

-1  A+EDH(n+D

W

If they are have different degrees, we factor them over rationals and apply the procedure to each
pair of factors. Therefore, we assume that g and r are of the same degree. Let

Consider

From the GCD(GIk, Mkt j) 1

o =ak"+bk" 1+ ...

re=ck"+dk"™+ ..

c N bc N1
—aquCk +;k + .. (6)
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¢ 7
an ke j (7)

Evaluating the right hand side, we obtain
Meej=Ck+ P"+dk+ D"+ .. =ck" + ncjk™ + dk™ 1+ .
Next, we put this and (6), back to equation (7)
bc

ck"+— k"4 L =ck"+ncjk"t+ dk™ 4 L
a

Comparing coefficients by k1, yieldsthe value for |

bc _
— =ncj +d
a

~ bc-ad
= acn

Note, j must be non-negative integer in order for the GCD not to be one. Finally, we have to verify
(why-?)
COk —arj=0
Example.
qlk_1:=5k?+2k+5

rik_1:=5k?-48k + 120
n : = Exponent [q[k], k]

a : = Coefficient [q[k], k, n]

b : = Coefficient [q[k], k, n-1]
c := Coefficient [r[k], k, n]

d : = Coefficient [r[k], k, n-1]
~ bc-ad

b= acn

| 5

| cqrk] -ar[k+j] // Expand

| 0
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Gosper's Algorithm (proofs)
"In thefirst place, the beginner must be convinced
that proofs deserve to be studied, that they have a
purpose, that they areinteresting” -

George Polya

m Weneed to prove.

1. for any rational function

Sl Prrr Okt
S P T
where p, g and r are polynomials. and
GCD(0k, fk+j)=1, je& No.
2. fcisapolynomia
_ Pr+1 A

Mk+1 Sk+1

fi

3. apriori bound on the degree of fy

Pk = Ok+1 Tk = M Tt

m Proof of 1.
L et us choose
Pk=1 Ok=5, andrg=s-1
Scbl Prrt Okt
S B P ka1
If

GCD(qk, rk+j) =1, ] € Np.
thereis nothing to prove. Assume that

GCD(0k, rk+j) =+ 1, forsomejeJ.

We choose new functions Py, Q, and Ry such that



15-355: Modern Computer Algebra 11

I:)k+1 Qk+1 pk+1 Qk+1

I:)k Rk+1 Pk Tk+1

They are
Qk = %, R¢ = LS and Py = px 7k k-1 .. Tk jr s
Tk TTk—j
Simple check
Pl Qirr Pt st Moo Tk-js2 Okt Mhojsl Pret Ord
P« Reai Pk 7Tk k-1 -+ Tk—j+2 Tk—j+1 kel Tkel TP Tk
It followsthen

r .
GCD(Qu, Rkﬂ-):GCD(%, k“)
Tk Tk

Doing thisfor all j € J wefind triples (pk, Ok, rk) we conclude the proof.m

m Proof of 2.

The proof is by contradiction to GCD(dk, fk+j) =1, j € No.. Assumethat fi isrational

a
fk=—, gcd(a, by =1
b

where b, isNOT a constant. Substitute this i into the equation

Pk = Ok+1 fk =Tk fkea

we obtain
Pk = Ok+1 —rkE
b by-1
or (after multiplying by by bx_1)
b br-1 Pk = By-1 Ok+1 A — bi Mk -1 8)
Suppose N isthe largest integer such that (why the largest N exists -?)
ged(by, bin) = o+ 1 9

It follows from (9) that g divides by. Therefore, g divides by,_1 Ok, 1 ax.
gk does not divide ay, because ged(ay, by) = 1
gk does not divide by_1by (9)

thus g divides gx,1 which isthe same as gx_; divides gy
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Gosper's algorithm

It follows from (9) that gx_n_1 divides by_; (by performing ssmple shiftingk - k— N —1). There-

fore, in view of (6) gk_n_1 divides by ry ax_1

Ok_n-1 does not divide by by (9) (N isthe maximum)

Ok_N-1 does not divide ax_1, because otherwise gk would divide ay,n and then

ged(agsn, bren) # 1
thus gk_n-_1 dividesr, which isthe same as gi_; dividesry,n
This contradicts to
GCD(0k, fk+j) =1, je& No.
for j = N.QED

m Proof of 3.

Here we find the upper bound on the degree of fy
Pk = Oks1 f =Tk fia
The equation can be rewritten as

fi + frea fik = frea
+ (Ok+1 +Tk)

Pk = (Ok+1 — k)

Itiseasy to seethat

fi + fea fk — fea
9| = | > deg| =]
becausethe highest degreetermwill be canceledin fy — fi_;.

Whichoneof twotermsintherhsof (10) hasahigher degree?

Casel

If

deg(Gk+1— ) = deg(Ok+1 + M)
then
deg(f) = deg(pk) — deg(Qks+1 — k)

Proof .
Since

fk + fk—l

deg [(QK+1 —Ty) ] > deg [(Qk+1 +Iy)

fk = frea

(10)

]
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the second termin therhd of (10) can be neglected

fk + fk—l
2

Pk = (Ok+1 — k)

Therefore,

fk + fk—l

deg(px) = deg(Oks+1 — k) + deg( ) = deg(Ok+1 — k) + deg(fy)

Thisconcludesthefirst case.
Case?2
If  n= deg(Ok+1 + re) > deg(Oks1 — )
then

b
a) if — isnot negativeinteger
a

deg(fx) = deg(px) —n+1

. 2b. o
b)if — is negativeinteger
a

b
deg(fy) < max[—z*— , deg(pw) —n+1]
a
Proof Let
fu=cCcx KM+ ...

Ok+1 + 'k = ax k" +..., where n= deg(Qus1 + k)

Oee1 — Mk = b K14 L. why (n—1)?
Thenby (10) wehave
2% Cx KM+ ... cx msxk™ly4
Pk = (b* k“‘l+...)— +(@x k" +..)
2 2
Collecting terms
ax m
pk:(b+ )*C*kn+m_l+...

Depending on whether or not Z—ab IS negative, we have two choices. QED
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Not Gosper-summable

k=0
Compute theratio
S+l _ n;
Sk k+1
Obviously
Pk =1,
qk+l =NnN- ka
Mk+1 = k+1

Compute the degree of fy
deg(Ck+1— ) = deg(n—k—k) = 1
deg(dks1 + k) = deg(n—k+k) =0

Thisisthefirst case, therefore
deg(fy) = deg(px) — deg(Ok+1 — k)

deg(fy) = -1

but fy must be a polynomial, thus, the above sum is not Gosper-summable.

Gosper's algorithm
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