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Course Announcements

• Assignment 2 to be released tonight

• Topics for Experimental Evaluation talks will 
also be released tonight
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Goal: Critically evaluate the quality of
an empirically focused ML paper

– Choose a recent ML paper with significant empirical section to read, 
some examples:

ImageNet Classification with Deep Convolutional Neural Networks
Do CIFAR-10 classifiers generalize to CIFAR-10?

– We will provide a list of ~10 papers
• Everyone in subgroup must present a different paper

– Submit a writeup for each presented paper in your subgroup
• What is the general ML problem being studied in this paper?
• What is the purpose / stated goal(s) of the empirical evaluation?
• What are a few positive and/or negative aspects of the experimental 

evaluation?
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https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
https://arxiv.org/pdf/1806.00451.pdf


Goal: Critically evaluate the quality of
an empirically focused ML paper

– 15 min presentation
• General problem (3 mins)

• Experimental setup and results (5 mins)

• Critique setup / results (4 min)

• Questions / discussion (3 min) 

Can be challenging to present!
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Presentation tips

Summary / Experimental Setup  (3 mins). 

• Can’t explain full scientific contributions

• Focus on high-level ideas / providing context

Present/critique the empirical setup / results (9 minutes). 

• Focus first on high-level approach of the empirical evaluations

• Use your judgment to determine what details are needed to 
present your critique

Questions / discussion (3 minutes).

• Ask for audience opinions before stating your own critiques
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Some questions to consider when 
critiquing experimental evaluation
• What is the purpose / stated goal(s) of the empirical 

evaluation?

• Is the experiment design reasonable given the stated goals?

• Are the stated goals achieved?
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Case Study 1
ImageNet Classification with Deep Convolutional Neural Networks
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https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf


Case Study 1
ImageNet Classification with Deep Convolutional Neural Networks

Summary of paper: Largest CNN trained with highly optimized 
GPU implementation gives best result to date on ImageNet 
subsets used in ILSVRC-2010 and ILSVRC-2012 competitions
Few tricks:

– For faster training: ReLU units, local normalization, overlapping pooling

– For preventing overfitting: Data Augmentation and Dropout
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https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
http://www.image-net.org/challenges/LSVRC/2010/
http://image-net.org/challenges/LSVRC/2012/


Case Study 1
ImageNet Classification with Deep Convolutional Neural Networks

Experimental design:

• Top-1 and Top-5 test error rates on ISLVRC-10 (test labels 
publicly available) for their basic CNN

• Top-1 and Top-5 validation and test error rates on ISLVRC-12 
(test labels NOT publicly available) for their basic CNN and 
some variations

• Top-1 and Top-5 test error on Fall 2009 version of ImageNet 
with a variation of their basic CNN
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1.2 million images, 1000 categories Task 1 Classification

https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf


Case Study 1
ImageNet Classification with Deep Convolutional Neural Networks

Experimental results:

Goals achieved: Mostly, only compare 1 task and 1 metric though 
(ISLVRC-10 had a hierarchical metric too that was removed in ISLVRC-12)

More later… 10

https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf


Some questions to consider when 
critiquing experimental evaluation
• What is the purpose / stated goal(s) of the empirical 

evaluation?

• Is the experiment design reasonable given the stated goals?

• Are the stated goals achieved?

• Are appropriate baseline methods considered?
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Baselines are extremely important: 
biased classes

Accuracy of classifier

Mean 
• Classifier 1 92%
• Classifier 2 87%
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Training dataset had 93000 normal patients and 7000 patients 
with cancer



Baselines are extremely important: 
multiple classes

Accuracy of classifier

Mean 
• Classifier 1 52%
• Classifier 2 44%
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Training dataset 10000 images: 2 classes, 5000 images each

Training dataset 10000 images: 10 classes, 1000 images each



Baselines are extremely important: 
regression

Accuracy of regressor

Mean Squared Error
• Regressor 1 25
• Regressor 2 100

Standard deviation of data ~7

MSE vs R2 := 1 – MSE/Variance 

(Fraction of variance explained by predictor) 14



Baselines are extremely important: 
alternative approaches

Simple approaches

- Mean of data

- Unregularized estimate

- Linear predictors

- …

State-of-art approaches

- alternative methods in recent prior work
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Some questions to consider when 
critiquing experimental evaluation
• What is the purpose / stated goal(s) of the empirical 

evaluation?

• Is the experiment design reasonable given the stated goals?

• Are the stated goals achieved?

• Are appropriate baseline methods considered?

• Are appropriate evaluation metrics used?
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Critical to report testing and NOT 
training accuracy
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Regression example: Training R2 0.9 in predicting activity at one brain 
region using activity at another brain region Test R2 0.01

Model fit example: Training likelihood 0.99, Testing likelihood 0.3



Best run test accuracy doesn’t make a 
classifier better

Accuracy of classifier

Average Best run
• Classifier 1 92% 97%
• Classifier 2 87% 100%
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Reusing cross-validation data will not 
reveal test accuracy
• Train K predictors using K-fold cross-validation

• Choose best predictor as one with largest accuracy on cross-
validation data 

• Report its accuracy on cross-validation data as test accuracy
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validation

Run 1

Run 2

Run K

training



Test set accuracy may not reveal 
generalization performance
• Standard test sets often reused over and over by ML 

researchers – may lead to overfitting on test set

• http://gregpark.io/blog/Kaggle-Psychopathy-Postmortem/
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http://gregpark.io/blog/Kaggle-Psychopathy-Postmortem/
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Accessing test data too often can lead 
to overfitting



Test set accuracy may not reveal 
generalization performance
• Standard test sets often reused over and over by ML 

researchers – may lead to overfitting on test set

• Check out The Ladder: A Reliable Leaderboard for Machine 
Learning Competitions [Blum, Hardt, 2015]
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Competitions use 3(4) types of data splits:

1. Training data
(split into training and cross-validation)

2. Public Test/Leaderboard data

3. Private test data



Case Study 2
Do CIFAR-10 classifiers generalize to CIFAR-10?

Summary of paper: Understand the danger of overfitting to 
repeatedly used datasets by creating a new test set of truly 
unseen images similar to CIFAR-10.
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Experimental design:

• Tiny Images dataset of 80 
million 32x32 images

• CIFAR-10 was created from Tiny 
images and consists of 60,000 
images with 10 classes (equally 
balanced)

• Followed “same” procedure (details in paper) to create another 
test dataset of 2000 images with distribution similar to CIFAR-10

https://arxiv.org/pdf/1806.00451.pdf


Case Study 2
Do CIFAR-10 classifiers generalize to CIFAR-10?

Experimental results:
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https://arxiv.org/pdf/1806.00451.pdf


Case Study 2
Do CIFAR-10 classifiers generalize to CIFAR-10?
Experimental results:
• significant drop in accuracy from the original test set to our new test 

set e.g. VGGnet and ResNet dropped from 93% to 85%

• more recent models with higher original accuracy show a smaller 
drop e.g. top model is still a recent Shake-Shake network with Cutout 
regularization (its advantage over other methods such as ResNet
increased from 4% to 8%)

“In spite of adapting to the CIFAR-10 test set for several years, there has 
been no stagnation.” ““attacking” a test set for an extended period of 
time is surprisingly resilient to overfitting.”

HOWEVER “cast doubt on the robustness”
“even in benign settings, distribution shift poses a serious challenge and 
questions to what extent current models truly generalize” 25

https://arxiv.org/pdf/1806.00451.pdf


Some questions to consider when 
critiquing experimental evaluation
• What is the purpose / stated goal(s) of the empirical 

evaluation?

• Is the experiment design reasonable given the stated goals?

• Are the stated goals achieved?

• Are appropriate baseline methods considered?

• Are appropriate evaluation metrics used?

• Do the results account for the inherent uncertainty 
associated with data-driven approaches?
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High mean test accuracy doesn’t 
make a classifier better

Accuracy of classifier

Mean Std Range
• Classifier 1 92% 15% 77-100
• Classifier 2 87% 5% 82-92
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High mean test accuracy doesn’t 
make a classifier better

Accuracy of classifier

Mean Std Range
• Classifier 1 92% 15% 77-100
• Classifier 2 87% 5% 82-92
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High mean test accuracy doesn’t 
make a classifier better

Accuracy of classifier

Mean Std Range
• Classifier 1 92% 15% 77-100
• Classifier 2 87% 5% 82-92
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Case Study 1
ImageNet Classification with Deep Convolutional Neural Networks

Experimental results:
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https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf


Case Study 2
Do CIFAR-10 classifiers generalize to CIFAR-10?

Experimental results:
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https://arxiv.org/pdf/1806.00451.pdf


Accuracy of classifier

Mean Std Range
• Classifier 1 92% 15% 77-100
• Classifier 2 87% 5% 82-92

Purpose often dictates validity of 
classifier
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Which classifier would you choose when recommending 
movies?

Which classifier would you choose when diagnosing serious 
illness?



Accuracy of regressor

MSE
• Regressor 1 25
• Regressor 2 0.0001 Predict proportion of

lead in water

Purpose often dictates validity of 
regressor
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Accuracy of regressor

MSE Task
• Regressor 1 25 Predict age of a person
• Regressor 2 0.0001 Predict proportion of 

lead in water

MSE vs. MAE
Units important

Purpose often dictates validity of 
regressor
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Some questions to consider when 
critiquing experimental evaluation
• What is the purpose / stated goal(s) of the empirical 

evaluation?

• Is the experiment design reasonable given the stated goals?

• Are the stated goals achieved?

• Are appropriate baseline methods considered?

• Are appropriate evaluation metrics used?

• Do the results account for the inherent uncertainty 
associated with data-driven approaches?

• Are the written discussions and conclusions corroborated 
by the actual empirical results?
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Interpreting ‘correct’ results correctly 
is important too
• Confounding variables

Given data from a surveillance camera, an 
ML algorithm could predict with high 
accuracy when a subway is busy. Hence, it 
has learnt to detect crowd. 

Given images of US and Russian tanks, an 
ML algorithm could classify them with 
high accuracy. Hence, it learnt to 
distinguish between their salient 
capabilities. 
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Interpreting ‘correct’ results correctly 
is important too
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Automated Inference on Criminality 
using Face Images
ML algorithms can classify criminals based 
on face images. “… find some 
discriminating structural features for 
predicting criminality, such as lip 
curvature, eye inner corner distance, and 
the so-called nose-mouth angle ….”

Deep Neural Networks Are More 
Accurate Than Humans at Detecting 
Sexual Orientation From Facial Images
“We show that faces contain much more 
information about sexual orientation than 
can be perceived and interpreted by the 
human brain.”

https://arxiv.org/abs/1611.04135v1
https://www.gsb.stanford.edu/faculty-research/publications/deep-neural-networks-are-more-accurate-humans-detecting-sexual


Interpreting ‘correct’ results correctly 
is important too
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• Correlation vs Causation



Some questions to consider when 
critiquing experimental evaluation
• What is the purpose / stated goal(s) of the empirical 

evaluation?

• Is the experiment design reasonable given the stated goals?

• Are the stated goals achieved?

• Are appropriate baseline methods considered?

• Are appropriate evaluation metrics used?

• Do the results account for the inherent uncertainty 
associated with data-driven approaches?

• Are the written discussions and conclusions corroborated by 
the actual empirical results?

• Are the empirical results reproducible?
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Can experiments be reproduced?

• All model choices mentioned? 
– Model family, Step-size, batch-size, initialization, order 

of cross-validation, training/validation/test/hold-out 
set size, …

• Experimental platform details? 
– Which GPUs, CPUs, memory, …

• Data and code availability?
– Random seeds?
– Is code itself deterministic given random seeds?
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Case Study 1
ImageNet Classification with Deep Convolutional Neural Networks

+ Details of implementation 

+ Dataset public

+ Implementation public 

http://code.google.com/p/cuda-convnet/
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https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
http://code.google.com/p/cuda-convnet/

