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Bioimage Data Analysis (II): Point Feature Detection
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Image Feature Detection

- Point/particle features: diffraction-limited features
- Line/curve features
- Region/blob features
- Feature detection is often the first step in image data analysis.
Feature Detection: Points/Particles

Fluorescent speckles in a Xenopus extract spindle

Vesicles transported in a Drosophila motor neuron
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Point Feature Detection (I)

• In bioimaging a point is more often referred to as a particle or a single particle. Point detection is also referred to as "(single) particle detection".

• Some research articles use "particle detection" and "particle tracking" interchangeably. This may cause confusion.

• Detection of point features is particularly important for bioimage analysis because a wide variety of cellular structures are diffraction limited and appear as particles.
Point Feature Detection (II)

• What information is extracted from feature detection:
  - point position: sub-pixel resolutions are often required.

  - point intensity: may contain information about the number of molecules within the diffraction limit.

• The main purpose of point detection, and bioimage analysis in general, is to get accurate and precise measurements.
Microscope Camera Pixel Size Calibration

- **Example: Photometrics CoolSnap HQ2**

- Image features are first measured in pixel coordinates

\[
\tilde{p} = \frac{M \cdot x}{y}
\]

- \(x\): actual feature length
- \(y\): measured feature length (in pixel)
- \(p\): pixel size
- \(M\): magnification
Pixel Resolution Limit in Point Detection
Application: Axonal Cargo Transport

Movie S1

To cell body  APPYFP movement  To synapse

900 microns from cell body
Particle Detection Result
What is a Particle?

• ONE perspective: A point/particle is a local intensity maximum whose level is substantially higher than its local background.
Analysis Procedure of Particle Detection

1. Raw image
2. Low pass filter for noise suppression
3. Local maximum $I_{\text{max}}$ search
4. Local background $I_{\text{BG}}$ search
5. Is $I_{\text{max}}$ significantly higher than $I_{\text{BG}}$?
   - YES: Record a detected particle
   - NO: Go back to step 2
Step 1: Low Pass Filter (I)

- The Fourier transform of a Gaussian kernel is Gaussian.

\[
\frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{x^2}{2\sigma^2}} \xrightarrow{F} \frac{e^{-\sigma^2\omega^2}}{\sqrt{2\pi}}
\]

- Impact of \( \sigma \) selection

- A small \( \sigma \) allows weaker features to be picked up but at the expense of more false positives.

- A large \( \sigma \) selects strong features but at the expense of more true negatives.
Step 1: Low Pass Filter (II)

- Impact of $\sigma$ selection
  - Applying a $\sigma$ that is too large will cause substantial shifting and merging of features.
  - Applying a $\sigma$ that is too small cannot effectively suppress noise.

- Using a small $\sigma$ is usually preferred.

- A commonly used strategy is to set $\sigma$ as a third of the Rayleigh limit.

$$3\sigma = \frac{0.61 \cdot \lambda}{NA}$$

Step 2: Local Maximum Detection

- A local maxima has an intensity that is no less than those of its neighbors.

- Large masks give more stable results but lower detection resolution.
Step 3: Local Background Detection

- A local minima has an intensity level that is no higher than those of its neighbors.

- Local background is detected through detection of local intensity minima.
Step 3: Establishing Corresponding Between Local Maxima and Local Minima

- Different approaches can be used to establish correspondence between local maxima and local minima.
  - Nearest neighbor
  - Delaunay triangulation
Delaunay Triangulation

- For a given set of points in a plane, its Delaunay triangulation satisfies the condition that every circumcircle of a triangle is empty.

- Some nice properties of Delaunay triangulation
  - It favors large internal angles.
  - It links points in a nearest neighbor manner.

http://www.cs.cornell.edu/home/chew/Delaunay.html
Step 4: Statistical Selection of Features

\[ I_{\text{max}} - I_{BG} \geq Q \cdot \sigma_{\Delta I} \]

\( Q \): selection quantile
Introduction to the t-distribution

• For a normally distributed variable $x \sim N(\mu; \sigma)$, the mean of $n$ samples follows a normal distribution

\[
\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \sim N\left(\mu, \frac{\sigma}{\sqrt{n}}\right)
\]

• The normalized

\[
\frac{x - \mu}{\sigma / \sqrt{n}} \sim N(0,1)
\]

• When we substitute standard deviation for $\sigma$, we get the t-distribution with $n-1$ degrees of freedom

\[
\frac{x - \mu}{s / \sqrt{n}} \text{ where } s = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2}
\]
A Review of Two Sample t-test

- Two sample t statistic
  \[ t = \frac{(\bar{x}_1 - \bar{x}_2) - (\mu_1 - \mu_2)}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}} \]

- Two-sample t-test
  \[ t = \frac{\bar{x}_1 - \bar{x}_2}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}} \]
Feature Intensity Measurement

• Intensity calculation with background subtraction

\[
I_{\text{net}} = I_{\text{max}} - \frac{1}{N} \sum_{i=1}^{N} I_{BG}^i
\]

\(N\): number of local minima used to calculate background

\(I_{\text{net}}\): net intensity
Camera Noise Model

- **Signal** \[ S = I \cdot QE \cdot T \]

- **Signal shot noise** \[ N_{\text{shot}} = \sqrt{S} \]

- **Camera noise** \[ N_{\text{dark}} = \sqrt{D \cdot T} \quad N_{\text{dark}} = \sqrt{N_{\text{read}}^2 + N_{\text{dark}}^2} \]

- **Total noise** \[ N_{\text{total}} = \sqrt{N_{\text{shot}}^2 + N_{\text{read}}^2 + N_{\text{dark}}^2} \]
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Open Source & Reproducible Research

An article about computational science in a scientific publication is not the scholarship itself, it is merely advertising of the scholarship. The actual scholarship is the complete software development environment and the complete set of instructions which generated the figures.
—D. Donoho (http://www-stat.stanford.edu/~donoho/)

• Jon Claerbout is often credited as the first who proposed reproducible research.

• There are challenges. But these challenges can be overcome.

• Methods for public-funded biological studies should be open-source.

http://reproducibleresearch.net/index.php/Main_Page
http://sepwww.stanford.edu/data/media/public/sep/jon/
Open Source & Reproducible Research (II)

- Current literatures of image processing and computer vision often are formulated mathematically and do not provide source code.

- Challenges
  - implementation (numerical issues)
  - parameter tuning
  - robustness a major performance issue
Some General Comments

• It is possible but limiting to consider bioimage analysis as just another application.

• Excellent research opportunities in bioimage informatics

• Challenges
  - Solid training in image processing and computer vision
  - Interdisciplinary background and thinking
    - For identifying and solving problems
    - For collaboration
Questions?