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1. INTRODUCTION

Data is often provided as a finite set of points embedded in Euclidean space. In many applications, we have reason to believe that these data points are generated from a distribution with support over a manifold, rather than from a distribution with support over all of $\mathbb{R}^n$. In many applications, the shape of interest is a low dimensional submanifold embedded in a higher dimensional space; we refer to this assumption as the manifold assumption. A natural question to ask under what conditions can we reconstruct the manifold.

Unfortunately, fully reconstructing a submanifold is not directly within the realm of what is possible now. Although it is true that if we have a manifold that is sampled densely enough, that we can construct a triangulation of the data points that will triangulate the manifold, we have no reason to believe that the triangulation will preserve any of the geometric properties of the underlying manifold in the presence of any noise. Topological statistics and inference has been studied extensively over the past decade; unfortunately, however, geometric inference has not been studied nearly as much. I believe that the main reason that topological inference has gained so much momentum, while geometric inference has not, is due to the fact that when we only care about recovering the topological properties we can strongly reason about the noise and show that the topological properties of the manifold are robust to noise. On the other hand, small perturbations of the data have drastic effects on the underlying manifold. There has not been much work in a statistical sense that will guarantee convergence of the manifold as we collect more data.

Rather than asking to reconstruct the submanifold, one can instead ask if we can infer the geometric and topological properties of these surfaces from a finite sample of of points that lie near the true manifold.

A classical example of this problem is the surface reconstruction problem in $\mathbb{R}^3$. Over the past several years the problem of surface reconstruction has been relatively well understood and effective and efficient algorithms have been developed [HDD+92, ABK98, KBH06, KSO04, CL96]. The main interest in the surface reconstruction problem come from the tangible representations of data in computer graphics and computer vision. Many algorithms can take a noisy data set that is contaminated with outliers in $\mathbb{R}^3$ and produce a tessellation that approximates the underlying surface.

The manifold reconstruction problem isn’t as easy, nor has it been as well studied, in higher dimensions. It is important to note that although a lot of the topological properties of manifolds can be inferred from a high dimensional noisy point cloud, the same cannot be said about the geometry. There is relatively little work on rigorous inference of geometric, not topological, quantities of manifolds based on point cloud samples, even in the noiseless case.

In this paper, I will consider the problem of recovering the local curvature of the underlying manifold based on noisy point samples. Curvature is a widely used invariant feature in pattern classification and computer vision algorithms. Furthermore, understanding the curvature of the data gives one a better understanding of the local manifold geometry, which can then be used to better construct a sufficiently fine triangulation of the underlying manifold. Since data is only given as a sample of the underlying manifold, one is required to estimate curvature, or principal curvatures, from discrete values.

Clearly, classical differential geometry cannot be used directly on discrete objects such as triangle meshes or point cloud data. However, the study of discrete differential geometry provides an elegant extension of the classical theory over discrete manifolds, such as triangle meshes. Most of the use and application of discrete differential geometry has been contained in the field of computer graphics. Furthermore, I am not familiar with many ideas of discrete differential geometry that have been applied to high dimensional simplicial complexes. There has been a bit of work done on learning geometric operators, such as the Laplacian

---

E-mail address: ysoliman@cmu.edu.
Date: May 10, 2016.
of Euclidean space, we can define the normal space as follows: when we consider an \( m \)-dimensional submanifold we have \( \mathbb{R}^m \) is the \( m \)-dimensional tangent plane. When we consider a submanifold of Euclidean space, we can define the normal space as follows:

\[
(T_p \mathcal{M})^\perp = T_p \mathbb{R}^n \setminus T_p \mathcal{M}.
\]

(1) Choose a tangent vector \( v \in T_p \mathcal{M} \) and consider the plane \( \Pi \) through \( p \) that contains both \( \eta \) and \( v \). The intersection of \( \Pi \) with \( \mathcal{M} \) is then a plane curve \( \gamma \subset \Pi \) passing through \( p \).

(2) Compute the signed curvature \( \kappa_p(v) \) of \( \gamma \) at \( p \).

(3) Repeat this for all tangent vectors in \( T_p \mathcal{M} \).

(4) Define the principal curvatures of \( \mathcal{M} \) at \( p \), denoted as \( \kappa_1 \) and \( \kappa_2 \), as the minimum and maximum signed curvatures of planar curves \( \gamma \) in every tangent direction, respectively.

Note that we say that the curvature of a curve is positive if the normal vector is chosen such that it lies within the osculating circle.

One should note that the entire curvature of the manifold is entirely determined by the principal curvatures and directions. Furthermore, the principal curvature is not an intrinsic notion of the manifold, however, the Gaussian curvature \( (\kappa = \kappa_1 \kappa_2) \) is. We can similarly define the mean curvature as \( H = \frac{1}{2}(\kappa_1 + \kappa_2) \).

2.2. Curvature of \( m \)-dimensional Submanifold Embedded in \( \mathbb{R}^n \). Now we begin with a rigorous treatment the curvature of an \( m \)-dimensional submanifold \( \mathcal{M} \) of \( \mathbb{R}^n \). We will assume that \( \mathcal{M} \) is at least \( C^2 \) to ensure that the curvature is well defined everywhere.

We will begin by considering the first fundamental form. Let \( (U, \varphi) \), where \( \varphi : U \rightarrow \mathcal{M} \) be a local chart of \( \mathcal{M} \). We will consider everything locally, so \( \varphi : U \rightarrow \varphi(U) \subset \mathcal{M} \) is indeed a diffeomorphism. Let \( u \in U \)
and let \( p := \varphi(u) \in \mathcal{M} \). We have that the natural Riemannian metric (the standard inner product) on \( \mathbb{R}^n \) induces a Riemannian metric on \( T_p\mathcal{M} \) as follows:

\[
I_p(v) = \|v\|^2, \quad v \in T_p\mathcal{M}.
\]

Now we will consider the second fundamental form. Again, consider \( u \in U \) and let \( p = \varphi(u) \in \mathcal{M} \). We now define the second fundamental tensor of the manifold \( \mathcal{M} \) at \( p \) along the normal \( \eta \) as the mapping

\[
H_{(\eta)}^p : T_p\mathcal{M} \times T_p\mathcal{M} \to (T_p\mathcal{M})^\perp.
\]

Without going into too much of the machinery of Riemannian geometry, we can define the affine connection, \( \nabla \), as a way of connecting nearby tangent planes in a way that allows differentiability. In the case of \( \mathbb{R}^n \), we have that the covariant derivative is just component-wise differentiation. Now if we consider a submanifold \( \mathcal{N} \) that is embedded in \( \mathcal{M} \), we say that \( \nabla \) is the connection on \( \mathcal{M} \) and \( \nabla \) is the connection on \( \mathcal{N} \) using the induced metric from \( \mathcal{M} \). Now, we define the second fundamental tensor as the symmetric bilinear quadratic form

\[
\Pi_{(\eta)}^p(v, w) = \langle \nabla_\nu \mathbf{w} - \nabla_v \mathbf{w}, \eta \rangle = \langle D_\nu \eta, \mathbf{w} \rangle, \quad v, w \in T_p\mathcal{M}.
\]

Note that \( \nabla_\nu \mathbf{w} - \nabla_v \mathbf{w} \) is just the normal component of the component-wise differentiation of the vector field in \( \mathcal{M} \) with respect to \( \mathcal{N} \). We now can write the second fundamental form as

\[
\Pi_{(\eta)}^p(v) = H_{(\eta)}^p(v, v), \quad v \in T_p\mathcal{M}.
\]

Note that in local coordinates, we have that

\[
\left(\Pi_{(\eta)}^p\right)_{ij} = \frac{\partial^2 \varphi}{\partial x_i \partial x_j}(0) \cdot \eta.
\]

From this it is clear that the second fundamental form does indeed coincide with the Hessian, this justifies the taylor series approximation of \( \mathcal{M} \) locally, since all of the second partial derivatives coincide.

We can now define the curvature vector in the direction \( v \) of \( \mathcal{M} \) at \( p \) as

\[
\kappa(v) = \frac{\Pi_{(\eta)}^p(v)}{I_p(v)}.
\]

We call the eigenvectors of \( \Pi \) the principal directions of curvature and the eigenvalues the principal curvatures with respect to some normal \( \eta_i \).
Note that if the manifold is of codimension 1, we can write locally that the manifold is a surface with the following Taylor Series expansion around some point $x_0$ as

$$f(x_1, \ldots, x_m) = \frac{1}{2} \sum_{i=1}^{m} \kappa_i x_i^2 + O(\|x\|^3).$$

Note that we can write the second fundamental form in this way since it is a quadratic form, so we can diagonalize it using the eigenvectors and since by definition $\kappa_i$ are the eigenvalues, this becomes our diagonalization. We will discuss this framework of principal curvature on manifolds with arbitrary codimension in more depth later and show how we can use these Taylor expansions to work with manifold locally in a nice way.

Note that we could also consider a second fundamental form with respect to the entire normal space, which we could use to write the following Taylor Series expansion:

$$\varphi(u + h) - \varphi(u) \perp = \frac{1}{2} II_p(h) + O(|h|^3).$$

3. A Note on Curvature in the Discrete Setting

When attempting to extract any geometric properties in the discrete setting, we have to understand that we are aiming to extract the geometric properties of the underlying smooth manifold structure. It is important to think of the discrete structure, whether it be a discrete manifold or an arbitrary point cloud, as a proxy for the true manifold.

Many algorithms for estimating curvature are restricted to the case of a triangle mesh; however, most of these techniques can be generalized to the case of an arbitrary point cloud by estimating normal vectors, small geodesic neighborhoods, or a boundary over which to integrate. Similarly, we could generalize most of the techniques that work on triangle meshes to arbitrary discrete manifolds represented as simplicial complexes.

4. Curvature Estimation

This section is concerned with discussing the various techniques that have been previously studied for estimation of principal, or mean, curvatures.

When thinking about the following curvature estimation algorithms, it is important to note that one of the main challenges that is unique to the point cloud data case, that is not an issue for a discrete manifold, is that the underlying neighborhood structure is a priori unknown. This can introduce some complications when, for example, estimating the curvature in all of the directions that are neighboring some point. However, this shortcoming is not always a huge issue since we can estimate small neighborhoods using $\varepsilon$-balls or $k$-Nearest Neighbors with a small $k$.

4.1. Local Chart Estimation. Local chart estimation concerns itself with fitting an analytic surface to points in a small neighborhood, then computing the curvatures of this surface analytically. These methods will produce exact results only if the points lie exactly on the surface being fit, and furthermore, if the model use to fit the surface indeed coincides with the underlying manifold.

One of the primary weaknesses of local chart estimation is that they become extremely unstable near discontinuities of the smooth structure. Furthermore, these algorithms are not guaranteed to converge once noise is introduced into the dataset.

When attempting to do local chart estimation, there are two primary methods of approaching this problem. The first technique, which provides a much more accurate approximation is interpolation, but interpolation (i.e. Lagrange interpolation) is extremely sensitive to noise, especially at when many data points that are close together are perturbed by even small amounts. The second technique is to do some sort of nonparametric regression, which is to find a surface that minimizes the least squares error.

Without knowing what the underlying neighborhood structure is, we are unable to consider the curvatures in the directions of the neighboring points around some point $p \in \mathcal{M}$. There has been extensive research done on local chart estimation in low dimensions as seen in [CP05 MW00 DB02]. It is important to note that, in practice, we are only able to do polynomial approximation due to the computational intractability of nonparametric regression as well as its need for a much larger sample size.
There have been also numerous reports across the years that shown that curvature estimation using local chart estimation is extremely sensitive to noise [FJ89].

4.2. **Vertex Normal Curvature-Based Methods.** (This is the technique that was used in the class earlier on.)

These techniques first estimate the normal curvature in the direction of each edge leaving a vertex, then use the \( \kappa_n \) estimates to find the second fundamental form. Very commonly, they estimate the normal curvature at a point \( p_i \) in the direction of a neighboring point \( p_j \) as follows:

\[
\kappa_{ij} = \frac{2n_i \cdot (p_i - p_j)}{\|p_i - p_j\|^2}.
\]

The principal curvatures may then be found from a function of the eigenvalues of

\[
\sum_j \kappa_{ij} (p_i - p_j)(p_i - p_j)^\top.
\]

One of the main issues with this algorithm is that the principal curvatures are only accurate when the distribution of the neighboring points is uniform. That is to say that methods start to break down in the case where the triangulation consists of many thin long triangles. Some of this issues can be mitigated by using a weighting scheme based on face areas.

We can show that these methods are special cases of local chart estimation, when we use circles to fit the data points instead of polynomials or other complex analytic surfaces. Since this is the case, these techniques also suffer the same issues that the local chart estimation techniques have.

This sort of a method is nice when we have a simplicial surface in \( \mathbb{R}^3 \), since we can compute vertex normals as a weighted average of the neighboring face normals.

When we compute vertex normals in higher dimensions, a difficulty that I have been running into is making sure that the choice of the normal at each point varies consistently, that is to say that the vertex normals do not switch signs since there are two natural choices, or signed values, of a normal in each codimension. This becomes much more difficult when the submanifold has codimension greater than 1. I want to work on a pipeline that takes the initial estimates of the normal vectors and produces a smoothly varying normal field over all of the data points. Although choosing a consistent normal orientation will not be possible on a nonorientable manifold, we will still be able to consider the curvature since it is only a local notion. As an aside, this might be a lot easier than I am making it out to be, if we choose a normal orientation that is pointing inwards in the local chart.

4.3. **Tensor Voting Methods.** Tensor voting, or averaging, methods compute the average of the curvature tensor over a small area of the polygonal mesh. These methods aim to compute the curvature tensor, which is related to both the first and second fundamental forms, as described above in the smooth setting. We note that if we are only computing the curvature in unit tangent directions, which is what we will want to do, that the curvature tensor reduces to the second fundamental form. The second fundamental form is indeed a quadratic form, and in the case of surfaces and curves it is easy to compute the eigenvalues of a small matrix.

This type of algorithm first computes the vertex normals in the direction of the neighboring points as described above. we can then compute the second fundamental form according to some orthonormal basis of the tangent plane. We then compute the eigenvalues of this matrix, which gives us the principal directions and the curvature.

This technique was originally presented by Taubin in [Taub95]. Recently, tensor voting has been proposed as a way to estimate the tensor of arbitrary point clouds [LCC08, GM12, KSNS]. They also also variable size neighborhoods as a method of smoothing to allow the algorithm to be robust against noise. However, I have not come across applications of this method to high dimensional manifold estimation.

4.4. **Integral Invariants.** Multiresolution analysis refers to the idea that we can estimate the curvature at different scales. The reason that multiresolution analysis is desired is that when noise is introduced into the dataset, we can estimate the curvature at a larger scale which acts as a way to smooth our estimates of the curvature or other differential properties of the manifold.

An interesting method of estimating the curvature is the integral invariant. The idea of the integral invariant is that if we integrate some function on a local patch of the manifold that the surface area, signed distance, or volume, will be a function of the principal curvatures at these points. This comes about by
considering the covariance matrix of the data points in some local patch, which results in several integrals which can then be approximated using the curvature.

Integration is inherently robust to noise, especially when considered to differentiation, since we are not taking differences, but rather sums. If we perturb the data points slightly, the value of the integral will not change significantly. That is that if we are computing integrals at some scale \( S_0 \), features that are at a scale significantly smaller than \( S_0 \), will not affect the value of the integration.

Integral invariants are a relatively new technique for estimating differential quantities, as seen in [PWY+07, MCH+06]. We note that integral invariants are can be used for estimating many differential quantities, such as the principal directions, principal moments of inertia, and any other quantities that can be related to the value of the integral of a surface patch of the manifold.

The intuition behind integral invariants is that we can locally approximate \( M \) as a surface that has coefficients that are exactly the principal curvatures, using the second fundamental form. We then define a functional which integrates some function over a region, that we approximate using our surface estimation that has the principal curvatures. We can then numerically compute this integral, and using our approximations solve for the curvature or a function of it. Consider Figure 2 below as an example.
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**Figure 2.** On the left, we see the manifold as it is presented to us in the original coordinate frame. We compute the length of the dotted region. On the right, we can consider the same manifold locally rotated such that it is aligned with the principal curvatures and directions. In this frame we can show how the length of this dotted region is related to the curvature.

The length of the curve or the value of any integral over this dashed region is invariant under this rotation into the proper frame. In the proper frame, we can relate the integration over this region to the curvature of the manifold, locally.

My extensions to higher dimensional submanifolds will be based on the ideas of integral invariants.

4.5. **Discrete Varifolds.** While learning geometric measure theory (GMT), I started to wonder about the notion of discrete varifolds since I have seen other concepts from GMT, such as normal cycles, manifold reach, and distance measures, show up in manifold approximation. In this search, I came across a small body of work that presents a notion of discrete varifolds and has shown extremely promising results for their use in extracting geometric information, specifically mean curvature. I just wanted to briefly note that this seems like a promising line of research that should be considered and may have deep properties when attempting submanifold reconstruction.

All of the ideas that that I am referencing have only been introduced over the past several years in [Bue14, BLM15].

Many of the ideas of discrete varifolds for estimating discrete curvature originates from the connection between mean curvature and the first variation of area. Varifolds were initially developed to study critical points of the area functional. It has been shown that both smooth and discrete objects can be endowed with a varifold structure, which provides a unified framework for analyzing geometric properties.

The main idea to take away from the definition of a varifold is that it encodes both spatial and tangential information. In a sense, a varifold structure is a measure whose support is the tangent bundle \( T \mathcal{M} \). The
authors consider volumetric varifolds, that is that they are associated with the volumetric representation of an object. They then provide a consistent notion of $\varepsilon$-mean curvature at some scale in both the discrete and smooth case. They end by providing extremely promising results of estimating the mean curvature from point cloud samples that have extremely high accuracy.

5. THE FRAMEWORK FOR HIGHER DIMENSIONAL INTEGRAL INVARIANTS

In all of the literature on integral invariants that I have come across, I have not found anything on generalizing these techniques for higher dimensions. My belief for why this is the case is that these techniques have primarily only been used in computational geometry and low-dimensional shape matching, and the manifold learning community is still relatively small and therefore there hasn’t been much work done on estimating the curvature of higher dimensional manifolds. Furthermore, the applications that follow understanding the curvature in high dimensions have also not been discussed, so there has been relatively little motivation for this generalization. However, one should note that extensions of these notions to higher dimensions is not necessarily very difficult, besides the conceptual complexity and many of the technical nuances that arise when considering spaces of arbitrary dimension. Note that my work in the following sections closely follows the development of integral invariants in [PWY+07], and differs only in the fact that these notions are generalized to arbitrary dimensions. In that regard, the work is not novel and I am primarily interested in the experimental results of these generalizations in arbitrary dimension.

Throughout my analysis, I assume that the dimension of $\mathcal{M}$ is known. Furthermore, I assume that the tangent and normal spaces are known. Note that in practice these are not trivial problems to solve. However, there is no lack of research done on dimensionality estimation of arbitrary point cloud data. I also discuss some ideas on how to accurately estimate the basis of the tangent and normal spaces.

We build on the background discussed at the beginning of the paper on principal curvatures. Let $\mathcal{M}$ be an $m$-dimensional manifold embedded in $\mathbb{R}^n$. Let $d = n - m$ denote the codimension of $\mathcal{M}$. Recall that if $d = 1$ then we can approximate the changes of $\mathcal{M}$ in the normal direction as we move along a tangent vector locally using a function of the tangent vector. Let $p \in \mathcal{M}$ and consider a local patch around $p$, we can then describe the coordinates of $\mathcal{M}$ in $\mathbb{R}^n$ of the form $(x_1, \ldots, x_n, y)$ where we have that

$$ y(x_1, \ldots, x_n) = \frac{1}{2} \left( \sum_{i=1}^{n} \kappa_i x_i^2 \right) + O(\|x\|^3). $$

Note that for this to be true, we need to align the coordinate vectors with the principal directions at $p$.

Now, we will consider the case when $\mathcal{M}$ is of arbitrary codimension. Consider $p \in \mathcal{M}$. Recall that $\dim(T_p\mathcal{M}) = \dim \mathcal{M} = m$, and furthermore that $\dim(T_p\mathbb{R}^n) = n$. So we have that $\dim\left((T_p\mathcal{M})^\perp\right) = d$. At $p$, let $\{\eta_1, \ldots, \eta_d\}$ be an orthonormal basis of the normal space $(T_p\mathcal{M})^\perp$. Similar to the case of $d = 1$, we can locally write each remaining $(n - m)$ coordinates of $\mathcal{M}$ in $\mathbb{R}^n$ as a function of the principal curvatures corresponding to the $n - m$ normals at $p \in \mathcal{M}$. So we have $(n - m)$ functions of the form

$$ y_i = f_i(x_1, \ldots, x_n) = \frac{1}{2} \left( \sum_{j=1}^{n} \kappa_j^{(i)} x_j^2 \right) + O(\|x\|^3), $$

where $\kappa_j^{(i)}$ is the $j$th principal curvature corresponding to the normal $\eta_i$. That is, we can write the coordinates of $\mathcal{M}$ that is embedded in $\mathbb{R}^n$ as having the following local coordinates:

$$(x_1, \ldots, x_m, y_1, y_2, \ldots, y_{n-m}).$$

Due to standard linear operator theory, we can indeed choose a coordinate basis that diagonalizes this quadratic form. Note that this basis is that which is aligned to the principal directions. Hence, we have coordinates, using the proper basis,

$$(x_1, \ldots, x_n, y_1, \ldots, y_d)$$

that locally approximate the manifold quadratically.

Fix $r \in \mathbb{R}$. Let $\Pi_S$ be the projection of the manifold $\mathcal{M}$ onto the subspace $S$. Now let $\mathcal{N}_i := \Pi_{T_p\mathcal{M} \times \text{span}(\eta_i)} \cong \mathbb{R}^{m+1}$.
Let $d\mathbb{R}^m$ be the standard (induced) volume form on $\mathbb{R}^m$ and let $d\mathbb{R}^{m+1}$ be the standard volume form on $\mathbb{R}^{m+1} \cong \mathcal{N}_i$.

Consider the region
\[ \Omega_r = \{ x \in \mathcal{N}_i : x^\top x \leq r^2, x_{\eta_i} \geq f_i(x_1, \ldots, x_m) \}, \]
where $x_{\eta_i}$ is the component of $x$ that corresponds to the normal vector $\eta_i$, as visualized in Figure 3. This region is the portion of the ball in $\mathbb{R}^{m+1}$ that lies above the curve. Define the integral invariant $I$ as the functional
\[ I(h) = \int_{\Omega_r} h(x) \, d\mathbb{R}^{m+1}. \]

Using this framework, I am now in a position to develop approximations for these integral invariants and show how they can be used for estimating the mean curvature with respect to each normal $\eta_i$.

6. Approximating the Mean Curvature Using Integral Invariants

To approximate the mean and principal curvatures, we need to first approximate $I(h)$ in a manner that is related to the principal curvatures of the manifold. Once we understand how $I(h)$ is related to the principal curvatures, we will show that we can estimate the mean curvature by $I(1)$ and furthermore, we can estimate all of the principal curvatures by consider the covariance matrix which consists of terms of the form $I(x_i x_j)$. There are two lemmas presented that fully characterize this estimation. The first lemma is of primary importance when estimating all of the principal curvatures. Note that throughout this section, I somewhat abuse the big-O notation by not always treating it as a set (i.e. $f(x) = \mathcal{O}(x)$).

**Lemma 6.1.** This Lemma provides an accurate method to estimate the functional $I$ with provable error bounds.

Assume that $h \in \mathcal{O}\left(\rho^k \cdot (x_{\eta_i})^l\right)$. Consider
\[ \hat{I}(h) = \int_{\mathcal{B}_r^+} h(x) \, d\mathbb{R}^{m+1} - \int_{\mathcal{B}_r^m} \left( \int_{x_{\eta_i}=0}^{r_{\eta_i}} \left( \sum_{j=1}^{m} \frac{1}{\eta_j} \frac{f_j(x_1, \ldots, x_m)}{\eta_j} x_j^2 \right) h(x) \, dx_{\eta_i} \right) \, d\mathbb{R}^m, \]
where
\[ \mathcal{B}_r^+ = \{ x \in \mathcal{N}_i : x^\top x \leq r^2, x_{\eta_i} \geq 0 \} \quad \text{and} \quad \mathcal{B}_r^m = \{ z \in \mathbb{R}^m : z^\top z \leq r^2 \}. \]

We claim that
\[ I(h) - \hat{I}(h) \in \mathcal{O}(\rho^{k+2l+m+3}). \]

**Proof.** Consider
\[ \hat{I}(h) = \int_{\mathcal{B}_r^+} h(x) \, d\mathbb{R}^{m+1} - \int_{\mathcal{B}_r^m} \left( \int_{x_{\eta_i}=0}^{r_{\eta_i}} h(x) \, dx_{\eta_i} \right) \, d\mathbb{R}^m. \]

Notice that the error between $\hat{I}(h)$ and $I(h)$ is the region that is outside of $\mathcal{B}_r^+$, but that is still bounded by the surface in a cylindrical radius $r$. Let $E^*$ denote this error region. The first thing to estimate is how wide is the region, $E^*$, that is contained in the cylinder, but that is outside of the sphere. Consider $\delta$, a constant, such that for all $\|x\| \leq r$ we have that $|f_i(x_1, \ldots, x_m)| \leq 2\delta\|x\|^2$. Notice that our error region goes at most as far as $r$, and begins at least at $r - \frac{1}{2}\delta r^3$. This is found by looking at where a ball of radius $r$ intersects $\delta\|x\|^2$. Since we are integrating over $\mathcal{B}_r^m$, we wrap this width around the surface area of this sphere many times, that is
\[ \frac{2\pi r^m}{\Gamma(m/2)} r^{m-1}, \]
which is clearly on the order $r^{m-1}$. Lastly, we can bound the height of $E^*$ locally using our Taylor series quadratic expansion on the order of $r^3$. We are now in a position to bound
\[ \int_{E^*} h(x) \, d\mathbb{R}^{m+1}. \]
Note that

\[
\int_{E^*} h(x) \, d\mathbb{R}^{m+1} \leq \max_{z \in E^*} |h(z)| \, \text{vol}(E^*) \\
\approx O(r^{m-1} \cdot r^3 \cdot r^2) \max_{z \in E^*} |h(z)| \\
\approx O(r^{m+4}) \cdot O(r^{k^2l}) \\
\approx O(r^{k^2l+m+4}).
\]

Now we cut off the surface \(f_i\) to its quadratic term. That is, we are aiming to estimate the error when using \(\hat{I}(h)\). Notice that the region \(E^*\) now is the region of the cylinder bounded by \(f_i(x_1, \ldots, x_m)\) and is outside the sphere. Clearly, the region still has width on the order of \(r^3\) since we can choose \(\delta\) as before. Now we have that \(\text{vol}(E^*)\) now is of the order

\[
r^{m-1} \cdot O(r^{k^2l}) \int_0^r O\left(r^3\right) \rho \, d\rho \approx O\left(r^{k^2l+m+3}\right).
\]

So we have shown that

\[
I(h) = \hat{I}(h) + O\left(r^{k^2l+m+3}\right).
\]

**Figure 3.** The regions denoted in the proof are visualized in this simple case of \(m = 1\) and \(n = 2\). \(\Omega_r\) is the blue region contained above the function \(f\). \(\Omega^*\), the error region, is only the bright red. \(B_r\) is the entire hemisphere. Lastly, the total red area that is shaded under the polynomial approximation of the curve is the term that is subtracted in \(\hat{I}(h)\).

**Lemma 6.2.** We can estimate the mean curvature \(H_i\) at some scale \(r\) as

\[
\hat{H}_i^{(r)} \approx \frac{\Gamma\left(\frac{m+1}{2}\right) \cdot (m+2)}{\pi^{\frac{m+1}{2}} r^{m+2}} \left(\text{vol}(B_r^+) - \text{vol}(\Omega_r) + O(r^{m+3})\right).
\]

**Proof.** We can estimate the mean curvature with respect to the normal \(\eta_i\), denoted as \(\mathcal{H}_i\), by computing \(I(1)\). So consider

\[
I(1) \approx \int_{B_r^+} d\mathbb{R}^{m+1} - \int_{B_r} f_i(x_1, \ldots, x_m) d\mathbb{R}^m
\]

Notice that for all \(i, j \in \{1, \ldots, m\}\) and \(i \neq j\) that

\[
\int_{B_r} x_i x_j \, dx = 0,
\]
due to symmetry. On the other hand, we have that
\[ \int_{B^n_r} x_i^2 \, dR^n = \frac{1}{m} \int_{B^n_r} (x, x) \, dR^n = \frac{1}{m} \int_{\Theta^r} \rho^2 \rho^{m-1} d\rho d\Theta = \frac{\rho^{m+2}}{m(m+2)} \text{ (surface area of } B^n_1) \]
\[ = \frac{2\pi^{(m+1)/2}}{\Gamma((m+1)/2) \cdot m(m+2)} \rho^{m+2}, \]
where the $\rho^{m-1}$ term comes from the Jacobian of the differential. We can now estimate
\[ \int_{B^n_r} f_i(x) \, dR^n \approx \frac{\pi^{(m+1)/2} \mathcal{H}_i}{\Gamma((m+1)/2) \cdot (m+2)} r^{m+2} + O(r^{m+3}), \]
where $\mathcal{H}_i$ is the mean curvature. We get this by recalling that $\mathcal{H}_i = \frac{1}{m} \text{trace}(S_{\eta_i}) = \frac{1}{m} \text{trace}(\Pi_{\eta_i}^{(\eta_i)})$ and that we can locally express $\mathcal{M}$ using a Taylor expansion based on $\Pi_{\eta_i}^{(\eta_i)}$.

Now consider $I(1)$ again. We have that
\[ \hat{I}(1) \approx \int_{B^n_r} \rho^{m+1} - \left( \int_{B^n_r} f_i(x_1, \ldots, x_m) \, dR^n \right) \]
\[ \approx \int_{B^n_r} \rho^{m+1} - \left( \frac{\pi^{(m+1)/2} \mathcal{H}_i}{\Gamma((m+1)/2) \cdot (m+2)} r^{m+2} + O(r^{m+3}) \right). \]

So we have that
\[ \hat{H}_i^{(r)} \approx \frac{\Gamma \left( \frac{m+1}{2} \right) \cdot (m+2)}{\pi \cdot m+2 \cdot r^{m+2}} \left( \text{vol}(B^n_r) - \text{vol}(\Omega_r) + O(r^{m+3}) \right). \]

\[ \Box \]

One can easily check that the case of a surface embedded in $\mathbb{R}^3$ (when $m = 2$), that this estimation of the mean curvature at some scale $r$ does indeed coincide with what has been found in [PWy07].

Note that the mean curvature vector in this direction is just $H_i \eta_i$. Furthermore, we can derive the total mean curvature vector of $\mathcal{M}$ by summing all of the mean curvatures in each codimension. Above, I did all of my analysis with respect to the specific codimensions due to the simplicity in extending this analysis, and to furthermore, be able to estimate principal curvatures.

I was originally working on just using the mean curvature vector in arbitrary codimension, but I was running into some initial mathematical and conceptual difficulty. So I reverted to this simpler case that we can use when we have estimates for the tangent and normal spaces. However, after going through this preliminary analysis I am not necessarily sure that working with the mean curvature vector in the full ambient space is directly possible. The difficulty of using integral invariants when we have very high codimension is that we are generally computing the integral over some region and then removing an estimate of the error, so when we have a high codimension the bounds that I have been able to show on the error of different estimates have not been very tight.

Furthermore, notice that we can compute these integrals, even without knowing the underlying manifold using Monte Carlo methods or other numerical integration techniques. Another approach that has been used for curvature estimation is based on convolutions [PWy07]. This integration is extremely easy to do when we have a triangulated manifold exactly, and we can approximate the boundary in the case of a point set. However, I think it would be extremely interesting to look into integration of manifolds based on a finite sample of the manifold from a less statistical standpoint and a more traditional differential geometric and information theoretic perspective.

7. Estimating the Principal Directions With Respect to the Normal $\eta_i$

To estimate the principal curvatures, we will consider the covariance matrix of the data, which we can approximate using our integral invariants. We then compute the eigenvalues and eigenvectors and show their relationship to the principal curvatures and directions. We can strongly reason that if there is a small amount of noise that the estimates of the principal curvatures and directions will still be relatively low using random matrix theory and eigenvalue perturbation theory.
Let $\Sigma(\Omega_r)$ be the covariance matrix, whose entries are the covariance of the coordinates over the region $\Omega_r$. Explicitly, we will be computing

$$\Sigma(\Omega_r) = \int_{\Omega_r} (x - m)(x - m)^\top \, d\mathbb{R}^{m+1} = \int_{\Omega_r} xx^\top \, d\mathbb{R}^{m+1} - \text{vol}(\Omega_r)mm^\top,$$

where $m$ is the barycenter of the data. Note that the $\ell^{\text{th}}$ coordinate of the matrix $\int_{\Omega_r} xx^\top \, d\mathbb{R}^{m+1}$ is $\hat{I}(x_\ell x_\ell)$. Notice that for all $\ell, j$ such that $\ell \neq j$, we have that $\hat{I}(x_\ell x_j) = 0$, due to the symmetry. So we only need to compute $\hat{I}(x_\ell^2)$ for all $\ell = 1, \ldots, m$. Furthermore, to compute the barycenter $m$, we only need to compute $\hat{I}(x_\ell)$ for all $\ell = 1, \ldots, m$ and $\hat{I}(x_{\eta j})$. The computations of the barycenter are as follows:

$$\hat{I}(x_\ell) = 0 \quad \text{(since } x_\ell \text{ is odd),}$$

$$\hat{I}(x_{\eta j}) = \int_{B_{\eta j}} x_{\eta j} \, d\mathbb{R}^{m+1} - \int_{B_{\eta j}} \left(\frac{1}{2} \sum_{j=1}^{m} \kappa_j^{(i)} x_j^2 \right) \, d\mathbb{R}^m$$

$$= \int_{B_{\eta j}} x_{\eta j} \, d\mathbb{R}^{m+1} + O(r^{4+m}).$$

We then consider a standard spherical parameterization of the $n$-sphere and integrate to get

$$\hat{I}(x_{\eta j}) = \frac{r^{m+2}}{m + 2} \int_{\theta_m = \pi}^{\theta_m = 0} \cdots \int_{\theta_1 = \pi}^{\theta_1 = 0} \sin^m(\theta_1) \sin^{m-1}(\theta_2) \cdots \sin(\theta_m) \, d\theta_1 d\theta_2 \cdots d\theta_m + O(r^{4+m})$$

$$= \frac{r^{m+2}}{m + 2} \prod_{k=1}^{m} \frac{\sqrt{\pi} \Gamma \left( \frac{k+1}{2} \right)}{\Gamma \left( \frac{k}{2} + 1 \right)} + O(r^{m+4}).$$

Notice that the integration $\hat{I}(x_{\eta j}^2)$ will weight $\kappa_j^{(i)}$ by a factor of 3 more than any of the other principal curvatures. I need to do the compute all of these in arbitrary dimension and compute their Taylor series expansion before I can actually write any code to do this.

Notice that these computations are indeed simple, but start become very complex and convoluted when considering the computations of the general case of dimension $m$. I haven’t computed a closed form expression yet for all of the eigenvalues of this covariance matrix yet.

Using the expression for $\Sigma(\Omega_r)$, we can compute the eigenvalues, which are just the diagonal entries since all of the other entries are zero. Using these eigenvalues, which are expressed in terms of the principal curvatures, we will be able to extract the individual principal curvatures, as well as the principal directions, by careful algebraic manipulation. We will then have that the the unit normal vector $\eta j$ will be parallel to one of the eigenvectors. We then have that the rest of the eigenvectors correspond to the principal curvatures in this codimension.

8. Difficulty, Issues, and Notes Relating to This Framework

In this section, I will discuss the main practical issues with this framework and this analysis. I will then informally discuss some ideas on how to fix these problems so that we can proceed with the analysis. I will conclude by providing some general remarks and notes about the framework and assumptions that I am making.

8.1. Difficulty of Estimating the Tangent and Normal Spaces. It is important to note that this framework implicitly requires an estimate of the normal space at a point $p \in \mathcal{M}$. The only reason that they are needed is that we are doing many of our computations in the projected space $\mathcal{N}_f$.

The problem is now to estimate all of the normal vectors of $\mathcal{M}$ as it lies embedded in $\mathbb{R}^n$. If the points lie exactly on the manifold and are sampled densely enough, we can consider the covariance matrix of the data in a sufficiently small neighborhood, compute the eigenvectors and the $n - m$ eigenvectors corresponding to the the $n - m$ smallest eigenvalues will provide a basis for the normal space at some point $p$.

However, once we introduce outliers into our dataset, we run into issues where our estimation of the normal vectors can become extremely unstable. Especially if we are considering a neighborhood size that does indeed contain curvature elements. Note that for estimation of the normal basis vectors we want to
consider a radius that is much smaller than the radius that we want to consider for estimating the mean curvature. I have just started looking into this, and don’t have much done yet as I’m still trying to formalize all of the details and work on the actual analysis. The idea is very similar to statistical bootstrapping at two levels. The first is given a neighborhood of radius \( r \) around a point \( p \), we compute the original estimate of the tangent plane using a Robust PCA. We can then do another bootstrapping type procedure to determine the optimal scale at which we use to determine the basis of our tangent and normal spaces. That is we choose different neighborhood sizes, and many times choose a random sample of the points in this space. Apply the Robust PCA algorithm described to these data points. Repeat. We then choose the radius size \( r \) that minimizes the average variance of all of the random bootstrap samples in that neighborhood size with the original estimate that we derived for some fixed neighborhood radius \( r_0 \).

Note that if there is some Gaussian noise in the neighborhood of radius \( r \), we should be able to use eigenvalue perturbation theory to show that the error in the estimates around this point are relatively low. Something that I would like to look into is bounding the error of the mean curvature estimates in each codimension as a function of the error of the normal estimate.

8.2. The Effects of Noise on Curvature Estimation. It is clear that noise may corrupt the inference of any geometric property, such as curvature. What I hope to do after I complete this analysis is to study the first variations of the volume \( \Omega \) with respect to some vector field \( Y \). The idea is then to try and bound the variation with respect to the maximum value of \( Y \). Using this first variation, we can determine the maximum scale of the variance that will bound the error of our mean curvature estimate.

Consider Figure 4 for an illustration of the issues of introducing noise when attempting to estimate the curvature of the underlying manifold. In light of this illustration, we need to note that the scale of the variance of the data needs to be considerably smaller than the scale of the curvature. Besides understanding this connection, there is relatively little analysis that I have done in regards to this noise-curvature interaction so far.

9. Applications of Knowing the Curvature of High Dimensional Submanifolds

A central problem when considering discrete manifolds is determining whether two objects in a space are equivalent in some manner. When working with such complex structures, it is often beneficial to abstract the individual data points to higher level features. Understanding the mean and principal curvatures are indeed very strong features that are indicative of the underlying structure of the data. One idea is that you can use the curvature of submanifolds as a signature that can be used to distinguish different discrete submanifolds from each other.

One of the reasons that understanding if two submanifolds is, in general, not a simple problem is that if the codimension of the space is large and two submanifolds are the same up to rigid transformation,
without a complex realignment procedure we cannot determine whether they are the same or not. Furthermore, we cannot talk about how much they differ. The idea is to use differential invariants to compare these shapes. The study of invariants is extremely prevalent in differential geometry since it abstracts the complicated notions of an object to a few much simpler descriptors. This idea is also seen a lot in computational topology, where we are considering the persistent homology as a descriptor of the data.

Curvature has been used in low-dimensions as a shape descriptor and I would like to explore the effectiveness of curvature as an invariant when considering high dimensional submanifolds. To do this, I want to start looking at real datasets, understand the curvature of these spaces, and try and look if there are any meaningful connections that we can derive from these signatures.

One can refer to [Epp15, Joh01] to see how curvature has been used in the computer vision community in the past as a shape descriptor.

Another application of understanding the curvature, is to have a build towards a better understanding of submanifold reconstruction via triangulations. If we can estimate the curvature at some scale, in a manner that is robust to error, it should be possible to incorporate this information at the very least in understanding the proper neighborhood structure. The information could be taken a step further, to compute more accurate estimations of the tangent plane and to estimate geodesic distances without necessarily traversing a neighborhood graph.

10. **Nonparametric Bootstrap for Optimal Scale Selection**

Note that the linear functional $I$ performs the integration of some function $h$ over some region that is part of the boundary of an open ball with some radius $r$. Since we can choose this scale parameter $r$, it is natural to ask what is the optimal scale that captures the underlying curvature with the least error?

To answer this question we can turn to the extensive literature of nonparametric statistics. We can think of our mean (or principal) curvature estimators, $\hat{\kappa}_r$, as nonparametric estimators of the underlying curvature at some scale $r$. Just as any nonparametric estimators have smoothing parameters, we have that our scale parameter is indeed a smoothing parameter. Consider Figure 5 to see the effects of changing the scale $r$.

![Figure 5](image_url)

*Figure 5.* We consider an example where we compute the estimates of the curvature of a sine wave at two different scales. The top graph has the curve embedded in $\mathbb{R}^2$. The bottom graph plots the estimated curvature (in red) and the true curvature (in blue) as a function of time, which completely parameterizes the curve.
Since we can choose different smoothing parameters we intuitively want to choose the largest scale that we can that does not capture any features besides the curvature. Note that when we choose a larger scale, any noise that occurs at a scale that is much less than the scale of integration has a very small effect on the curvature estimate.

With this idea in mind, we can aim to minimize the mean squared error, which is defined as \[ \mathbb{E}(\hat{\kappa}_r - \kappa)^2. \]

The most important thing to note is that the mean squared error can be decomposed into the variance of the estimator and the squared bias. Notice that at a small scale, we have that the bias is relatively low, however the variance is relatively high. On the other hand, if we choose a larger smoothing parameter, we have that the variance is relatively low, but the bias is relatively high. Of course, we cannot consider the variance and bias if we only have one dataset, so we think of the data as random variables that are sampled from a uniform distribution over the submanifold.

Of course, we do not have the underlying variance or bias of our estimator, so we instead estimate it using a nonparametric bootstrap. The nonparametric bootstrap procedure is as follows:

1. Compute an initial estimate of \( \kappa \) by choosing some scale according to some prior, denote this as \( \hat{\kappa}_0 \)
2. Estimate the empirical cumulative distribution function \( \hat{F}_n(x) \)
3. Draw \( n \) observations from the empirical CDF
4. Compute the bootstrap estimate \( (\hat{\kappa}^*_r)_i \)
5. Repeat \( B \) times
6. Compute the estimated mean squared error by replacing the true \( \kappa \) with \( \hat{\kappa}_0 \).

We can then continue drawing scale parameters \( r \) according to some prior and we choose the scale \( r \) that minimizes the mean squared error. We can then update our distribution of \( r \) to some posterior such that our search becomes more and more refined as we traverse the submanifold.

In the next section we provide some results and show how this optimal scale selection improves performance drastically.

11. Results and Conclusions

I ran the curvature estimator on several different curves. I primarily tested the effects of noise and sparsity on the standard sine wave:

\[ x_1, \ldots, x_n \sim \text{Uniform}(0, 2\pi), \quad y_i = \sin(x_i) + \varepsilon_i, \quad \varepsilon_i \sim \mathcal{N}(0, \sigma^2). \]

We can see the results on the circle and parabola below in Figure 6.

Figure 6. Visually, the results of the curvature estimator on the circle \( S^2 \) and the parabola are correct.

Consider Figure 7 below to see the effects of sparsity and noise.
Figure 7. Here we consider a sine wave and we can see the effects of sparsity and noise on the overall curvature estimation. We note the average percent error of the estimate for each of these curves.

Consider Figure 8 on the next page, to see how this optimal scale selection improves the estimation accuracy.
Figure 8. By applying the optimal radius selection, we see that the accuracy drops significantly in the noiseless case. However, in the noisy case, the optimal scale selection cannot attempt to do any fine tuning so it chooses a scale that will oversmooth the submanifold.

12. Shortcomings and Future Work

I was planning on completing the eigenanalysis of the covariance matrix in arbitrary dimensions, as well as properly analyze the bootstrap methodology for estimating the tangent and normal spaces. I aimed to analyze, in a rigorous manner, the effects of noise on the data through the first variation of the volume. Unfortunately, I did not have time to do all of the theoretical work on showing tight error bounds. This is something that I plan on completing soon.

The last issue that I ran into has to do with the numerical integration itself of high dimensional submanifolds where the boundary is only determined by some noisy points.

Overall, I think that the problem of geometric inference of differential properties has to be thought of in an invariant way due to the fact that small perturbations of the data will grossly impact the true differential properties of the manifold that fits these points exactly. However, if we are looking at invariants, we know how to bound the first variations of area and we will be able to provide theoretical bounds on the error before observing our data.

References


