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Abstract. In case a CSP is over-constrained, it is natural to allow some constraints, called soft constraints, to be violated. We propose a generic method to soften global constraints that can be represented by a flow in a graph. Such constraints are softened by adding violation arcs to the graph and then computing a minimum-weight flow in the extended graph to measure the violation. We present efficient propagation algorithms, based on different violation measures, achieving domain consistency for the alldifferent constraint, the global cardinality constraint, the regular constraint and the same constraint.

1 Introduction

Many real-life problems are over-constrained. In personnel rostering problems for example, people often have conflicting preferences. To such problems there does not exist a feasible solution that respects all preferences. However, we still want to find some solution, preferably one that keeps conflicts to a minimum. In the case of the personnel rostering example, we may want to construct a roster in which the number of respected preferences is spread equally among the employees.

In constraint programming, we seek an (optimal) feasible solution to a given problem. Hence, we cannot apply constraint programming directly to over-constrained problems because it finds no solution. As a remedy several methods have been proposed. Most of these methods introduce so-called soft constraints that are allowed to be violated. Constraints that are not allowed to be violated are called hard constraints. Most methods then try to find a solution that minimizes the number of violated constraints, or some other measure of constraint violation.

Global constraints are often key elements in successfully modeling and solving real-life applications with constraint programming. For many soft global constraints, however, no efficient propagation algorithm was available, up to very
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recently. In this paper we distinguish two main objectives with respect to soft global constraints: *useful violation measures* and *efficient propagation algorithms*.

In many cases we can represent a solution to a global constraint as a property in some graph representation of the constraint. For example, a solution to the alldifferent constraint corresponds to a matching in a particular graph; see [22]. There exists a large class of such global constraints, see for example [4] for a collection. In this paper, we focus on global constraints for which a solution can be represented by a flow in a graph.

Our method adds *violation arcs* to the graph representation of a global constraint. To these arcs we assign a cost, corresponding to some violation measure of the constraint. Each tuple in the constraint has an associated cost of violation. If the tuple satisfies the constraint, the corresponding flow does not use any violation arc, and the cost is 0. If the tuple does not satisfy the constraint, the corresponding flow must use violation arcs, whose costs sum up to the violation cost of this tuple.

This approach allows us to define and implement useful violation measures for soft global constraints. Moreover, we present an efficient generic propagation algorithm for soft global constraints, making use of flow theory. We apply our method to several global constraints that are well-known to the constraint programming community: the alldifferent, the gcc, the regular, and the same constraints, which will be recalled in turn. To each of these global constraints we apply several violation measures, some of which are new.

This paper is organized as follows. In Section 2 we give an overview of related literature. Section 3 provides some background on constraint programming and flow theory. Then our method to soften global constraints is presented in Section 4. We first discuss the general concepts of constraint softening and violation measures. Then we describe the addition of violation arcs to the graph representation and present the generic domain consistency propagation algorithm. The next four sections apply our method to the four global constraints mentioned above. For each constraint we present new or existing violation measures and the corresponding graph representations. We also analyze the corresponding propagation algorithms to achieve domain consistency. Finally, in Section 9 a conclusion is given.

2 Related Literature

The best-known framework to handle soft constraints is the Partial-CSP framework [14]. This framework includes the Max-CSP framework that tries to maximize the number of satisfied constraints. Since in this framework all constraints are either violated or satisfied, the objective is equivalent to minimizing the number of violated constraints. It has been extended to the Weighted-CSP framework in [17] and [18], associating a degree of violation (not just a boolean value) to each constraint and minimizing the sum of all weighted violations. The Possibilistic-CSP framework in [29] associates a preference to each constraint (a real value between 0 and 1) representing its importance. The objective of the framework
is the hierarchical satisfaction of the most important constraints, i.e. the minimization of the highest preference level for a violated constraint. The Fuzzy-CSP framework in [11], [12] and [28] is somewhat similar to the Possibilistic-CSP but here a preference is associated to each tuple of each constraint. A preference value of 0 means the constraint is highly violated and 1 stands for satisfaction. The objective is the maximization of the smallest preference value induced by a variable assignment. The last two frameworks are different from the previous ones since the aggregation operator is a \textit{min} function instead of addition. With valued-CSPs [30] and semi-rings [8] it is possible to encode Max-CSP, weighted CSPs, Fuzzy CSPs, and Possibilistic CSPs.

Another approach to model and solve over-constrained problems was proposed in [26] and refined in [7]. The idea is to identify with each soft constraint $S$ a “cost” variable $z$, and replace the constraint $S$ by the disjunction

$$(S \land (z = 0)) \lor (\overline{S} \land (z > 0))$$

where $\overline{S}$ is a constraint of the type $z = \mu(S)$ for some violation measure $\mu(S)$ depending on $S$. The newly defined problem is not over-constrained anymore. If we ask to minimize the (weighted) sum of violation costs, we can solve the problem with a traditional constraint programming solver. A similar approach, specifically designed for over-constrained scheduling problems, was introduced by [3].

This approach also allows us to design specialized filtering algorithms for soft global constraints. Namely, if we treat the soft constraints as “optimization constraints” (see for example [13,25,32]), we can apply cost-based propagation algorithms. Constraint propagation algorithms for soft constraints based on this method were given in [21] and [15]. We follow the same method in this paper. Note that in this way we don’t need to introduce new theory as we interpret certain optimization constraints as being soft constraints.

3 Background

3.1 Constraint Programming

We first introduce basic constraint programming concepts. For more information on constraint programming we refer to [2] and [10].

Let $x$ be a variable. The domain of $x$ is a set of values that can be assigned to $x$. In this paper we only consider variables with finite domains.

Let $X = x_1, x_2, \ldots, x_k$ be a sequence of variables with respective domains $D_1, D_2, \ldots, D_k$. We denote $D_X = \bigcup_{1 \leq i \leq n} D_i$. A constraint $C$ on $X$ is defined as a subset of the Cartesian product of the domains of the variables in $X$, i.e. $C \subseteq D_1 \times D_2 \times \cdots \times D_k$. A tuple $(d_1, \ldots, d_k) \in C$ is called a solution to $C$. We also say that the tuple satisfies $C$. A value $d \in D_i$ for some $i = 1, \ldots, k$ is inconsistent with respect to $C$ if it does not belong to a tuple of $C$, otherwise it is consistent. $C$ is inconsistent if it does not contain a solution. Otherwise, $C$ is called consistent. A constraint is called a binary constraint if it is defined
on two variables. If it is defined on more than two variables, we call $C$ a global constraint.

Sometimes a constraint $C$ is defined on variables $X$ together with a certain set of parameters $p$, for example a set of cost values. In such cases, we denote the constraint as $C(X,p)$ for syntactical convenience.

A constraint satisfaction problem, or a CSP, is defined by a finite sequence of variables $X = x_1, x_2, \ldots, x_n$ with respective domains $D = D_1, D_2, \ldots, D_n$, together with a finite set of constraints $C$, each on a subsequence of $X$. This is written as $P = (X, D, C)$. The goal is to find an assignment $x_i = d_i$ with $d_i \in D_i$ for $i = 1, \ldots, n$, such that all constraints are satisfied. This assignment is called a solution to the CSP. A constraint optimization problem is a CSP together with an objective function on $X$ that has to be optimized.

The solution process of constraint programming interleaves constraint propagation, or propagation in short, and search. The search process essentially consists of enumerating all possible variable-value combinations, until we find a solution or prove that none exists. We say that this process constructs a search tree. To reduce the exponential number of combinations, constraint propagation is applied to each node of the search tree: Given the current domains and a constraint $C$, remove domain values that do not belong to a solution to $C$. This is repeated for all constraints until no more domain value can be removed.

In order to be effective, constraint propagation algorithms should be efficient, because they are applied many times during the solution process. Further, they should remove as many inconsistent values as possible. If a constraint propagation algorithm for a constraint $C$ removes all inconsistent values from the domains with respect to $C$, we say that it makes $C$ domain consistent. More formally:

**Definition 1 (Domain consistency, [19]).** A constraint $C$ on the variables $x_1, \ldots, x_k$ with respective domains $D_1, \ldots, D_k$ is called domain consistent if for each variable $x_i$ and each value $d_i \in D_i$ ($i = 1, \ldots, k$), there exist a value $d_j \in D_j$ for all $j \neq i$ such that $(d_1, \ldots, d_k) \in C$.

In the literature, domain consistency is also referred to as hyper-arc consistency or generalized-arc consistency.

In this paper our goal is to find efficient propagation algorithms for soft global constraints with useful violation measures, that achieve domain consistency.

### 3.2 Flow Theory

We present some concepts of flow theory that are necessary to understand this paper. For more information on flow theory we refer to [1] and [31, Chapters 6–15].

Let $G = (V, A)$ be a directed graph, or digraph, with vertex set $V$ and arc set $A$. We denote $m = |A|$. Let $s, t \in V$. A function $f : A \to \mathbb{R}$ is called a flow from $s$ to $t$, or an $s \rightarrow t$ flow, if (i) $f(a) \geq 0$ for each $a \in A$, and (ii) $f(\delta^\text{out}(v)) = f(\delta^\text{in}(v))$ for each $v \in V \setminus \{s, t\}$, where $\delta^\text{in}(v)$ and $\delta^\text{out}(v)$ denote the multiset of
arcs entering and leaving \( v \), respectively. Here \( f(S) = \sum_{a \in S} f(a) \) for all \( S \subseteq A \).

Property (ii) ensures flow conservation, i.e., for a vertex \( v \neq s, t \), the amount of flow entering \( v \) is equal to the amount of flow leaving \( v \). The value of an \( s-t \) flow \( f \) is defined as value\( (f) = f(\delta^\text{out}(s)) - f(\delta^\text{in}(s)) \). In other words, the value of a flow is the net amount of flow leaving \( s \). This is equal to the net amount of flow entering \( t \).

Let \( d : A \to \mathbb{R}_+ \) and \( c : A \to \mathbb{R}_+ \) be a “demand” function and a “capacity” function, respectively. We say that a flow \( f \) is feasible if \( d(a) \leq f(a) \leq c(a) \) for each \( a \in A \). Let \( w : A \to \mathbb{R} \) be a “weight” function. We often also refer to such function as a “cost” function. For a directed path \( P \) in \( G \) we define \( w(P) = \sum_{a \in P} w(a) \). Similarly for a directed circuit. The weight of any function \( f : A \to \mathbb{R} \) is defined as \( \text{weight}(f) = \sum_{a \in A} w(a)f(a) \). A feasible flow is called a minimum-weight flow if it has minimum weight among all feasible flows with the same value. Given a graph \( G = (V, A) \) with \( s, t \in V \) and a number \( \phi \in \mathbb{R}_+ \), the minimum-weight flow problem is: find a minimum-weight \( s-t \) flow with value \( \phi \).

A feasible \( s-t \) flow in \( G \) with value \( \phi \) and minimum weight can be found using the successive shortest path algorithm [31, p. 175–176]. It can be proved that for integer demand and capacity functions it finds an integer \( s-t \) flow with minimum weight. The time complexity of the algorithm is \( O(\phi \cdot \text{SP}) \), where \( \text{SP} \) is the time to compute a shortest directed path in \( G \). Although faster algorithms exist for general minimum-weight flow problems, this algorithm suffices when applied to our problems. This is because in our case the value of any flow is bounded above by the number of variables in the constraint.

Given a minimum-weight \( s-t \) flow, we want to compute the additional weight when an unused arc is forced to be used. In order to do so we need the following notation. Let \( f \) be an \( s-t \) flow in \( G \). The residual graph of \( f \) (with respect to \( d \) and \( c \)) is defined as \( G_f = (V, A_f) \) where \( A_f = \{ a \mid a \in A, f(a) < c(a) \} \cup \{ a^{-1} \mid a \in A, f(a) > d(a) \} \). Here \( a^{-1} = (v, u) \) if \( a = (u, v) \). We extend \( w \) to \( A^{-1} = \{ a^{-1} \mid a \in A \} \) by defining \( w(a^{-1}) = -w(a) \) for each \( a \in A \). Any directed circuit \( C \) in \( G_f \) gives an undirected circuit in \( G = (V, A) \). We define \( \chi^C : \mathbb{R}^A \) by

\[
\chi^C(a) = \begin{cases} 
1 & \text{if } C \text{ traverses } a, \\
-1 & \text{if } C \text{ traverses } a^{-1}, \\
0 & \text{if } C \text{ traverses neither } a \text{ nor } a^{-1}, 
\end{cases}
\]

for \( a \in A \). We have the following result.

**Theorem 1.** Let \( f \) be a minimum-weight \( s-t \) flow of value \( \phi \) in \( G = (V, A) \) with \( f(a) = 0 \) for some \( a \in A \). Let \( C \) be a directed circuit in \( G_f \) with \( a \in C \), minimizing \( w(C) \). Then \( f' = f + \varepsilon \chi^C \), where \( \varepsilon \) is subject to \( d \leq f + \varepsilon \chi^C \leq c \), has minimum weight among all \( s-t \) flows \( g \) in \( G \) with \( \text{value}(g) = \phi \) and \( g(a) = \varepsilon \). If \( C \) does not exist, \( f' \) does not exist. Otherwise, \( \text{weight}(f') = \text{weight}(f) + \varepsilon \cdot w(C) \).

\(^4\) Here \( \mathbb{R}_+ \) denotes \( \{ x \in \mathbb{R} \mid x \geq 0 \} \). Similarly for \( \mathbb{Q}_+ \).
The proof of Theorem 1 relies on the fact that for a minimum-weight flow $f$ in $G$, the residual graph $G_f$ does not contain directed circuits with negative weight; see also [1, p. 337–339].

Finally, a digraph $G = (V, E)$ is strongly connected if for any two vertices $u, v \in V$ there is a directed path from $u$ to $v$. A maximally strongly connected non-empty subgraph of a digraph $G$ is called a strongly connected component of $G$.

4 Outline of Method

In this section we first define how we soften global constraints, and define some general violation measures. Then we present a generic constraint propagation algorithm for a class of soft global constraints: those that can be represented by a flow in a graph.

4.1 Constraint Softening and Violation Measures

As stated before, the idea of the scheme in [26] is as follows. To each soft constraint are associated a violation measure and a cost variable that measures this violation. Then the CSP (or COP) is transformed into a COP where all constraints are hard, and the (weighted) sum of cost variables is minimized.

Let $X = x_1, \ldots, x_n$ be variables with respective finite domains $D_1, \ldots, D_n$.

**Definition 2 (Violation measure).** A violation measure of a constraint $C(x_1, \ldots, x_n)$ is a function $\mu : D_1 \times \cdots \times D_n \rightarrow \mathbb{Q}_+$ defined over the possible tuples of $C$ with the property that $\mu(d_1, \ldots, d_n) = 0$ if and only if $(d_1, \ldots, d_n) \in C$.

**Definition 3 (Constraint softening).** Let $z$ be a variable with finite domain $D_z$ and $C(x_1, \ldots, x_n)$ a constraint with a violation measure $\mu$. Then

$$\text{soft}_C(x_1, \ldots, x_n, z, \mu) = \{(d_1, \ldots, d_n, d) \mid d_i \in D_i, d \in D_z, \mu(d_1, \ldots, d_n) \leq d\}$$

is the soft version of $C$ with respect to $\mu$.

Thus $z$ is a “cost” variable that represents the measure of violation of $C$ — max $D_z$ and min $D_z$ respectively represent the maximum and minimum value of violation that is allowed, given the current state of the solution process. It should be noted that $z$ does not equal the measure of violation, because we only consider its bounds. The reason for this is that the current definitions allows us to establish domain consistency on soft constraints efficiently. If we would define $\mu(d_1, \ldots, d_n) = d$ instead, it would make that task NP-complete.

There may be several natural ways to evaluate the degree to which a global constraint is violated and these are usually not equivalent. Two general measures are the variable-based violation measure and the decomposition-based violation measure.

---
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Definition 4 (Variable-based violation measure, [21]). Let $C$ be a constraint on the variables $x_1, \ldots, x_n$ and let $d_1, \ldots, d_n$ be an instantiation of variables such that $d_i \in D_i$ for $i = 1, \ldots, n$. The variable-based violation measure $\mu_{\text{var}}$ of $C$ is the minimum number of variables that need to change their value in order to satisfy $C$.

For the decomposition-based violation measure we make use of the binary decomposition of a constraint.

Definition 5 (Binary decomposition, [9]). Let $C$ be a constraint on the variables $x_1, \ldots, x_n$. A binary decomposition of $C$ is a minimal set of binary constraints $C_{\text{dec}} = \{C_1, \ldots, C_k\}$ (for integer $k > 0$) on the variables $x_1, \ldots, x_n$ such that the solution set of $C$ equals the solution set of $\bigcap_{i=1}^{k} C_i$.

Note that we can extend the definition of binary decomposition by defining the constraints in $C_{\text{dec}}$ on arbitrary variables, such that the solution set of $\bigcap_{i=1}^{k} C_i$ is mapped to the solution set of $C$ and vice versa, as proposed in [27]. In this paper this extension is not necessary, however.

Definition 6 (Decomposition-based violation measure, [21]). Let $C$ be a constraint on the variables $x_1, \ldots, x_n$ for which a binary decomposition $C_{\text{dec}}$ exists and let $d_1, \ldots, d_n$ be an instantiation of variables such that $d_i \in D_i$ for $i = 1, \ldots, n$. The decomposition-based violation measure $\mu_{\text{dec}}$ of $C$ is the number of violated constraints in $C_{\text{dec}}$.

In [21], the decomposition-based violation measure is referred to as prismatic graph based violation cost.

Alternative measures exist for specific constraints. For the soft gcc and the soft regular constraint, we introduce new violation measures that are likely to be more effective in practical applications.

After we have assigned a violation measure to each soft constraint, we can recast our problem. Consider a CSP (or COP) of the form $P = (X, D, C_{\text{hard}} \cup C_{\text{soft}})$, where $C_{\text{hard}}$ and $C_{\text{soft}}$ denote the set of hard and soft constraints of $P$, respectively. We soften each constraint $C_i \in C_{\text{soft}}$ using the violation measure it has been assigned and a cost variable $z_i$ with domain $D_{z_i} = \{1, \ldots, |C_{\text{soft}}|\}$ that represents this measure. Then we transform $P$ into the COP $P = (\bar{X}, D, C)$ where $\bar{X} = X \cup \{z_1, \ldots, z_{|C_{\text{soft}}|}\}$, $D$ contains their corresponding domains, and $C$ contains $C_{\text{hard}}$ and the soft version of each constraint in $C_{\text{soft}}$.

4.2 Propagation of Soft Constraints

We assume from now on that constraint $C(x_1, \ldots, x_n)$ can be represented by a directed graph $G = (V, A)$ with capacity function $c : A \to \mathbb{N}$ that has the following properties:

- a pair $(x_i, d)$ is represented by at least one arc $a \in A$ for $i = 1, \ldots, n$ and all $d \in D_i$, and $c(a) = 1$,
- a tuple \((d_1, \ldots, d_n) \in C\) is represented by a feasible flow \(f\) of value \(\phi \in \mathbb{R}_+\) in \(G\) such that \(f(a) = 1\) for an arc \(a\) representing the pair \((x_i, d_i)\) for \(i = 1, \ldots, n\), and \(f(a) = 0\) for all arcs \(a\) representing the pair \((x_i, d)\) with \(d \neq d_i\) for \(i = 1, \ldots, n\).

In case the constraint \(C\) is violated, it is impossible to find a flow with the above mentioned properties in the corresponding digraph \(G\). We propose to extend \(G\) with certain arcs, such that it becomes possible to find a feasible flow corresponding to a solution. We call these arcs violation arcs, and they are denoted by \(\tilde{A}\). Violation arcs may appear anywhere in the graph. The only restriction we impose on them is that after their addition, there exists a feasible flow in \(\tilde{G} = (V, \tilde{A})\) that represents a solution to \(C\).

There is no set recipe for the way violation arcs should be added, as their introduction greatly varies from one constraint to another and even between violation measures of the same constraint. The intuition is to consider all the properties imposed by a given graph and decide which ones should be relaxed and which ones should still be enforced. Then, violation arcs are added so that solutions exhibiting a relaxed property now constitute feasible flows.

The next step is to make a connection with the violation measures for a constraint. This is done by applying a “cost” function \(w : A \cup \tilde{A} \to \mathbb{Q}\) to \(\tilde{G}\) in the following way. For all arcs \(a \in A\) we define \(w(a) = 0\), while \(w(a) \geq 0\) for all arcs \(a \in \tilde{A}\). Then each flow \(f\) in \(\tilde{G}\) has an associated cost

\[ \sum_{a \in A \cup \tilde{A}} w(a)f(a) = \sum_{a \in \tilde{A}} w(a)f(a). \]

After the addition of violation arcs, a solution to \(C\) corresponds to a feasible flow in \(\tilde{G}\) with an associated cost. If the flow does not use any violation arcs, this cost is 0. Otherwise, the cost of the flow depends on the costs we impose on the violation arcs. Hence we can define a violation measure as follows. For each solution to \(C\) we define its cost of violation as the minimum-weight flow in \(\tilde{G}\) that represents this solution. Conversely, for many existing violation measures it is possible to choose a particular set of violation arcs and associated costs, such that a minimum-weight flow in \(\tilde{G}\) representing a solution is exactly the cost of violation of that solution. In the following sections we provide several examples for different constraints and different violation measures. We often denote the extended digraph \(\tilde{G}\) as \(G_\mu\) to indicate its dependence on some violation measure \(\mu\).

In other words, if \(C\) is represented by the digraph \(G = (V, A)\) and we can find violation arcs \(\tilde{A}\) and a cost function \(w : A \cup \tilde{A} \to \mathbb{Q}_+\) that represent violation measure \(\mu\), then the soft version of \(C\) with respect to \(\mu\), i.e. \(\text{soft}_\mu C(x_1, \ldots, x_n, z, \mu)\), is represented by the digraph \(G_\mu = (V, A \cup \tilde{A})\) with cost function \(w\). By construction, we have the following result:

**Theorem 2.** The constraint \(\text{soft}_\mu C(x_1, \ldots, x_n, z, \mu)\) is domain consistent if and only if
Algorithm 1 domain consistency for soft.$\mathcal{C}(X, z, \mu)$

```
set minimum = \infty
construct $G_\mu = (V, A \cup \bar{A})$
for $x_i \in X$ do
  for $d \in D_i$ do
    compute a minimum-weight flow $f$ in $G_\mu$ that represents a solution to soft.$\mathcal{C}$, with $f(a) = 1$ for some $a \in A$ that represents $(x_i, d)$
    if $\text{cost}(f) > \text{max } D_i$ then
      remove $d$ from $D_i$
    if $\text{cost}(f) < \text{minimum}$ then
      set minimum = $\text{cost}(f)$
  if $\text{min } D_i < \text{minimum}$ then
    set min $D_i = \text{minimum}$
```

i) for all $i \in \{1, \ldots, n\}$ and all $d \in D_i$ there is an arc $a \in A$ representing $(x_i, d)$ such that there exists a feasible flow $f$ in $G_\mu$ representing a solution to soft.$\mathcal{C}$ with $f(a) = 1$ and $\text{cost}(f) \leq \text{max } D_i$,

ii) the minimum cost of all such flows $f$ is not larger than $\text{min } D_i$.

Theorem 2 gives rise to the following propagation algorithm, presented as Algorithm 1. For a sequence of variables $X = x_1, \ldots, x_n$, and a constraint soft.$\mathcal{C}(X, z, \mu)$ the algorithm first builds the digraph $G_\mu$ that represents the constraint. Then, for all variable-value pairs $(x_i, d)$ we check whether the pair belongs to a solution, i.e. whether there exists a flow in $G_\mu$ that represents a solution containing $x_i = d$, with cost at most $\text{max } D_i$. If this is not the case, we can remove $d$ from $D_i$. Finally, we update $\text{min } D_i$, if necessary.

The time complexity of this algorithm is $O(n d K)$ where $d$ is the maximum domain size and $K$ is the time complexity to compute a flow in $G_\mu$ corresponding to a solution to soft.$\mathcal{C}$. However, we can improve the efficiency by applying Theorem 1.

The resulting, more efficient, algorithm is as follows. We first compute an initial minimum-weight flow $f$ in $G_\mu$ representing a solution. Then for all arcs $a = (u, v)$ representing $(x_i, d)$ with $f(a) = 0$, we compute a minimum-weight directed path $P$ from $v$ to $u$ in the residual graph $(G_\mu)_f$. Together with $a$, $P$ forms a directed circuit. Provided that $c(b) \geq 1$ for all arcs $b \in P$, we reroute the flow over the circuit and obtain a flow $f'$. Then $\text{cost}(f') = \text{cost}(f) + \text{cost}(P)$, because $w(a) = 0$ for all $a \in A$. If $\text{cost}(f') > \text{max } D_i$ we remove $d$ from the domain of $x_i$.

This reduces the time complexity of the algorithm to $O(K + n d \cdot \text{SP})$ where SP denotes the time complexity to compute a minimum-weight directed path in $G_\mu$. It should be noted that a similar algorithm was first applied in [24, 25] to make the “cost-gcc” domain consistent.
5 Soft AllDifferent Constraint

5.1 Definitions

The alldifferent constraint on a sequence of variables specifies that all variables should be pairwise different. To the alldifferent constraint we apply two measures of violation: the variable-based violation measure $\mu_{\text{var}}$ and the decomposition-based violation measure $\mu_{\text{dec}}$.

Let $X = x_1, \ldots, x_n$ be a sequence of variables with respective finite domains $D_1, \ldots, D_n$. For alldifferent$(x_1, \ldots, x_n)$ we have
\[
\begin{align*}
\mu_{\text{var}}(x_1, \ldots, x_n) &= \sum_{d \in D_X} \max \{|i \mid x_i = d\} - 1, 0), \\
\mu_{\text{dec}}(x_1, \ldots, x_n) &= \{|(i, j) \mid x_i = x_j, \text{ for } i < j\}.
\end{align*}
\]

Example 1. Consider the following over-constrained CSP:

\[
\begin{align*}
x_1 &\in \{a, b\}, x_2 \in \{a, b\}, x_3 \in \{a, b\}, x_4 \in \{b, c\}, \\
\text{alldifferent}(x_1, x_2, x_3, x_4).
\end{align*}
\]

We have $\mu_{\text{var}}(b, b, b, b) = 3$ and $\mu_{\text{dec}}(b, b, b, b) = 6$.

If we apply Definition 3 to the alldifferent constraint using the measures $\mu_{\text{var}}$ and $\mu_{\text{dec}}$, we obtain soft alldifferent$(x_1, \ldots, x_n, z, \mu_{\text{var}})$ and soft alldifferent$(x_1, \ldots, x_n, z, \mu_{\text{dec}})$. Each of the violation measures $\mu_{\text{var}}$ and $\mu_{\text{dec}}$ gives rise to a different domain consistency propagation algorithm. Before we present them, we introduce the graph representation of the alldifferent constraint in terms of flows.

5.2 Graph Representation

A solution to the alldifferent constraint corresponds to a flow in a particular graph:

**Theorem 3.** [22] A solution to alldifferent$(x_1, \ldots, x_n)$ corresponds to an integer feasible $s-t$ flow of value $n$ in the digraph $A = (V, A)$ with vertex set
\[
V = X \cup D_X \cup \{s, t\}
\]
and arc set $A = A_s \cup A_X \cup A_t$,

\[
A_s = \{(s, x_i) \mid i \in \{1, \ldots, n\}\},
\]

where $A_X = \{(x_i, d) \mid d \in D_i, i \in \{1, \ldots, n\}\}$,

\[
A_t = \{(d, t) \mid d \in D_X\},
\]

with capacity function $c(a) = 1$ for all $a \in A$.

**Proof.** With an integer feasible $s-t$ flow $f$ of value $n$ in $A$ we associate the assignment $x_i = d$ for all arcs $a = (x_i, d) \in A_X$ with $f(a) = 1$. Because $c(a) = 1$ for all $a \in A_s \cup A_t$, this is indeed a solution to the alldifferent constraint. As $\text{value}(f) = n$, all variables have been assigned a value. Similarly, each solution to the alldifferent gives rise to a corresponding appropriate flow in $A$. \qed

Figure 1 gives the corresponding graph representation for the CSP of Example 1.
5.3 Variable-Based Violation Measure

The results in this section are originally due to [21]. We state their result in terms of our method, by adding violation arcs to the graph representing the allDifferent constraint.

To graph $\mathcal{A}$ of Theorem 3, we add the violation arcs $\tilde{\mathcal{A}}_i = \{(d,t) \mid d \in D_X\}$ (in fact, $\tilde{\mathcal{A}}_i$ is a copy of $\mathcal{A}_i$), with capacity $c(a) = |\delta^+(d)| - 1$ for all arcs $a = (d,t) \in \tilde{\mathcal{A}}_i$. Further, we apply a cost function $w$ as described in Section 4.2, with a uniform cost of 1 for violation arcs. Let the resulting digraph be denoted by $\mathcal{A}_{\text{var}}$ (see Figure 2 for an illustration on Example 1).

The intuition is to add violation arcs that capture the fact that more than one variable can be assigned to the same value. For example, in Figure 2.b four variables are assigned to the same value $b$. To make this possible, there are three units of flow on the corresponding violation arc, while one unit of flow can use the arc without violation cost. Indeed, we should change the value of at least three variables in order to satisfy the allDifferent constraint.

**Corollary 1.** The constraint $\text{soft-allDifferent}(x_1, \ldots, x_n, z, \mu_{\text{var}})$ is domain consistent if and only if

i) for every arc $a \in \tilde{\mathcal{A}}_i$ there exists an integer feasible $s-t$ flow $f$ of value $n$ in $\mathcal{A}_{\text{var}}$ with $f(a) = 1$ and weight($f$) $\leq$ max $D_z$, and

ii) $\min D_z \geq$ weight($f$) for a feasible minimum-weight $s-t$ flow $f$ of value $n$ in $\mathcal{A}_{\text{var}}$.

**Proof.** The weights on the arcs in $\tilde{\mathcal{A}}_i$ are chosen such that the weight of a minimum-weight flow of value $n$ is exactly $\mu_{\text{var}}$ for the corresponding solution. The result follows from Theorem 2. \qed

The constraint $\text{soft-allDifferent}(x_1, \ldots, x_n, z, \mu_{\text{var}})$ can now be made domain consistent in the following way. First we compute a minimum-weight flow $f$ in $\mathcal{A}_{\text{var}}$ in $O(m\sqrt{n})$ time, using the algorithm in [16]. If weight($f$) $> \max D_z$
or \( \min D_x > \text{weight}(f) \) the constraint is inconsistent. Otherwise, we distinguish two situations: either \( \text{weight}(f) < \max D_z \) or \( \text{weight}(f) = \max D_z \).

Forcing a flow to use an unused arc in \( A_X \) can only increase \( \text{weight}(f) \) by 1. Hence, if \( \min D_z \leq \text{weight}(f) < \max D_z \), all arcs in \( A_X \) are consistent.

If \( \min D_z = \text{weight}(f) = \max D_z \), an unused arc \( a = (x_i, d) \) in \( A_X \) is consistent if and only if there exists a \( d - x_i \) path in \( (A_{\text{var}})_f \) with weight 0. We can find these paths in \( O(m) \) time by breadth-first-search. Finally, we update \( \min D_z = n - |M| \) if \( \min D_z < n - |M| \). Then, by Corollary 1, the \textbf{soft\_all\_different}(\( x_1, \ldots, x_n, z, \mu_{\text{var}} \)) is domain consistent.

5.4 Decomposition-Based Violation Measure

The results in this section are originally presented in [15]. For the decomposition-based \textbf{soft\_all\_different} constraint, we add the following violation arcs to the graph representing the \textbf{all\_different} constraint.

In the graph \( \mathcal{A} \) of Theorem 3 we replace the arc set \( A_t \) by \( \hat{A}_t = \{ (d, t) \mid d \in D_t, i = 1, \ldots, n \} \), with capacity \( c(a) = 1 \) for all arcs \( a \in \hat{A}_t \). Note that \( \hat{A}_t \) contains parallel arcs if two or more variables share a domain value. If there are \( k \) parallel arcs \( (d, t) \) between some \( d \in D_X \) and \( t_i \) we distinguish them by numbering the arcs as \( (d, t_0), (d, t_1), \ldots, (d, t_{k-1}) \) in a fixed but arbitrary way. One can view the arcs \( (d, t_0) \) to be the original arc set \( A_t \).

We apply a cost function \( w : A \cup \hat{A}_t \to \mathbb{N} \) as follows. If \( a \in \hat{A}_t \), so \( a = (d, t_i) \) for some \( d \in D_X \) and integer \( i \), the value of \( w(a) = i \). Otherwise \( w(a) = 0 \). Let the resulting digraph be denoted by \( \mathcal{A}_{\text{dec}} \) (see Figure 3 for an illustration on Example 1).

The decomposition-based violation measure captures the amount of violation a solution presents with respect to the binary decomposition of the constraint. For example, in Figure 3b four variables are assigned to the same value \( b \). To make this possible, there are three units of flow that need to use a violation arc, while one unit of flow can use the arc without violation cost. Indeed, for the
Fig. 3. a) Graph representation for the decomposition-based \texttt{soft\_alldifferent} constraint. For all arcs the capacity \( c = 1 \). Dashed arcs indicate the inserted weighted arcs with weight \( w \) as specified. b) Example: arcs and associated flows used in solution \( x_1 = x_2 = x_3 = x_4 = b \) of weight 6.

First variable assigned to \( b \), say \( x_1 \), there is no violated binary constraint and the corresponding unit of flow may use the arc without violation cost. The second variable assigned to \( b \), say \( x_2 \), violates one binary constraint, namely \( x_1 \neq x_2 \). Indeed it uses the violation arc with the next lowest possible cost, i.e. 1. The following variable assigned to \( b \), say \( x_3 \), violates two binary constraints (involving \( x_1 \) and \( x_2 \)), which corresponds to using the violation arc with cost 2. Finally, the fourth variable assigned to \( b \), \( x_4 \), violates three binary constraints and uses the violation arc with cost 3.

**Corollary 2.** The constraint \texttt{soft\_alldifferent}(\( x_1, \ldots, x_n, z, \mu_{\text{dec}} \)) is domain consistent if and only if

i) for every arc \( a \in A_X \) there exists an integer feasible \( s-t \) flow \( f \) of value \( n \) in \( A_{\text{dec}} \) with \( f(a) = 1 \) and weight\( (f) \leq \max D_z \), and

ii) \( \min D_z \geq \text{weight}(f) \) for a feasible minimum-weight \( s-t \) flow \( f \) of value \( n \) in \( A_{\text{dec}} \).

**Proof.** The weights on the arcs in \( \tilde{A}_k \) are chosen such that the weight of a minimum-weight flow of value \( n \) is exactly \( \mu_{\text{dec}} \). Namely, the first arc entering a value \( d \in D_X \) causes no violation and chooses outgoing arc with weight 0. The \( k \)-th arc that enters \( d \) causes \( k-1 \) violations and chooses outgoing arc with weight \( k-1 \). The result follows from Theorem 2. \( \square \)

The constraint \texttt{soft\_alldifferent}(\( x_1, \ldots, x_n, z, \mu_{\text{dec}} \)) can be made domain consistent by applying Algorithm 1. We first compute a minimum-weight flow \( f \) in \( A_{\text{dec}} \). We do this by computing \( n \) shortest \( s-t \) paths in the residual graph. Because there are only \( n \) weights on arcs in \( A_i \), each shortest path takes \( O(m) \) time to compute. Hence we can compute \( f \) in \( O(nm) \) time. If weight\( (f) > \max D_z \) we know that the constraint is inconsistent.

To identify the arcs \( a = (x_i, d) \in A_X \) that belong to a flow \( g \) with value\( (g) = n \) and weight\( (g) \leq \max D_z \) we apply Theorem 1. Thus, we search for a shortest
$d - x_i$ path in $(\mathcal{A}_{\text{dec}})_f$ that together with $a$ forms a directed circuit $C$. We can compute all such shortest paths in $O(m)$ time, using the following result:

**Theorem 4.** [15] Let $\text{soft\_alldifferent}(x_1, \ldots, x_n, z, \mu_{\text{dec}})$ be consistent and let $f$ be an integer feasible minimum-weight flow in $\mathcal{A}_{\text{dec}}$ of value $n$. Then $\text{soft\_alldifferent}(x_1, \ldots, x_n, z, \mu_{\text{dec}})$ can be made domain consistent in $O(m)$ time.

**Proof.** The complexity of the filtering algorithm depends on the computation of the minimum-weight $d - x_i$ paths in $(\mathcal{A}_{\text{dec}})_f$ for arcs $(x_i, d) \in A_X$. We make use of the fact that only arcs $a \in \mathcal{A}_i$ contribute to the cost of such path.

Consider the strongly connected components of the graph $(\mathcal{A}_{\text{dec}})_f$ which is a copy of $(\mathcal{A}_{\text{dec}})_f$ where $s$ and $t$ and all their incident arcs are removed. Let $P$ be a minimum-weight $d - x_i$ path $P$ in $\mathcal{A}_f$. If $P$ is equal to $d, x_i$ then $f(x_i, d) = 1$ and $\text{cost}(P) = 0$. Otherwise, either $x_i$ and $d$ are in the same strongly connected component of $(\mathcal{A}_{\text{dec}})_f$, or not. In case they are in the same strongly connected component, $P$ can avoid $t$ in $\mathcal{A}_f$, and $\text{cost}(P) = 0$. In case $x_i$ and $d$ are in different strongly connected components, $P$ must visit $t$, and we do the following.

Split $t$ into two vertices $t^\text{in}$ and $t^\text{out}$ such that $\delta^\text{in}(t^\text{in}) = \delta^\text{in}(t)$, $\delta^\text{out}(t^\text{in}) = \emptyset$, and $\delta^\text{in}(t^\text{out}) = \emptyset$, $\delta^\text{out}(t^\text{out}) = \delta^\text{out}(t)$. For every vertex $v \in X \cup D_X$ we can compute the minimum-weight path from $v$ to $t^\text{in}$ and from $t^\text{out}$ to $v$ in total $O(m)$ time.

The strongly connected components of $(\mathcal{A}_{\text{dec}})_f$ can be computed in $O(n+m)$ time, following [33]. Hence the total time complexity of achieving domain consistency is $O(m)$, as $n < m$. 

Hence, we update $D_i = D_i \setminus \{d\}$ if $\text{weight}(f) + \text{weight}(C) > \max D_z$. Finally, we update $\min D_z = \text{weight}(f)$ if $\min D_i < \text{weight}(f)$. Then, by Corollary 2, the $\text{soft\_alldifferent}(x_1, \ldots, x_n, z, \mu_{\text{dec}})$ is domain consistent.

## 6 Soft Global Cardinality Constraint

### 6.1 Definitions

A global cardinality constraint (gcc) on a sequence of variables specifies for each value in the union of their domains an upper and lower bound to the number of variables that are assigned to this value. A domain consistency propagation algorithm for the gcc was developed in [23], making use of network flows.

Let $l_d, u_d \in \mathbb{N}$ with $l_d \leq u_d$ for all $d \in D_X$.

**Definition 7** (Global cardinality constraint, [23]).

$$\text{gcc}(X, l, u) = \{(d_1, \ldots, d_n) \mid d_i \in D_i, l_d \leq \{|d_i \mid d_i = d\}| \leq u_d \forall d \in D_X\}.$$ 

Note that the gcc is a generalization of the alldifferent constraint. If we set $l_d = 0$ and $u_d = 1$ for all $d \in D_X$, the gcc is equal to the alldifferent constraint.
In order to define measures of violation for the gcc, it is convenient to introduce for each domain value a “shortage” function \( s : D_1 \times \cdots \times D_n \times D_X \to \mathbb{N} \) and an “excess” function \( e : D_1 \times \cdots \times D_n \times D_X \to \mathbb{N} \) as follows:

\[
\begin{align*}
    s(X, d) &= \begin{cases} 
    l_d - |\{ x_i | x_i = d \}| & \text{if } |\{ x_i | x_i = d \}| \leq l_d, \\
    0 & \text{otherwise}. 
    \end{cases} \\
    e(X, d) &= \begin{cases} 
    |\{ x_i | x_i = d \}| - u_d & \text{if } |\{ x_i | x_i = d \}| \geq u_d, \\
    0 & \text{otherwise},
    \end{cases}
\end{align*}
\]

To the gcc we apply two measures of violation: the variable-based violation measure \( \mu_{\text{var}} \) and the value-based violation measure \( \mu_{\text{val}} \) that we will define in this section. The next lemma expresses \( \mu_{\text{var}} \) in terms of the shortage and excess functions.

**Lemma 1.** For gcc\((X, l, u)\) we have

\[
\mu_{\text{var}}(X) = \max \left( \sum_{d \in D_X} s(X, d), \sum_{d \in D_X} e(X, d) \right)
\]

provided that

\[
\sum_{d \in D_X} l_d \leq |X| \leq \sum_{d \in D_X} u_d. \tag{1}
\]

**Proof.** Note that if (1) does not hold, there is no variable assignment that satisfies the gcc, and \( \mu_{\text{var}} \) cannot be applied.

Applying \( \mu_{\text{var}} \) corresponds to the minimal number of re-assignments of variables until both \( \sum_{d \in D_X} s(X, d) = 0 \) and \( \sum_{d \in D_X} e(X, d) = 0 \).

Assume \( \sum_{d \in D_X} s(X, d) \geq \sum_{d \in D_X} e(X, d) \). Variables assigned to values \( d' \in D_X \) with \( s(X, d') > 0 \) can be assigned to values \( d'' \in D_X \) with \( e(X, d'') > 0 \), until \( \sum_{d \in D_X} e(X, d) = 0 \). In order to achieve \( \sum_{d \in D_X} s(X, d) = 0 \), we still need to re-assign the other variables assigned to values \( d'' \in D_X \) with \( s(X, d'') > 0 \). Hence, in total we need to re-assign exactly \( \sum_{d \in D_X} s(X, d) \) variables.

Similarly when we assume \( \sum_{d \in D_X} s(X, d) \leq \sum_{d \in D_X} e(X, d) \). Then we need to re-assign exactly \( \sum_{d \in D_X} e(X, d) \) variables. \( \square \)

We introduce the following violation measure for the gcc, which can also be applied when assumption (1) does not hold.

**Definition 8 (Value-based violation measure).** For gcc\((X, l, u)\) the value-based violation measure is

\[
\mu_{\text{val}}(X) = \sum_{d \in D_X} (s(X, d) + e(X, d)).
\]
Fig. 4. Graph representation for the gcc. Demand and capacity are indicated between parentheses for each arc \(a\) as \((d(a), c(a))\).

6.2 Graph Representation

The gcc has the following graph representation:

**Theorem 5.** [23] A solution to gcc(\(X, l, u\)) corresponds to an integer feasible \(s-t\) flow of value \(n\) in the digraph \(G = (V, A)\) with vertex set

\[
V = X \cup D_X \cup \{s, t\}
\]

and arc set \(A = A_s \cup A_X \cup A_t\),

\[
A_s = \{(s, x_i) \mid i \in \{1, \ldots, n\}\},
\]

where \(A_X = \{(x_i, d) \mid d \in D_i, i \in \{1, \ldots, n\}\}\),

\(A_t = \{(d, t) \mid d \in D_X\}\),

with demand function \(d(a) = \begin{cases} 1 & \text{if } a \in A_s, \\ 0 & \text{if } a \in A_X, \\ l_d & \text{if } a = (d, t) \in A_t, \end{cases}\)

and capacity function \(c(a) = \begin{cases} 1 & \text{if } a \in A_s, \\ 1 & \text{if } a \in A_X, \\ u_d & \text{if } a = (d, t) \in A_t. \end{cases}\)

**Example 2.** Consider the following CSP:

\[x_1 \in \{1, 2\}, x_2 \in \{1\}, x_3 \in \{1, 2\}, x_4 \in \{1\},\]

\(\text{gcc}(x_1, x_2, x_3, x_4, [1, 3], [2, 5])\).

In Figure 4 the corresponding graph representation of the gcc is presented. □
Fig. 5. a) Graph representation for the variable-based soft gcc. Demand and capacity are indicated between parentheses for each arc $a$ as $(d(a), c(a))$. Dashed arcs indicate the inserted weighted arcs with weight $w = 1$. b) Example: arcs and associated flows used in solution $x_1 = x_2 = x_4 = 1, x_3 = 2$ of weight 2.

6.3 Variable-Based Violation Measure

For the variable-based violation measure, we adapt the graph $G$ of Theorem 5 in the following way. We add the violation arcs

$$\tilde{A} = \{(d_i, d_j) \mid d_i, d_j \in D_X, i \neq j\},$$

with demand $d(a) = 0$, capacity $c(a) = n$ and weight $w(a) = 1$ for all arcs $a \in \tilde{A}$. Let the resulting digraph be denoted by $G_{\text{var}}$ (see Figure 5 for an illustration on Example 2). The objective of the variable-based violation measure is to count the variables which need to change value in order for a solution to be feasible with respect to the original gcc. Here the intuition is immediate: if a variable needs to change its value, it uses the violation arc from its current value to its desired value. Each such change induces an additional weight of 1 to the variable-based violation measure.

**Corollary 3.** The constraint $\text{soft gcc}(X, l, u, z, \mu_{\text{var}})$ is domain consistent if and only if

i) for every arc $a \in A_X$ there exists an integer feasible $s-t$ flow $f$ of value $n$ in $G_{\text{var}}$ with $f(a) = 1$ and weight$(f) \leq \max D_z$, and

ii) $\min D_z \geq \text{weight}(f)$ for a feasible minimum-weight $s-t$ flow $f$ of value $n$ in $G_{\text{var}}$.

**Proof.** An assignment $z_i = d$ corresponds to the arc $a = (z_i, d)$ with $f(a) = 1$. By construction, all variables need to be assigned to a value and the cost function exactly measures the variable-based cost of violation. The result follows from Theorem 2.

The constraint $\text{soft gcc}(X, l, u, z, \mu_{\text{var}})$ can be made domain consistent by applying Algorithm 1. We first compute a minimum-weight flow $f$ in $G_{\text{var}}$ by
computing \( n \) shortest \( s - t \) paths in the residual graph in \( O(n(m + n \log n)) \) time. In order to make the \textit{soft.gcc} with respect to \( \mu_{\text{var}} \) domain consistent, we need to check \( m - n \) arcs for consistency. Instead of computing \( m - n \) shortest paths in the residual graph, we do the following; see [24, 25]. We compute for each (variable) vertex in \( X \) the distance to all other vertices in \( O(m + n \log n) \) time. Alternatively, this may be done for all (value) vertices in \( D_X \) instead. Hence we can check all arcs for consistency in \( O(\Delta(m + n \log n)) \) time, where \( \Delta = \min(n, |D_X|) \).

In [7] the variable-based violation measure is considered for a different version of the \textit{soft.gcc}. Their version considers the parameters \( l \) and \( u \) to be variables too. Hence, the variable-based cost evaluation becomes a rather poor measure, as we trivially can change \( l \) and \( u \) to satisfy the \textit{gcc}. They fix this by restricting the set of variables to consider to be the set \( X \), which corresponds to our situation. However, they do not provide a propagation algorithm for that case.

### 6.4 Value-Based Violation Measure

For the value-based violation measure, we adapt the graph \( G \) of Theorem 5 in the following way. We add the violation arcs

\[
A_{\text{shortage}} = \{(s,d) \mid d \in D_X\} \text{ and } A_{\text{excess}} = \{(d,t) \mid d \in D_X\},
\]

with demand \( d(a) = 0 \) for all \( a \in A_{\text{shortage}} \cup A_{\text{excess}} \) and capacity

\[
c(a) = \begin{cases} 
0 & \text{if } a = (s,d) \in A_{\text{shortage}}, \\
\infty & \text{if } a \in A_{\text{excess}}.
\end{cases}
\]

We again apply a cost function \( w \) assigning unit cost to violation arcs. Let the resulting digraph be denoted by \( G_{\text{val}} \) (see Figure 6 for an illustration on Example 2).

This value-based violation measure is not concerned with variables but rather tries to evaluate the amount of flow missing or exceeding the requirement of the original \textit{gcc}. As we are only interested with the demands and capacities stated on values, we allow the flow to completely bypass the layer of nodes corresponding to the variables.

**Corollary 4.** The constraint \textit{soft.gcc}(\( X, l, u, z, \mu_{\text{val}} \)) is domain consistent if and only if

i) for every arc \( a \in A_X \) there exists an integer feasible \( s - t \) flow \( f \) of value \( n \) in \( G_{\text{val}} \) with \( f(a) = 1 \) and weight \( (f) \leq \max D_z \), and

ii) \( \min D_z \geq \text{weight}(f) \) for a feasible minimum-weight \( s - t \) flow \( f \) of value \( n \) in \( G_{\text{val}} \).

**Proof.** Similar to the proof of Theorem 3. \( \square \)
We design an efficient propagation algorithm for the value-based soft gcc, by applying again Algorithm 1 and Theorem 1. First, we compute a minimum-weight feasible flow in $G_{\text{val}}$. For this we first need to compute $n$ shortest paths to satisfy the demand of the arcs in $A_s$. In order to meet the demand of the arcs in $A_t$, we need to compute at most another $k$ shortest paths, where $k = |D_X|$. Hence the total time complexity is $O((n + k)(m + n \log n))$.

In order to make the soft gcc with respect to $\mu_{\text{val}}$ domain consistent, we need to check $m - n$ arcs for consistency. Similar to the variable-based soft gcc, this can be done in $O(\Delta (m + n \log n))$ time, where $\Delta = \min(n, |D_X|)$.

When $t_d = 0$ for all $d \in D_X$, the arc set $A_{\text{shortage}}$ is empty. In that case, $G_{\text{val}}$ has a particular structure, i.e. the costs only appear on arcs from $D_X$ to $t$. Then, similar to the reasoning for the soft all different constraint with respect to $\mu_{\text{dec}}$, we can compute a minimum-weight flow of value $n$ in $G_{\text{val}}$ in $O(mn)$ time and achieve domain consistency in $O(m)$ time.

7 Soft Regular Constraint

7.1 Definitions

The regular constraint was introduced in [20]. It is defined on a fixed-length sequence of finite-domain variables and it states that the corresponding sequence of values taken by these variables belongs to a given regular language. A domain consistency propagation algorithm for this constraint was also provided in [20]. Particular instances of the regular constraint can for example be applied in rostering problems or sequencing problems.

Before we introduce the regular constraint we need the following definitions. A deterministic finite automaton (DFA) is described by a 5-tuple $M =$
\( (Q, \Sigma, \delta, q_0, F) \) where \( Q \) is a finite set of states, \( \Sigma \) is an alphabet, \( \delta : Q \times \Sigma \rightarrow Q \) is a transition function, \( q_0 \in Q \) is the initial state, and \( F \subseteq Q \) is the set of final (or accepting) states. Given an input string, the automaton starts in the initial state \( q_0 \) and processes the string one symbol at the time, applying the transition function \( \delta \) at each step to update the current state. The string is accepted if and only if the last state reached belongs to the set of final states \( F \). Strings processed by \( M \) that are accepted are said to belong to the language defined by \( M \), denoted by \( L(M) \). For example with \( M \) depicted in Figure 7, strings \( aaabaa \) and \( cc \) belong to \( L(M) \) but not \( aacbaa \). The languages recognized by DFAs are precisely regular languages.

Given a sequence of variables \( X = x_1, x_2, \ldots, x_n \) with respective finite domains \( D_1, D_2, \ldots, D_n \subseteq \Sigma \), there is a natural interpretation of the set of possible instantiations of \( X \), i.e. \( D_1 \times D_2 \times \cdots \times D_n \), as a subset of all strings of length \( n \) over \( \Sigma \).

**Definition 9 (Regular language membership constraint, [20])**. Let \( M = (Q, \Sigma, \delta, q_0, F) \) denote a DFA and let \( X = x_1, x_2, \ldots, x_n \) be a sequence of variables with respective finite domains \( D_1, D_2, \ldots, D_n \subseteq \Sigma \). Then

\[
\text{regular}(X, M) = \{ (d_1, \ldots, d_n) \mid d_i \in D_i, d_1d_2\cdots d_n \in L(M) \}.
\]

To the regular constraint we apply two measures of violation: the variable-based violation measure \( \mu_{\text{var}} \) and the edit-based violation measure \( \mu_{\text{edit}} \) that we will define in this section.

Let \( s_1 \) and \( s_2 \) be two strings of the same length. The **Hamming distance** \( H(s_1, s_2) \) is the number of positions in which they differ. Associating with a tuple \( (d_1, d_2, \ldots, d_n) \) the string \( d_1d_2\cdots d_n \), the variable-based violation measure can be expressed in terms of the Hamming distance:

\[
\mu_{\text{var}}(X) = \min\{ H(D, X) \mid D = d_1\cdots d_n \in L(M) \}.
\]

Another distance function that is often used for two strings is the following. Let \( s_1 \) and \( s_2 \) be two strings of the same length. The **edit distance** \( E(s_1, s_2) \) is the smallest number of insertions, deletions, and substitutions required to change one string into another. It captures the fact that two strings that are identical except
for one extra or missing symbol should be considered close to one another. Edit distance is probably a better way to measure violations of a regular constraint. Consider for example a regular language in which strings alternate between pairs of a’s and b’s: the Hamming distance of string “abbaabab” is 5 (that is, n/2) since changing either the first a to a b or the first b to an a has a domino effect; the edit distance of the same string is 2 since we can insert an a at the beginning and remove a b at the end. In this case, the edit distance reflects the number of incomplete pairs whereas the Hamming distance is proportional to the length of the string rather than to the amount of violation.

**Definition 10 (Edit-based violation measure).** For regular \( (X, M) \) the edit-based violation measure is

\[
\mu_{\text{edit}}(X) = \min\{E(D, X) \mid D = d_1 \cdots d_n \in L(M)\}.
\]

**Example 3.** Consider the CSP

\[
x_1 \in \{a, b, c\}, x_2 \in \{a, b, c\}, x_3 \in \{a, b, c\}, x_4 \in \{a, b, c\},
\]

regular \((x_1, x_2, x_3, x_4, M)\)

with \( M \) as in Figure 7. We have \( \mu_{\text{edit}}(c, a, a, b) = 3 \), because we have to change at least 3 variables. A corresponding valid string with Hamming distance 3 is for example aaba. On the other hand, we have \( \mu_{\text{edit}}(c, a, a, b) = 2 \), because we can delete the value c at the front and add the value a at the end, thus obtaining the valid string aaba. \( \square \)

### 7.2 Graph Representation

A graph representation for the regular constraint was presented in [20]. Recall that \( M = (Q, \Sigma, \delta, q_0, F) \).

**Theorem 6.** [20] A solution to regular \((X, M)\) corresponds to an integer feasible \( s - t \) flow of value 1 in the digraph \( R = (V, A) \) with vertex set

\[
V = V_1 \cup V_2 \cup \cdots \cup V_{n+1} \cup \{s, t\}
\]

and arc set \( A = A_s \cup A_1 \cup A_2 \cup \cdots \cup A_n \cup A_t \),

where \( V_i = \{q_k^i \mid q_k \in Q\} \) for \( i = 1, \ldots, n+1 \),

\[
A_s = \{(s, q_0^1)\},
\]

and \( A_i = \{(q_k^i, q_{k+1}^i) \mid \delta(q_k, d) = q_k \text{ for } d \in D_i\} \) for \( i = 1, \ldots, n \),

\[
A_t = \{(q_k^{n+1}, t) \mid q_k \in F\},
\]

with capacity function \( c(a) = 1 \) for all \( a \in A \).

**Proof.** Each arc in \( A_i \) corresponds to a variable-value pair: there is an arc from \( q_k^i \) to \( q_{k+1}^i \) if and only if there exists some \( d \in D_i \) such that \( \delta(q_k, d) = q_k \). If an arc belongs to an integer \( s - t \) flow of value 1, it belongs to a path from \( q_0^1 \) to a member of \( F \) in the last \( V_{n+1} \). Hence the assignment \( x_i = d \) belongs to a solution to the regular constraint. \( \square \)

Figure 8 gives the corresponding graph representation of the regular constraint from Example 3.
7.3 Variable-Based Violation Measure

For the variable-based soft regular constraint, we add the following violation arcs to the graph representing the regular constraint.

To the graph $\mathcal{R}$ of Theorem 6 we add violation arcs

$$A_{\text{sub}} = \{(q^i_k, q^{i+1}_k) \mid \delta(q_k, d) = q \text{ for some } d \in \Sigma, i = 1, \ldots, n\},$$

with capacity $c(a) = 1$ for all arcs $a \in A_{\text{sub}}$. We apply the usual cost function $w$ with unit cost. Let the resulting digraph be denoted by $\mathcal{R}_{\text{var}}$ (see Figure 9 for an illustration on Example 3).

The input automaton of this constraint specifies the allowed transitions from state to state according to different values. The objective here, in counting the minimum number of substitutions, is to make these transitions value independent. To do so, we add a violation arc between to states $(q^i_k, q^{i+1}_k)$ if there already exists at least one valid arc between them. This means that a flow using a violation arc is in fact a solution where a variable takes a value outside of its domain. The number of such variables thus constitutes a minimum on the number of variables which need to change value.

**Corollary 5.** The constraint $\text{soft regular}(X, M, z, \mu_{\text{var}})$ is domain consistent if and only if

i) for every arc $a \in A_1 \cup \cdots \cup A_n$ there exists an integer feasible $s-t$ flow $f$ of value 1 in $\mathcal{R}_{\text{var}}$ with $f(a) = 1$ and $\text{weight}(f) \leq \max D_z$, and

ii) $\min D_z \geq \text{weight}(f)$ for a minimum-weight $s-t$ flow $f$ of value 1 in $\mathcal{R}_{\text{var}}$.

**Proof.** The weight function measures exactly $\mu_{\text{var}}$. The result follows from Theorem 2. \qed
Fig. 9. Graph representation for the variable-based soft regular constraint. For all arcs the capacity is 1. Dashed arcs indicate the inserted weighted arcs with weight 1. b) Example: arcs and associated flows used in solution $x_1 = c, x_2 = a, x_3 = a, x_4 = b$ of weight 3, corresponding to three substitutions from valid string $aab$.

Note that a minimum-weight $s-t$ flow of value 1 is in fact a shortest $s-t$ path with respect to $w$. The constraint propagation algorithm thus must ensure that all arcs corresponding to a variable-value assignment are on an $s-t$ path with cost smaller than $\max D_z$. Computing shortest paths from the initial state in the first layer to every other node and from every node to a final state in the last layer can be done in $O(n |\delta|)$ time through topological sorts because of the special structure of the graph, as observed in [20]. Here $|\delta|$ denotes the number of transitions in the corresponding DFA. Hence, the algorithm runs in $O(m)$ time, where $m$ is the number of arcs in the graph. The computation can also be made incremental in the same way as in [20]. Note that this result has been obtained independently in [5].

7.4 Edit-Based Violation Measure

For the edit-based soft regular constraint, we add the following violation arcs to the graph $R$ representing the regular constraint. As in the previous section, we add $A_{\text{sub}}$ to allow the substitution of a value. To allow deletions and insertions, we add violation arcs

$$A_{\text{del}} = \{(q^i_k, q^{i+1}_k) \mid i = 1, \ldots, n \} \setminus A$$

and

$$A_{\text{ins}} = \{(q^i_k, q^j_l) \mid \delta(q_k, d) = q_l \text{ for some } d \in \Sigma, k \neq l, i = 1, \ldots, n + 1 \}.$$ We set $c(a) = 1$ for each arc $a \in A_{\text{sub}} \cup A_{\text{del}} \cup A_{\text{ins}}$. We apply the usual cost function $w$ with unit cost for violation arcs.

Let the resulting digraph be denoted by $R_{\text{edit}}$ (see Figure 10 for an illustration on Example 3).

In this version we introduce three sets of violation arcs. The first one ($A_{\text{sub}}$) corresponding to substitutions has already been explained in section 7.3. Deletions are modeled with the arcs introduced in $A_{\text{del}}$ which link equivalent states.
of successive layers. The intuition is that by using such an arc it is possible to remain at a given state and simply ignore the value taken by the corresponding variable. The arcs in $A_{ns}$ allow a flow to make more than one transition at any given layer. Since a layer corresponds to a variable and a transition is made on a symbol of the string, this behavior is equivalent to inserting one or more symbols. Of course one has to make sure only to allow transitions defined by the automaton.

**Corollary 6.** The constraint $\text{soft\_regular}(X, M, z, \mu_{edist})$ is domain consistent if and only if

i) for every arc $a \in A_1 \cup \cdots \cup A_n$ there exists an integer feasible $s-t$ flow $f$ of value 1 in $R_{edist}$ with $f(a) = 1$ and $weight(f) \leq \max D_z$, and

ii) $\min D_z \geq weight(f)$ for a minimum-weight $s-t$ flow $f$ of value 1 in $R_{edit}$.

**Proof.** The weight function measures exactly $\mu_{edist}$. The result follows from Theorem 2. \qed

For the propagation algorithm, we proceed slightly differently from the variable-based $\text{soft\_regular}$ constraint because the structure of the graph is not the same: arcs within a layer may form (positive weight) directed circuits. We compute once and for all the smallest cumulative weight to go from $q_i^j$ to $q_i^k$ for every pair of nodes and record it in a table. This can be done through breadth-first-search from each node since every arc considered has unit weight. Notice that every layer has the same “insertion” arcs — we may preprocess one layer and use the result for all of them. In all, this initial step requires $\Theta(|Q| |\delta|)$ time. Then we can proceed as before through topological sort with table lookups, in $O(n |\delta|)$ time. The overall time complexity is therefore $O((n + |Q| |\delta|) = O(m)$, where $m$ is the number of arcs in the graph. The last step follows from $|Q| \leq n$, because otherwise some states would be unreachable.
8 Soft Same Constraint

8.1 Definitions

The same constraint is defined on two sequences of variables and states that the variables in one sequence use the same values as the variables in the other sequence. The constraint was introduced in [4]. One can also view the same constraint as demanding that one sequence is a permutation of the other. A domain consistency algorithm for the same constraint was presented in [6], making use of flow theory.

**Definition 11 (Same constraint, [4])**. Let $X = x_1, \ldots, x_n$ and $Y = y_1, \ldots, y_n$ be sequences of variables with respective finite domains $D_1, \ldots, D_n$ and $D_1', \ldots, D_n'$. Then

\[
\text{same}(X, Y) = \left\{ (d_1, \ldots, d_n, d_1', \ldots, d_n') \mid d_i \in D_i, d_i' \in D_i', \bigcup_{i=1}^{n} \{d_i\} = \bigcup_{i=1}^{n} \{d_i'\} \right\}.
\]

Note that in the above definition $\bigcup_{i=1}^{n} \{d_i\}$ and $\bigcup_{i=1}^{n} \{d_i'\}$ are multisets, in which elements may occur more than once.

To the same constraint we apply the variable-based violation measure $\mu_{\text{var}}$. Denote the symmetric difference of two multisets $S$ and $T$ by $S \Delta T$, i.e. $S \Delta T = (S \setminus T) \cup (T \setminus S)$. For $\text{same}(X, Y)$ we have

\[
\mu_{\text{var}}(X, Y) = \left| \left( \bigcup_{i=1}^{n} \{x_i\} \right) \Delta \left( \bigcup_{i=1}^{n} \{y_i\} \right) \right| / 2.
\]

**Example 4**. Consider the following over-constrained CSP:

\[
x_1 \in \{a, b, c\}, x_2 \in \{c, d, e\}, x_3 \in \{c, d, e\},
\]

\[
y_1 \in \{a, b\}, y_2 \in \{a, b\}, y_3 \in \{c, d\},
\]

\[
\text{same}(x_1, x_2, x_3, y_1, y_2, y_3).
\]

We have $\mu_{\text{var}}(a, c, c, a, b, c) = 1$ because $\{a, c, c\} \Delta \{a, b, c\} = \{b, c\}$. This gives $|\{b, c\}|/2 = 1$.

8.2 Graph Representation

The same constraint has the following graph representation:

**Theorem 7.** [6] A solution to $\text{same}(X, Y)$ corresponds to an integer feasible $s - t$ flow of value $n$ in the digraph $S = (V, A)$ with vertex set

\[
V = X \cup (D_X \cap D'_Y) \cup Y \cup \{s, t\}
\]

and arc set $A = A_s \cup A_X \cup A_Y \cup A_t$. 
where \( A_s = \{(s,x_i) \mid i \in \{1, \ldots, n\}\}, \)
\( A_X = \{(x_i,d) \mid d \in D_i \cap D_Y, i \in \{1, \ldots, n\}\}, \)
\( A_Y = \{(d,y_i) \mid d \in D_i \cap D_X, i \in \{1, \ldots, n\}\}, \)
\( A_t = \{(y_i,t) \mid i \in \{1, \ldots, n\}\}, \)

with capacity function \( c(a) = 1 \) for all \( a \in A. \)

Figure 11 gives the corresponding graph representation of the same constraint from Example 4.

### 8.3 Variable-Based Violation Measure

To the graph \( \mathcal{S} \) of Theorem 7 we add the arc sets
\[
\tilde{A} = \{(d_i,d_j) \mid d_i,d_j \in D_X \cup D_Y, i \neq j\},
\]
with capacity \( c(a) = n \) and weight \( w(a) = 1 \) for all arcs \( a \in \tilde{A}. \) Let the resulting digraph be denoted by \( \mathcal{S}_{\text{var}} \) (see Figure 12 for an illustration on Example 4). The inserted violation arcs are similar to the violation arcs of the variable-based \texttt{soft.gcc}. Again, if a variable needs to change its value, it uses the violation arc from its current value to its desired value. The total induced weight corresponds exactly to the variable-based violation measure.

**Corollary 7.** The constraint \texttt{soft.same}(\(X, Y, z, \mu_{\text{var}}\)) is domain consistent if and only if

i) for every arc \( a \in A_X \cup A_Y \) there exists a feasible \( s-t \) flow \( f \) of value \( n \) in \( \mathcal{S}_{\text{var}} \) with \( f(a) = 1 \) and weight \( f \leq \max D_z, \) and

ii) \( \min D_z \geq \text{weight}(f) \) for a minimum-weight \( s-t \) flow \( f \) of value \( n \) in \( \mathcal{S}_{\text{var}}. \)

**Proof.** An assignment \( x_i = d \) corresponds to the arc \( a = (x_i,d) \) with \( f(a) = 1. \) By construction, all variables need to be assigned to a value and the cost function exactly measures the variable-based cost of violation. The result follows
The constraint \texttt{soft\_same}(X,Y,z,\mu_{var}) can be made domain consistent by applying Algorithm 1 and Theorem 1. Consistency can again be checked by computing an initial flow in \(O(n(m + n \log n))\) time and, similar to the \texttt{soft\_gcc}, domain consistency can be achieved in \(O(\Delta(m + n \log n))\) time, where \(\Delta = \min(n, |D_X|)\).

9 Conclusion

Many real-life problems are over-constrained; constraint programming deals with the issue by softening constraints. In this paper we have proposed a generic constraint propagation algorithm for soft versions of an important class of global constraints; those that can be represented by a flow in a graph. To allow solutions that were originally infeasible, we have added violation arcs to the graph, with an associated cost. Hence, a flow that represents an originally infeasible solution induces a cost. This cost corresponds to a violation measure of the soft global constraint. We have applied our method to soften the \texttt{alldifferent}, the \texttt{gcc}, the \texttt{regular}, and the \texttt{same} constraints, and described efficient domain consistency algorithms for each of them. The results are summarized in Table 1.

We have used existing violation measures, but also introduced new measures for the \texttt{soft\_gcc} and the \texttt{soft\_regular} constraint. For many of those violation measures we applied in this paper, the cost function assigned unit penalties. The framework makes it possible to use more varied costs, though. Namely, we may even assign any \textit{convex} cost function to the arcs without changing the complexity of the algorithms; see [1, p. 543-565]. In fact, the cost function applied to the decomposition-based \texttt{soft\_alldifferent} constraint can be regarded as a convex cost function on the aggregation of the parallel arcs. Such cost functions could also be advantageous in other cases, for example to distinguish between insertions.
and deletions in the `soft-regular` constraint. This could also be particularly useful in application to personnel rostering problems, where one could penalize differently (using `soft-gcc`) the over-usage of values associated to night shifts or day shifts for instance.

The approach to soft constraints which we favored in this paper allows us to restrict the amount of violation of individual (global) constraints and to use that restriction to perform domain filtering in the spirit of cost-based filtering for optimization constraints. Our results hopefully provide helpful ingredients for modeling and solving real-life over-constrained problems efficiently with constraint programming.
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