Rethinking the Camera Pipeline for Computer Vision
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Abstract

Computer vision is undergoing a revolution that is enabling new categories of visual applications for consumers, but it still incurs costs that prevent energy-strapped mobile devices from deploying these new capabilities. Part of the problem is the camera system itself: smartphone cameras and their associated signal processing hardware are designed to capture high-quality images for human consumption, not to efficiently feed a computer vision algorithm.

In ongoing work, we propose to redesign the imaging systems in mobile devices from the ground up for computer vision. The key finding is that much of the work that makes up a traditional camera pipeline is unnecessary when feeding a vision algorithm. We propose a programmable design for a camera sensor and the associated image signal processor (ISP) chip that can switch into an efficient vision mode, which delivers raw signal data instead of high-quality photographs. Using experiments with both classical vision algorithms and deep convolutional neural networks, we find significant energy savings are possible with only minor degradation in vision accuracy: where humans see low-quality photographs, computer vision algorithms see usable data.

1. Overview

The deep learning revolution has unlocked a new set of capabilities in computer vision. To help bring the energy cost of these new techniques within the battery budget of a smartphone, a torrent of recent research has explored hardware acceleration for machine learning inference [3–5, 9, 13, 16]. That work, however, only addresses part of the whole cost: real-time vision involves the entire imaging pipeline, from photons to classification. Figure 1a depicts the complete pipeline, which includes the camera itself and its associated image signal processor (ISP) chip. These components can consume a significant portion of a smartphone’s energy budget [2].

We argue that today’s cameras and ISPs waste work when they are used for computer vision. They spend time and energy to capture a high-quality image for human viewers, but vision algorithms are sensitive to different image properties compared to human eyes. We envision a second, approximate mode for the imaging pipeline that produces low-quality, raw sensor signals in exchange for energy savings. Figure 1b depicts the proposed pipeline and its approximate mode, where the camera adjusts to produce lower-resolution, lower-precision data, and the ISP is disabled entirely.

In this position paper, we argue empirically that vision applications are highly tolerant to approximate image capture. We measure minimal degradation in accuracy when disabling most stages in a simulated ISP pipeline. Similarly, vision algorithms are only minimally impacted when the camera drastically reduces the number of pixels and the number of bits per pixel that it captures. Together, these tolerances highlight the need for a low-power, approximate, vision-oriented mode for camera pipelines.


To examine the tolerance that vision algorithms have to approximate image capture, we use a suite of benchmarks and an array of tools for simulating our proposed camera pipeline. Table 1 lists the applications we measured, which include both deep convolutional neural networks and “classical” algorithms with hand-tuned features.

For learning-based algorithms, a central challenge is retraining the model to work on the raw, unprocessed output.
to evaluate accuracy under different pipeline configurations. We use the tool to create training data for learning-based vision algorithms and produce an analog luminance signal from our proposed hardware instead of conventional RGB images. Deep neural networks require large training sets, but no labeled training data exists in the form of raw camera signals. We need a tool that can convert popular image data sets such as COCO [14], LFW [7], and CIFAR [11] from plain images to raw sensor signals.

We have developed a pipeline that can perform these conversions by simulating a traditional camera pipeline in reverse. The tool is based on work in the imaging community on inferring RAW sensor data based on a particular camera profile [10]. To evaluate a specific camera pipeline proposal, the tool can simulate arbitrary ISP stages and sensor settings. Figure 2 shows the result of running the tool on an image from the COCO [14] data set to approximate the RAW data produced by an image sensor. We use the conversion tool to create training data for learning-based vision algorithms and to evaluate accuracy under different pipeline configurations.

### 3. Skipping the ISP

Modern mobile devices couple the camera with a specialized image signal processor (ISP), which transforms the raw camera signal into a final image. ISPs compose a series of stages: demosaicing to account for sensor device layout, denoising, white balance correction, and so on.

Only two of the standard stages have a large impact on the accuracy of any of the benchmarks in Table 1: demosaicing and gamma compression. With only these two stages enabled, the benchmarks all show only small quality degradation with respect to a full ISP: LeNet’s [12] classification error increases by 1.3%, for example, and the FasterRCNN face detection network [17] loses 1.2% accuracy.

Accuracy is worse when these two stages are disabled. Demosaicing is critical because it compensates for the green-dominated Bayer pattern produced by the camera sensor (see Figure 2c) to a plain RGB image; and gamma compression normalizes the data so it has a wider dynamic range. Instead of enabling these two ISP stages, we are exploring a camera sensor design that can approximate both of them without signal processing. The first technique downsamples the image to read out a lower-resolution RGB image, eliminating the need for costly demosaicing. The second adjusts the quantization in the camera’s analog-to-digital converters (ADC) to produce pre-normalized raw data in most cases. With these two features enabled in the camera itself, vision algorithms can achieve acceptable accuracy while skipping the ISP entirely.

### 4. Resolution and Quantization in the Camera

To trade off quality for energy in the camera sensor itself, we propose to adjust two parameters that are traditionally fixed at design time: image resolution and analog-to-digital converter (ADC) quantization.

Many vision algorithms use low-resolution inputs when compared to the multi-megapixel outputs from modern cameras. Current systems capture a high-resolution image and then scale it down for efficient vision processing. Instead, our proposed camera can save energy by reading out a lower-resolution image a priori. The camera powers off subsets of the CMOS photodiodes and ADCs that make up the pixel sensors. Reducing resolution saves an amount of energy linear in the pixel count.

The ADC in each sensor cell is responsible for quantizing an analog luminance signal to a digital set of levels. An ADC’s time and energy cost is exponential in its number of bits. Although most cameras configure their ADCs to produce 12 or more bits, we find that most vision applications can achieve high accuracy on data with only 5 bits per pixel. Furthermore, by adjusting the ADCs’ quantization levels to match the distribution of light intensities found in real images, we observe acceptable accuracy with as few as 4 bits.

### 5. Next Steps

This position paper explores simple changes to a traditional camera pipeline to make it better suited for computer vision. There are many more opportunities for co-designing camera hardware more deeply with computer vision algorithms. For example, we are exploring the creation of a dynamic feedback loop between the vision application and the sensor. In this design, the application uses inference results from frame $n$ to determine how to best capture frame $n + 1$. The vision algorithm will predict which portions of the next image will be irrelevant, for example, or whether a higher dynamic range is necessary to capture more detail in an object of interest.
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