In relation to the Baumgarte-Shapiro-Shibata-Nakamura (BSSN) formulation of the Einstein equations, we write down the boundary conditions that result from the vanishing of the projection of the Einstein tensor normally to a timelike hypersurface. Furthermore, by setting up a well-posed system of propagation equations for the constraints, we show explicitly that there are three constraints that are incoming at the boundary surface and that the boundary equations are linearly related to them. This indicates that such boundary conditions play a role in enforcing the propagation of the constraints in the region interior to the boundary. Additionally, we examine the related problem for a strongly-hyperbolic first-order reduction of the BSSN equations and determine the characteristic fields that are prescribed by the three boundary conditions, as well as those that are left arbitrary.

The conceptual advantage is that the boundary conditions carry a clear geometrical interpretation. Because of the generality of the methods used to demonstrate this result, we believe that such will be the case for any formulation of the 3 + 1 Einstein equations that is strongly hyperbolic.

The full significance of $G_{ab}e^b = 0$ to the “conformal-traceless” decomposition of the 3 + 1 equations due to Baumgarte and Shapiro [6], which is developed on the basis of earlier work by Shibata and Nakamura [7], and is known as BSSN. We have two reasons for interest in this formulation. In the first place, it is a hybrid between the ADM equations and the more recent hyperbolic formulations, because it represents a partial reduction to first-order of the original ADM equations with mixing of the constraints in a manner similar to most hyperbolic formulations (see, e.g., [8]). As such, it represents an opportunity to investigate the transition between ADM and its hyperbolic (well-posed) reductions.

Our other reason for interest stems from the fact that numerical simulations performed using codes based on the BSSN formulation appear to be able to run for significantly long times, which makes it, currently, a formulation of widespread choice in numerical relativity (see, e.g., [9]), up to slight modifications (see, e.g., [10,11]).
In Section II we briefly describe the problem of the Einstein boundary conditions for the ADM equations with the purpose of introducing the Einstein boundary conditions in terms of the fundamental variables of the $3 + 1$ split. The Einstein boundary conditions in terms of the BSSN variables are introduced in Section III, whereas their relationship to the propagation of the constraints is developed in Section IV. In Section V we study the analogous problem for the case of a well-posed first-order reduction of the BSSN equations. Our first-order reduction is strongly hyperbolic, having six characteristic fields that are incoming at the boundary, and six that are outgoing at the boundary. Unlike the Einstein-Christoffel formulation and other first-order reductions of the BSSN equations, it has two subluminal characteristic speeds in addition to light speed and rest. We show explicitly how the Einstein boundary conditions prescribe only three of the incoming characteristic fields, which is entirely consistent with the results of Section IV, and coincides with our previous results on the Einstein-Christoffel formulation. As in our previous work, we restrict to the case of vanishing shift vector throughout, in order to maintain simplicity in the calculations. The reader may assume that a nonvanishing shift vector will greatly increase the complexity of the calculations, though not their underlying conceptual framework. We close in Section VI with some remarks.

II. THE EINSTEIN BOUNDARY CONDITIONS IN TERMS OF THE INTRINSIC AND EXTRINSIC CURVATURE FOR THE CASE OF VANISHING SHIFT VECTOR

This section develops a brief review of the boundary conditions of the Einstein equations in the ADM formulation. In our minds, the ADM case acts as the basis for most other formulations that are derived from it by linear combinations with the constraints and by the addition of any number of first-order variables.

Throughout the article we assume the following form for the metric of spacetime in coordinates $x^a = (x^i, t)$ in terms of the three-metric $\gamma_{ij}$ of the slices at fixed value of $t$:

$$ds^2 = -\alpha^2 dt^2 + \gamma_{ij} dx^i dx^j$$  \hspace{1cm} (1)

where $\alpha$ is the lapse function. The Einstein equations $G_{ab} = 0$ for the four-dimensional metric are equivalently expressed in the ADM form [5]:

$$\gamma_{ij} = -2\alpha K_{ij}, \hspace{1cm} (2a)$$

$$K_{ij} = \alpha (R_{ij} - 2K_i^l K_j^l + K K_{ij}) - D_i D_j \alpha, \hspace{1cm} (2b)$$

with the constraints

$$C = R - K_{ij} K^{ij} + K^2 = 0, \hspace{1cm} (3a)$$

$$C_i = D_i K^i - D_i K = 0. \hspace{1cm} (3b)$$

Here an overdot denotes a partial derivative with respect to the time coordinate ($\partial / \partial t$), indices are raised with the inverse metric $\gamma^{ij}$, $D_i$ is the covariant three-derivative consistent with $\gamma_{ij}$, $R_{ij}$ is the Ricci curvature tensor of $\gamma_{ij}$, $R$ its Ricci scalar, $K_{ij}$ is the extrinsic curvature of the slice at fixed value of $t$ and $K = \gamma^{ij} K_{ij}$. Expressed in terms of the Einstein tensor, the constraints (3) are related to specific components in the coordinates $(x^i, t)$:

$$C = 2\alpha^2 \Gamma^{ii}, \hspace{1cm} (4a)$$

$$C_i = -\alpha \gamma_{ij} \Gamma^{ii}, \hspace{1cm} (4b)$$

where (4b) holds only for vanishing shift vector. The constraint character (the absence of second derivatives with respect to time) is a consequence of the fact that the only components of the Einstein tensor that appear in (4) have a contravariant index of value $t$. In geometric terms, (4) are linear combinations of $G_{ab} n^b = 0$ where $n^b$ is the unit normal to the slices of fixed value of $t$, and is therefore given by $n^a = g^{ab} n_b = -\alpha g^{at} = \delta^t / \alpha$.

Similarly, at any boundary given by a fixed value of a spatial coordinate, the normal vector to the boundary surface $e^b$ can be used to project the Einstein tensor as $G_{ab} e^b$ in order to obtain the components that have no second derivatives across the boundary. As we have suggested previously [2], the vanishing of these can then be imposed as conditions on the boundary values for the fundamental variables. To fix ideas let us choose a boundary surface at a fixed value of $x$. Thus $e^b = g^{bx} = 0, \gamma^{ix}$ up to scaling. Consequently, $G_{ab} e^b = G^{x}_{i}$, so any linear combination of the components of the Einstein tensor with a contravariant index of value $x$ will be suitable. Explicitly we have:

$$G^i_{a} = -\frac{1}{2} \gamma^{ij}[(\ln \gamma)_{ii} - \gamma^{kl} \gamma_{iklj}] - KD^i \alpha + K_i^x D^x \alpha + \alpha (\gamma^{ij} \Gamma^l_{ij} K^l + \gamma^{ij} \Gamma^l_{ikj})$$  \hspace{1cm} (5a)$$

$$G^x_{a} = \frac{\bar{K} - K_i^x}{\alpha} - \frac{1}{2} (R + K_i^j K_{ij} + K^2) + KK^x_i + R^x_i - \frac{1}{\alpha} (D^i D_j \alpha - D^i D_j \alpha)$$  \hspace{1cm} (5b)$$

$$G^y_{a} = -\frac{K_i^y}{\alpha} + KK^y_i + R^y_i - \frac{1}{\alpha} D^i D_j \alpha$$  \hspace{1cm} (5c)$$

$$G^z_{a} = -\frac{K_i^z}{\alpha} + KK^z_i + R^z_i - \frac{1}{\alpha} D^i D_j \alpha.$$  \hspace{1cm} (5d)
Here $\Gamma^i_{ij} = (1/2)\gamma^{kl}(\gamma_{ij,k} + \gamma_{jl,i} - \gamma_{ij,l})$, and the time derivative of the components of the extrinsic curvature is applied after raising an index, that is: $K^i_{ij} \equiv (\gamma^{kl} K_{kl})_{ij}$. The reader can verify that $R^i_x$ and $R^i_z$ do not involve second derivatives with respect to any of the variables and that the combination $R^i_x - \frac{1}{2}R$ does not either [1].

Since Eqs. (5) represent the vanishing of four independent components of the Einstein tensor, they must be expressible in terms of linear combinations of the evolution equations (2) and the constraints (3). For this reason, it could mistakenly be thought that they must be satisfied identically by the solution of the evolution equations with initial data satisfying the constraints. Such would be the case only in regions of spacetime where the constraints are satisfied, as well as the evolution equations. Since the constraints are only imposed on the initial data, it is not at all clear that they are satisfied everywhere. A brief calculation that involves taking a time derivative of the constraints and using the evolution equations yields

\[
\dot{C} = -\frac{1}{2} \alpha \partial^i C + \ldots 
\]

\[
\dot{C}_i = -2\alpha \partial_i C + \ldots 
\]

where $\ldots$ denote undifferentiated terms. Besides being homogeneous (in the sense that all the terms in the right-hand side vanish when $C$ and $C_i$ vanish), this system is strongly hyperbolic [12] because it has real characteristic speeds and a complete set of characteristic fields. With respect to the unit vector $\xi^i = \gamma^{ix}/\sqrt{\gamma^{xx}}$, normal to the boundary at $x = x_1 > 0$, the constraints $C^i$ and $C_i$ travel with zero characteristic speeds, whereas $C^\pm = 2C \pm C^i/\sqrt{\gamma^{xx}}$ travel with speeds $\pm \alpha$, respectively. Because $2C - C^i/\sqrt{\gamma^{xx}}$ is incoming at the boundary, its values on the boundary are independent from any initial data, and must be prescribed appropriately simply in order for there to be a unique solution to the propagation Eqs. (6). The vanishing solution $C = C_i = 0$ can only be obtained by setting vanishing initial values and homogeneous boundary values for $2C - C^i/\sqrt{\gamma^{xx}}$. Because $2C - C^i/\sqrt{\gamma^{xx}}$ requires a boundary prescription, it is an example of what we refer to, colloquially and somewhat loosely, as an “unpreserved” constraint.

One may not, thus, dismiss the boundary Eqs. (5) as a matter of principle. On the contrary, it is enlightening to see exactly how the boundary equations relate to the constraints.

To start with, by inspection one can clearly see that $G^i_x$ and $G^i_z$ are identical to the evolution Eqs. (3) for the mixed components $K^x_{\gamma}$ and $K^z_{\gamma}$ of the extrinsic curvature (namely: the components $j = y$ and $j = z$ of Eq. (2b) multiplied by $\gamma^{xy}$). Thus two of the four boundary equations are identically satisfied by the solution of the evolution equations (irrespective of the initial data). That is not the case with $G^i_y$. If one uses the evolution equations for $K^x_{\gamma}$ and for the trace $K$ that follow from (2b) to eliminate the time derivatives from $G^i_{\gamma}$, one is left with the Hamiltonian constraint $C$. Finally, using the definition of the extrinsic curvature (2a) in the expression for $G^i_{\gamma}$ it is straightforward to see that $G^i_{\gamma} = \alpha \gamma^{yi} C_i$. Summarizing, if we represent the evolution equations (2a) and (2b) in the form $\mathcal{E}_{ij} = 0$ and $\mathcal{E}_{\gamma} = 0$ respectively by transferring all the terms from the right into the left-hand side, we have

\[
G^i_x = \alpha C^i + \frac{1}{2} \gamma^{ij} \gamma^{kl} (\partial_j \mathcal{E}_{\gamma_k} - \mathcal{E}_{\gamma} \gamma^{jk} \partial_j \mathcal{E}^\gamma_k) 
\]

\[
G^i_y = \frac{1}{\alpha} \gamma^{ij} \mathcal{E}^\gamma_j 
\]

\[
G^i_z = \frac{1}{\alpha} \gamma^{ij} \mathcal{E}^\gamma_z 
\]

\[
G^i \gamma = \frac{1}{2} \alpha (\gamma^{ij} \mathcal{E}^\gamma_{ij} - \gamma^{ij} \mathcal{E}^\gamma_{ij}). 
\]

This means that $G^i_x$ and $G^i_z$ are equivalent to $C^i$ and $C$ respectively (modulo the evolution), whereas $G^i_y$ and $G^i_\gamma$ are equivalent to zero (modulo the evolution). One can see that imposing either $G^i_x = 0$ or $G^i_z = 0$ is equivalent to a boundary condition of the form $C^\gamma = BC^x$ with a constant $B$ on the system of evolution of the constraints. This is a valid boundary condition in the sense that it preserves the well-posedness of the system of evolution of the constraints [12]. Thus, of the two components $G^i_x = 0$ or $G^i_\gamma = 0$, any linear combination of them not equivalent to the outgoing constraint represents a necessary boundary condition. The other one (or a linear combination of $G^i_x = 0$ and $G^i_\gamma = 0$ not equivalent to the first one) becomes redundant because it represents a condition on the outgoing characteristic field $C^\gamma$, which is already determined at the boundary by the initial values. Whether or not this equation can be imposed on the boundary values of the ADM equations is an issue that comes up in the next Section as well, where we discuss it at some length.

Because the ADM evolution equations are not strongly hyperbolic, perhaps nothing else can be said about the role of the equations $G_{ab} e^b = 0$ as boundary conditions for the ADM equations, except that failure to impose the nontrivial one leads to constraint violations with guaranteed certainty.

In the next Section, we examine the Einstein boundary conditions as applied in the formulation of the Einstein equations that appears in [6].

### III. Boundary Conditions for the BSSN Formulation with Vanishing Shift

In the case of vanishing shift vector, the formulation of the Einstein equations referred to as BSSN [6] consists of the following evolution equations...
\[
\begin{align*}
\dot{\gamma}_{ij} &= -2\alpha \ddot{\alpha}_{ij} \\
\phi &= -\frac{\alpha}{6} K \\
\dot{\Gamma}^i &= 2\alpha \left( \Gamma_{jk}^{\cdot} \ddot{\alpha}^{ij} + \frac{2}{3} \dddot{\gamma}_{ij} K_{ij} + 6 \ddot{\alpha}_{ij} \phi_{ij} \right) - 2 \dddot{\alpha}_{ij} \alpha_{ij} \\
\dot{A}_{ij} &= \alpha e^{-4\phi} \left( \frac{1}{2} \dddot{\gamma}_{ij,lm} + \dddot{\gamma}_{ikl} \dddot{\Gamma}^k_{ij} + \dddot{\gamma}_{ijk} \dddot{\Gamma}^i_{jl} \right) + 2 \dddot{\gamma}_{ikl} \dddot{\Gamma}_{ijkl} - 2 \dddot{D}_j \dddot{D}_j \phi + 4 \dddot{D}_j \phi \dddot{D}_j \phi \\
- \frac{1}{3} \dddot{\gamma}_{ij} [\dddot{K}^i_{ij} + \dddot{\Gamma}^{kl}_{ijkl}] + \frac{2}{3} \dddot{\gamma}_{ij} [\dddot{D}_j \dddot{D}_j \phi - 2 \dddot{D}_j \phi \dddot{D}_j \phi - \frac{(D_1 D_3 \alpha)^T_F}{\alpha}] + K \dddot{\alpha}_{ij} - 2 \dddot{\alpha}_{ij} \dddot{\alpha}_{ij} &= K = -\gamma_{ij} \dddot{D}_i \dddot{D}_j \phi + \alpha \left( \dddot{A}_{ij} \dddot{A}_{ij} + \frac{1}{3} \dddot{K}^2 \right)
\end{align*}
\]

for the 15 variables
\[
\begin{align*}
\phi &= \frac{1}{12} \ln(\det \gamma_{ij}) \\
\dddot{\gamma}_{ij} &= e^{-4\phi} \gamma_{ij} \\
\dddot{K} &= \gamma_{ij} \dddot{K}_{ij} \\
\dddot{A}_{ij} &= e^{-4\phi} \left( K_{ij} - \frac{1}{3} \gamma_{ij} \dddot{K} \right) \\
\dddot{\Gamma}^i &= -\dddot{\gamma}_{ij} \dddot{\Gamma}^i_{ij}
\end{align*}
\]

which mainly separate out the determinant of the three-metric and the trace of the extrinsic curvature in order to evolve them as fundamental variables in their own right. But additionally, three first-order variables are introduced, \( \dddot{\Gamma}^i \), corresponding to certain combinations of first derivatives of the metric. This has the effect of modifying the principal symbol of the system of PDE’s.

For this system, we will express the boundary Eqs. (5) directly in terms of the fundamental variables, in such a way that no second \( x \) derivatives of \( \dddot{\gamma}_{ij} \) or \( \phi \) occur, nor first \( x \) derivatives of \( \dddot{\Gamma}^i \), \( \dddot{A}_{ij} \) nor \( \dddot{K} \) occur.

We start with the simplest one, that is \( G_\gamma^i \), which contains second derivatives in the term \( R^i \).

To start with, we have \( R_{ij} = \dddot{R}_{ij} + R^\phi_{ij} \) where \( \dddot{R}_{ij} \) is the Ricci tensor of \( \dddot{\gamma}_{ij} \) and
\[
R^\phi_{ij} = -2 \dddot{D}_i \dddot{D}_j \phi - 2 \dddot{\gamma}_{ij} \dddot{D}_i \dddot{D}_j \phi + 4 \dddot{D}_j \phi \dddot{D}_j \phi \\
- 4 \dddot{\gamma}_{ij} \dddot{D}_j \phi \dddot{D}_j \phi
\]

So
\[
R^\phi_{ij} = \gamma_{ij} R_{ij} = e^{-4\phi} \dddot{\gamma}_{ij} (R_{ij} + R^\phi_{ij}) = e^{-4\phi} (R^\phi_{ij} + \dddot{\gamma}_{ij} R_{ij}^\phi) \]

As far as the principal terms are concerned, we have
\[
\dddot{\gamma}_{ij} R_{ij}^\phi = -2 \dddot{D}_i \dddot{D}_j \phi + \ldots
\]

Also as far as principal terms are concerned, the Ricci tensor of a metric of unit determinant is
\[
\dddot{R}_{ij} = -\frac{1}{2} \dddot{\gamma}^{kl} (\dddot{\gamma}_{ijkl} - \dddot{\gamma}_{iljk} - \dddot{\gamma}_{jilk}) + \ldots
\]

Thus
\[
\dddot{R} = -\frac{1}{2} \dddot{\gamma}^{ij} (\dddot{\gamma}_{ijkl} - \dddot{\gamma}_{iljk} - \dddot{\gamma}_{jilk}) + \ldots
\]
By a completely analogous calculation we also have

\[ G^x_i = -\frac{\tilde{A}^x}{\alpha} + e^{-4\phi} \left[ \frac{1}{2} (\tilde{\gamma}^{xl} \tilde{\gamma}^{ym} - \tilde{\gamma}^{xm} \tilde{\gamma}^{yl}) \tilde{\gamma}_{ym,ly} 
+ \frac{1}{2} (\tilde{\gamma}^{xl} \tilde{\gamma}^{zm} - \tilde{\gamma}^{xm} \tilde{\gamma}^{zl}) \tilde{\gamma}_{zm,lz} 
+ \frac{1}{2} \tilde{\Gamma}^{x}_{zy} - 2\tilde{D}^{y} \tilde{D}^{z} \phi \right] + \ldots \]  

(19)

We can treat \( G^x_i \) with a similar procedure. By analogy with (16) the reader should have no trouble to see that

\[ \tilde{R}^x_1 = 1 \left[ (\tilde{\gamma}^{xl} \tilde{\gamma}^{ym} - \tilde{\gamma}^{xm} \tilde{\gamma}^{yl}) \tilde{\gamma}_{ym,ly} 
+ \frac{1}{2} (\tilde{\gamma}^{xl} \tilde{\gamma}^{zm} - \tilde{\gamma}^{xm} \tilde{\gamma}^{zl}) \tilde{\gamma}_{zm,lz} 
- \frac{1}{2} \tilde{\Gamma}^{x}_{y} + \ldots \right] \]  

(20)

But since

\[ \tilde{R} = \tilde{\gamma}^{ij} \tilde{R}_{ij} = \tilde{\gamma}^{ij} \tilde{\gamma}^{kl} \tilde{\gamma}_{ij,kj} + \ldots = -\tilde{\gamma}^{ij}_{ij,kj} + \ldots 
= \tilde{\Gamma}^{x}_{yk} + \ldots \]  

(21)

then the term with an \( x \) derivative of \( \tilde{\Gamma}^{x} \) in \( \tilde{R}^x_1 \) cancels out with a term in \(-\frac{1}{2} \tilde{\Gamma}^{x}\), so that:

\[ \tilde{R}^x_1 - \frac{1}{2} \tilde{\Gamma}^x = 1 \left[ (\tilde{\gamma}^{xl} \tilde{\gamma}^{ym} - \tilde{\gamma}^{xm} \tilde{\gamma}^{yl}) \tilde{\gamma}_{ym,ly} 
+ \frac{1}{2} (\tilde{\gamma}^{xl} \tilde{\gamma}^{zm} - \tilde{\gamma}^{xm} \tilde{\gamma}^{zl}) \tilde{\gamma}_{zm,lz} 
- \frac{1}{2} \tilde{\Gamma}^{x}_{y} + \ldots \right] \]  

(22)

Additionally, we have \( K^x_i = \tilde{A}^x_i \), so that

\[ K^x_i = \tilde{A}^x_i + \frac{1}{3} \tilde{K} + \ldots \]  

(23)

Collecting the relevant results, the principal terms of \( G^x_i \) are finally written out in the intended form:

\[ G^x_i = -\frac{\tilde{A}^x}{\alpha} + \frac{2}{3\alpha} \tilde{K} + e^{-4\phi} \left[ \frac{1}{2} (\tilde{\gamma}^{xl} \tilde{\gamma}^{ym} - \tilde{\gamma}^{xm} \tilde{\gamma}^{yl}) \tilde{\gamma}_{ym,ly} 
+ \frac{1}{2} (\tilde{\gamma}^{xl} \tilde{\gamma}^{zm} - \tilde{\gamma}^{xm} \tilde{\gamma}^{zl}) \tilde{\gamma}_{zm,lz} 
- \frac{1}{2} \tilde{\Gamma}^{x}_{y} + \ldots \right] \]  

(24)

For the remaining boundary equation, \( G^t_i \), we observe that

\[ G^t_i = -\frac{1}{2} \gamma^{ij} \left[ \text{ln(det} \gamma_{kl}) \right]_{jli} - \gamma^{kl} \gamma_{jki} + \ldots \]  

(25)

which, with the simple substitution of \( \gamma_{ij} = e^{4\phi} \tilde{\gamma}_{ij} \), becomes

\[ G^t_i = -\frac{1}{2} e^{-4\phi} (8 \tilde{\gamma}^{xi} \phi_{ji} + \tilde{\gamma}^{xi} e_{ji}) + \ldots \]  

(26)

with \( G^t_i, G^t_j, G^t_k \) given by (18), (19), (24), and (26), as candidates for nontrivial boundary conditions for the evolution Eqs. (8). Notice that, unlike the ADM case, none of the four equations is manifestly identical to any of the evolution Eqs. (8), the reason being that all the evolution equations for the traceless extrinsic curvature density \( \tilde{A}_{ij} \) contain second derivatives of \( \tilde{\gamma}_{ij} \) as part of the Laplacian operator \( \tilde{\gamma}^{kl} \tilde{\partial}_{k} \tilde{\partial}_{j} \). This makes it a nontrivial task to figure out whether the boundary equations are identically satisfied by the solution of the evolution equations with constrained initial data. In the following Section, we argue that at least three of them are necessary, on the basis of their role in ensuring the propagation of the vanishing values of the constraints.

IV. RELATION TO CONSTRAINT PROPAGATION

The scalar and vector constraints \( C \) and \( C_i \) of (3) can be expressed as follows in terms of the BSSN variables:

\[ C = e^{-4\phi} \left[ \Gamma^{i}_{jk} - 8D^{i} \tilde{D}^{j} \phi - 8D^{i} \phi \tilde{D}^{j} \phi + \frac{1}{4} \tilde{\gamma}^{lm} \tilde{\gamma}^{jk}_{,l} (\tilde{\gamma}^{jk}_{,m} - 2 \tilde{\gamma}^{jm}_{,k} - 2 \tilde{\gamma}^{km}_{,j}) \right] - \tilde{A}_{ij} \tilde{A}^{ij} - \frac{2}{3} K^2 \]  

(28a)

\[ C_i = \tilde{\gamma}^{ij} \tilde{A}_{ki,j} - \tilde{\Gamma}^{i} \tilde{\partial}_{k} \tilde{A}^{i} - \frac{1}{2} \tilde{\gamma}^{jk,i} \tilde{A}^{lk} - \frac{2}{3} K_{i} + 6 \tilde{A}^{i} \phi_{,j} \]  

(28b)

In addition to the scalar and vector constraints \( C \) and \( C_i \), an additional constraint,

\[ G^i \equiv \Gamma^{i} + \tilde{\gamma}^{ij}_{,j} \]  

(28c)

must be imposed on the initial values, i.e.,

\[ G^i = 0 \]  

(29)

in order for the BSSN Eqs. (8) to yield a solution of the ADM Eqs. (2). Whether the constraints \( C, C_i \) and \( G^i \) are satisfied by the solution of the evolution Eqs. (8) is determined by the equations for \( \dot{C}, \dot{C}_i \) and \( \dot{G}^i \) that are implied by (8). The easiest propagation equation to obtain is that for \( G^i \), because \( G^i \) is a trivial constraint, whose propagation should be exactly zero by construction unless some constraint had been used in establishing the evolution equations for \( \Gamma^i \) or for \( \tilde{\gamma}^{ij}_{,j} \). Since the vector constraint is necessary to write Eq. (8c) in such a form, the evolution of \( G^i \) naturally depends on the vector constraint, as follows:
\[ \dot{G}^i = 2\alpha \dot{\gamma}^{ij} C_j. \]  
(30)

This equation has no principal terms for the purposes of the structure of characteristics, so we can write it as

\[ \dot{G}^i = \ldots \]  
(31)

where \ldots represents undifferentiated terms. Additionally, since the time derivatives of the variables that appear in the expression (28a) for \( \dot{C} \) will not contribute any terms that would have derivatives of the constraints themselves, we have

\[ \dot{C} = \ldots \]  
(32)

as well. Finally, the only term that contributes derivatives of constraints to \( \dot{C} \) is \( \gamma^{ik} \dot{A}_{ki,j} \), yielding

\[ \dot{C}_i = \frac{\alpha e^{-4\phi}}{2} \gamma_{ik} \dot{D}_j G^k + \frac{\alpha}{6} C_{ij} + \ldots. \]  
(33)

As it stands, the system of evolution Eqs. (31)–(33) is not manifestly well-posed, not even manifestly hyperbolic, because of the presence of second space derivatives in the right-hand side as a direct consequence of the addition of the three first-order variables \( \dot{\Gamma} \). In order to facilitate the study of the properties of propagation of the constraints, however, we may define a set of six first-order variables for the constraints that allow us to reduce the differential order of the right-hand side:

\[ I_{ik} = \gamma_{il} G^l_{ik}. \]  
(34)

These are not to be thought of as additional constraints to be imposed on the initial data of the BSSN evolution equations. Rather, they will be automatically satisfied by any set of initial data that satisfies \( \dot{G} = 0 \). But they are useful because, by adding them as new variables, the propagation of the constraints takes the form:

\[ \begin{align*}
\dot{C} &= \ldots \\
\dot{C}_i &= \frac{\alpha}{6} C_{ij} + \frac{\alpha e^{-4\phi}}{2} \gamma^{ik} I_{ik}\dot{l} + \ldots \\
\dot{I}_{ik} &= 2\alpha C_{ik} + \ldots \\
\dot{G}^i &= \ldots
\end{align*} \]  
(35a–35d)

This first-order system of 13 equations is strongly hyperbolic in the sense that it has a complete set of null eigenvectors. This means that for each arbitrary covector \( \xi \) of unit length \( \xi_i \xi_j \gamma^{ij} = 1 \) at any given point, there are 13 characteristic fields, which travel with real speeds. One can easily see that the characteristic speeds of this system are 0, and \( \pm \alpha \), with multiplicity seven, three and three, respectively. Thus seven characteristic constraints are "static" in the sense that they propagate along the direction of evolution \( \partial / \partial t \). Of the six nonstatic characteristic constraints, three are outgoing at the boundary:

\[ + Z_i = C_i + \frac{1}{2} \xi^k I_{ik} + \frac{1}{6} \xi_i C \]  
(36)

and three are incoming:

\[ - Z_i = C_i - \frac{1}{2} \xi^k I_{ik} - \frac{1}{6} \xi_i C. \]  
(37)

This indicates that, even if the 13 constraints are set to zero on the initial slice, they would not remain zero in the future of the initial slice unless the incoming constraints are set to zero, either directly or indirectly as functions of the outgoing constraints. One way to accomplish this would be by means of boundary conditions of the form

\[ Z_i = L_{ij} Z_j \]  
with constant coefficients \( L_{ij} \).

Our next goal is to show that the boundary equations \( G^a_\alpha = 0 \) with \( G^a_\alpha \) given by (18), (19), (24), and (26) are equivalent, in a sense, to such boundary conditions. This would indicate, in effect, that the boundary equations \( G^a_\alpha = 0 \) are instrumental in preserving the constraints.

More precisely, we wish to show that the boundary equations \( G^a_\alpha = 0 \) are related to the nonstatic constraints through linear combinations with the evolution equations in the following manner:

\[ \begin{align*}
G^i_x &= -\alpha C^i - \frac{1}{2} \gamma^{ij}(\dot{\gamma}^{kl} - \dot{\gamma}^{ki} \dot{\gamma}^{lj}) \\
G^i_y &= -\left( \frac{1}{6} C + \frac{1}{2} \xi^m I_{xm} \right) - \frac{1}{\alpha} \dot{\gamma}^{ij} \dot{\gamma}^{kl} + \frac{2}{3\alpha} \dot{\gamma}^k \\
G^i_z &= -\frac{1}{2} \xi^m I_{zm} - \frac{1}{\alpha} \dot{\gamma}^{ij} \dot{\gamma}^{kl} \\
G^l_\alpha &= -\frac{1}{2} \xi^m I_{zm} - \frac{1}{\alpha} \dot{\gamma}^{ij} \dot{\gamma}^{kl}
\end{align*} \]  
(38a–38d)

where \( \dot{\gamma}^{ij} \), \( \dot{\gamma}^{kl} \), \( \dot{\gamma}^{m} \), \( \dot{\gamma}^{l} \), \( \dot{\gamma}^{k} \) represent the evolution Eqs. (8b), (8a), (8d) and (8e) where all the terms in the right-hand side are moved to the left. We can think of the relationship between the boundary equations and the constraints through the evolution equations as an equivalence:

\[ \begin{align*}
G^i_x &\sim -\alpha C^i \\
G^i_y &\sim -\left( \frac{1}{6} C + \frac{1}{2} \xi^m I_{xm} \right) \\
G^i_z &\sim -\frac{1}{2} \xi^m I_{zm} \\
G^l_\alpha &\sim -\frac{1}{2} \xi^m I_{zm}
\end{align*} \]  
(39a–39d)

modulo the evolution.

In order to prove this, we start with the boundary equation \( G^i_x = 0 \). We have, explicitly from (8d),
\[ \dot{\gamma}^{\text{ii}} \dot{e}_{x}^{l} = \dot{\Lambda}_{x} - \alpha e^{-4\phi} \left( -\frac{1}{2} \dot{\gamma}^{kl} \dot{\gamma}_{x,k} + \frac{1}{2} \dot{\Gamma}_{x} \right. \]
\[ + \frac{1}{2} \dot{\gamma}^{jl} \dot{\gamma}_{j,k} \Gamma_{k,j} - \frac{1}{3} \dot{\Gamma}_{k} - 2 \hat{D}^{k} \hat{D}_{x} \phi \]
\[ + \frac{2}{3} \hat{D}^{k} \hat{D}_{k} \phi \left. \right) + \ldots \]

(40)

and also
\[ \dot{\gamma}^{\text{ii}} \dot{e}_{x}^{k} = \dot{K} + \ldots \]

(41)

Therefore, adding the evolution equations (with appropriate factors) to \( G_{x}^{i} \) as given by Eq. (24), we have immediately
\[ G_{x}^{i} + \frac{1}{\alpha} \gamma^{ij} \dot{e}_{x}^{j} \left. - \frac{2}{3} \alpha \right) \dot{e}_{x}^{k} = \frac{e^{-4\phi}}{2} \left[ \left( \dot{\gamma}^{kl} \dot{\gamma}_{x,k} + \left( \dot{\gamma}^{xl} \dot{\gamma}_{x,l} - \gamma^{xm} \right) \right) \dot{\gamma}_{x,m,ly} \right. \]
\[ + \left( \dot{\gamma}^{il} \dot{\gamma}_{x,l} + \gamma^{ym} \dot{\gamma}_{x,m} \right) \dot{\gamma}_{x,mlz} \]
\[ - \gamma^{ij} \dot{\gamma}_{x,k} \Gamma_{k,j} \right] + \ldots \]

(42)

The three indicated terms in second derivatives of \( \dot{\gamma}_{ij} \) manifestly combine to yield
\[ (\dot{\gamma}^{xl} \dot{\gamma}_{x,l} - \gamma^{xm} \dot{\gamma}_{x,m}) \dot{\gamma}_{x,lm} \]
\[ + \gamma^{ij} \dot{\gamma}_{x,k} \Gamma_{k,j} = \dot{\gamma}^{lm} \dot{\gamma}_{x,kl} \gamma_{x,k,m} \ldots \]

(44)

Thus (42) reads, equivalently,
\[ G_{x}^{i} + \frac{1}{\alpha} \gamma^{ij} \dot{e}_{x}^{j} \left. - \frac{2}{3} \alpha \right) \dot{e}_{x}^{k} = \left[ \dot{\gamma}^{km} \left( \dot{\gamma}_{x,km} - \gamma_{x,k} \Gamma_{k,m} \right) \right. \]
\[ - \frac{1}{3} \left( \Gamma_{k} - 8 \hat{D}^{k} \hat{D}_{x} \phi \right) \right] \frac{e^{-4\phi}}{2} \]
\[ + \ldots \]

(45)

Both indicated terms are directly expressible in terms of constraints now. The second term in parenthesis (with the exponential factor included) is manifestly equal to the Hamiltonian constraint \( C \), whereas the first parenthesis immediately leads to one of the new first-order constraints:
\[ \dot{\gamma}^{kl} \dot{\gamma}_{x,km} - \gamma_{k} \Gamma_{k,m} = - \gamma_{k} \left( \Gamma_{k} + \dot{\gamma}_{k,j} \right) + \ldots \]
\[ = - \gamma_{k} \Gamma_{k,m} = - I_{x,m} + \ldots \]

(46)

Thus Eq. (38b) is verified.

We now show how to prove (38c). From (8d) we have
\[ \frac{1}{\alpha} \gamma^{ij} \dot{e}_{x}^{j} \left. - \frac{e^{-4\phi}}{2} \left( \dot{\gamma}^{kl} \dot{\gamma}_{x,lm} - \gamma^{ij} \dot{\gamma}_{y} \Gamma_{k,j} \right) \right. \]
\[ - \dot{\gamma}^{x,y} + 4 \hat{D}^{k} \hat{D}_{x} \phi \right) + \dot{A}_{x} + \ldots \]

(47)

Adding this to \( G_{x}^{i} \) as given by (18) we manifestly obtain
\[ G_{x}^{i} + \frac{1}{\alpha} \gamma^{ij} \dot{e}_{x}^{j} = \left[ \left( \dot{\gamma}^{xl} \dot{\gamma}_{x,l} \right) \dot{\gamma}_{x,ml} \right. \]
\[ - \gamma^{ym} \dot{\gamma}_{x,m} \left. \right) + \left( \dot{\gamma}^{xl} \dot{\gamma}_{x,l} \right) \dot{\gamma}_{x,lm} \right. \]
\[ - \gamma^{ij} \dot{\gamma}_{y} \Gamma_{k,j} \right] + \frac{e^{-4\phi}}{2} \]
\[ + \ldots \]

(48)

By expanding the index \( l = x, y, z \) in the third line of the preceding equation some cancellations take place, leading directly to
\[ G_{x}^{i} + \frac{1}{\alpha} \gamma^{ij} \dot{e}_{x}^{j} = \frac{e^{-4\phi}}{2} \left( \dot{\gamma}^{xl} \dot{\gamma}_{y} \Gamma_{k,j} + \dot{\gamma}^{yi} \dot{\gamma}_{y} \Gamma_{k,j} \right) \]
\[ + \ldots \]

(49)

The terms in parenthesis in the right-hand side are now expressible in terms of the new first-order constraint:
\[ \dot{\gamma}^{xl} \dot{\gamma}_{y} \Gamma_{k,j} + \dot{\gamma}^{yi} \dot{\gamma}_{y} \Gamma_{k,j} = - \dot{\gamma}^{ij} \dot{\gamma}_{y} \left( \Gamma_{k,j} + \dot{\gamma}_{k,j} \right) + \ldots \]
\[ = - \dot{\gamma}^{ij} \dot{\gamma} \Gamma_{y} + \ldots \]

(50)

Thus Eq. (38c) is verified. A completely analogous procedure (with \( z \) in the place of the subscript \( y \) leads to the verification of Eq. (38d).

It only remains to verify Eq. (38a). From (8b) and (8a) we have trivially
\[ \dot{e} \dot{\phi} = \dot{\phi} + \ldots \]

(51)

and
\[ \dot{e} \dot{\gamma} = \dot{\gamma} + \ldots \]

(52)

Adding these [in the manner specified by (38a)] to \( G_{x}^{i} \) as given by (26) we have immediately
\[ G_{x}^{i} + \frac{1}{2} \gamma^{ij} \left( 8 \dot{e} \dot{\phi}_{i} - \dot{\gamma}^{ij} \dot{e}_{x}^{j} \right) \]
\[ = e^{-4\phi} \left( \frac{2}{3} \dot{\gamma}^{kl} K_{i} - \dot{\gamma}^{kl} \dot{A}_{i} \right) + \ldots \]

(53)

The right-hand side of the preceding equation is manifestly expressible in terms of the vector constraint \( C_{i} \), with the consequence that Eq. (38a) is verified. By the set of Eqs. (38), thus, imposing the equations \( G_{a}^{i} = 0 \) on the boundary is equivalent, in a sense, to imposing the indicated combinations of constraints on the boundary. We now show that such combinations of constraints are equivalent to the incoming characteristic constraints.

By Eqs. (38), (36) and (37), using \( \xi_{i} = (1, 0, 0)/\sqrt{\gamma}, \) we have
The four components $G^x_a$ are equivalent (modulo the evolution) to linear combinations of the incoming and outgoing constraints with constant coefficients. Thus imposing $G^x_a = 0$ is equivalent (modulo evolution) to setting boundary conditions on the system of propagation of the constraints ($Z_i = L_i^\tau Z_j$), except for the fact that the propagation of the constraints requires only three boundary conditions (not four). Accordingly, three arbitrary linearly independent combinations of the four equations $G^x_a = 0$ except $G^x_i - \alpha \gamma^{i\tau}G^\tau_i = 0$ are appropriate in order to ensure that the constraints will remain satisfied by the solution of the evolution Eqs. (8) with constrained initial data. But the fourth linearly independent one, which is effectively a constraint on an outgoing characteristic constraint, is satisfied identically. Thus the whole set $G^x_a = 0$ up to linear combinations constitutes appropriate boundary conditions. This does not contradict the wisdom of the theory of initial-boundary-value problems, which states that no boundary conditions should be prescribed on outgoing fields on the basis that the boundary values would be inconsistent with the initial values [12], because, clearly, the equation $G^x_i - \alpha \gamma^{i\tau}G^\tau_i = 0$ is consistent with homogeneous initial values. Unfortunately, to our knowledge, no standard literature is available in the theory of partial differential equations that would address the question of constrained initial-boundary-value problems, so we regard the issue of the suitability of the fourth equation as an open problem.

This means that by imposing three (linearly independent combinations) of the four equations $G^x_a = 0$ except $G^x_i - \alpha \gamma^{i\tau}G^\tau_i = 0$ on the boundary values of the evolution Eqs. (8) the propagation of the constraints is enforced.

At this level there is no preferred set of three linear combinations out of the four equations $G^x_a = 0$ (except $G^x_i - \alpha \gamma^{i\tau}G^\tau_i = 0$). This freedom is an advantage, because it may easily accommodate requirements that may stem from expectations of numerical stability. A full study of numerical stability considerations is beyond the scope of this work.

The question arises as to whether the fourth equation should be used on the boundary values. For the sake of argument, we can take the fourth equation to be $G^x_i + \alpha \gamma^{i\tau}G^\tau_i = 0$, since this equation is equivalent to a linear combination of purely outgoing constraints ($Z_i \gamma^{i\tau} = 0$). If one looks at this question from the point of view of the constraint-propagation problem (35), clearly imposing the fourth equation would be redundant, given that the outgoing constraints are made to vanish at the boundary simply by picking vanishing initial values. Yet the fourth equation is not inconsistent with the choice of vanishing initial values for the outgoing constraints.

From the point of view of the evolution Eqs. (8), however, it is not at all clear that the fourth equation should not be imposed. This is because, as it stands, the system of evolution Eqs. (8) is not strongly hyperbolic in the standard sense (see, however, [13]). Therefore, there is no clear classification of the 15 fundamental variables into static, incoming or outgoing fields. As a consequence, to our knowledge, the actual number of boundary conditions required by the evolution Eqs. (8), being not less than three, remains unknown.

In the next section we reduce the BSSN equations fully to first-order form. The resulting first-order system is strongly hyperbolic in the standard sense and the boundary-value-problem can be solved in the standard manner.

V. EINSTEIN BOUNDARY CONDITIONS FOR A WELL-POSED FIRST-ORDER REDUCTION OF THE BSSN EQUATIONS

In order for Eqs. (8) to reduce to first-order form, the spatial derivatives of $\phi$ and those of $\gamma_{ij}$ not already accounted for by $\tilde{\Gamma}^i$ need to be added as new variables (a total of 15 new variables). They are

$$Q_i \equiv \phi_{,i} \quad (55a)$$
$$V_{ijk} \equiv \gamma_{ijk} - \frac{3}{5} \gamma_{k(i} \gamma_{j)lm} \gamma^{lm} + \frac{1}{5} \gamma_{ij} \gamma_{klm} \gamma^{lm}. \quad (55b)$$

These new first-order variables have been used before in order to find a symmetrizable hyperbolic first-order reduction of the BSSN equations by linear combination with the constraints [14]. The difference here is that we do not involve combinations with the constraints. By using $\tilde{\gamma}^{ij}$ to raise the first two indices in (55b) we have

$$V^{ij}_{k} = -\tilde{\gamma}^{ij}_{k} + \frac{3}{5} \delta^{i}_{l} \gamma^{jlm} \gamma^{lm} - \frac{1}{5} \tilde{\gamma}^{ij} \gamma^{lm} \gamma_{kl} \quad (56)$$

One has $V^{ij}_{j} = 0$ automatically, so the set of variables $V^{ij}_{k}$ does not include the three variables $\tilde{\Gamma}^i$. Additionally, $V^{ij}_{k}$ is traceless in the first two indices, also by construction ($V^{ij}_{k} \tilde{\gamma}^{ij} = 0$). Thus $V^{ij}_{k}$ are 12 variables in all. Using $V^{ij}_{k}$ and $\tilde{\Gamma}^i$ one is able to invert in order to obtain all the derivatives of the inverse metric in terms of the new
In addition to reducing the BSSN equations to first-order form, we also require the lapse function to be densitized, namely:

\[ \tilde{\gamma}_{ij} = -2\alpha \hat{\Lambda}_{ij} \]
\[ \tilde{\phi} = -\frac{\alpha}{6} K \]
\[ \tilde{A}_{ij} = -\left[ 2 \tilde{\gamma}_{ij} \tilde{\gamma}^{km} V^{rs}_{k,m} - \frac{7}{10} \tilde{\gamma}_{i(r} \tilde{\Gamma}^{r,k}_{j)} + \frac{7}{30} \tilde{\gamma}_{ij} \tilde{\Gamma}^{r}_{r,k} + 8 \tilde{Q}_{(i} \tilde{\xi}_{j)} - \frac{8}{3} \tilde{\gamma}_{ij} \tilde{\gamma}^{kl}_{k,l} \right] e^{-4\phi} + \ldots \]
\[ \tilde{K} = -6\alpha \tilde{\gamma}^{ij} Q_{k,l} + \ldots \]
\[ \tilde{\Gamma}^{i} = -\frac{4}{3} \alpha \tilde{\gamma}^{ij} K_{ij} + \ldots \]
\[ \tilde{Q}_{i} = -\frac{\alpha}{6} K_{ij} + \ldots \]
\[ \tilde{V}^{ij}_{k} = -2\alpha \left( \tilde{\Lambda}^{ij}_{k} - \frac{3}{5} \delta^{ij}_{k} \tilde{A}^{l}_{l} + \frac{1}{5} \tilde{\gamma}^{ij}_{kl} \tilde{A}^{l}_{ks} \right) + \ldots. \]

The reader can verify that this problem has the following eigenvalues:

(i) \( s = 0 \) with 18 eigenvectors labeled by free values of \( \tilde{\gamma}_{ij}, \phi, \tilde{\Gamma}^{i} \), the two components of \( \tilde{Q}_{i} \) except \( \gamma^{ij} Q_{k} \xi_{j} \) and the seven components of \( \tilde{V}^{ij}_{k} \) other than \( \gamma^{ij} \tilde{V}^{ij}_{k} \xi_{i} \).

(ii) \( s = \pm \alpha \) with eigenvectors given by

\[ \tilde{\gamma}_{ij} = 0 \]
\[ \phi = 0 \]

where \( \alpha \) is an arbitrarily prescribed function of space-time. The evolution Eqs. (8), augmented by trivial evolution equations for \( Q_{i} \) and \( V^{ij}_{k} \), read now:

\[ \tilde{\gamma}_{ij} = -2\alpha \tilde{\Lambda}_{ij} \]
\[ \tilde{\phi} = -\frac{\alpha}{6} K \]
\[ \tilde{A}_{ij} = -\left[ 2 \tilde{\gamma}_{ij} \tilde{\gamma}^{km} V^{rs}_{k,m} - \frac{7}{10} \tilde{\gamma}_{i(r} \tilde{\Gamma}^{r,k}_{j)} + \frac{7}{30} \tilde{\gamma}_{ij} \tilde{\Gamma}^{r}_{r,k} + 8 \tilde{Q}_{(i} \tilde{\xi}_{j)} - \frac{8}{3} \tilde{\gamma}_{ij} \tilde{\gamma}^{kl}_{k,l} \right] e^{-4\phi} + \ldots \]
\[ \tilde{K} = -6\alpha \tilde{\gamma}^{ij} Q_{k,l} + \ldots \]
\[ \tilde{\Gamma}^{i} = -\frac{4}{3} \alpha \tilde{\gamma}^{ij} K_{ij} + \ldots \]
\[ \tilde{Q}_{i} = -\frac{\alpha}{6} K_{ij} + \ldots \]

The new evolution Eqs. (59f) and (59g) are obtained simply by taking a time derivative of the definitions (55a) and (55b) and substituting the evolution Eqs. (8b) and (8a) in the resulting right-hand sides. No linear combinations with the constraints are used.

In order to see that this initial value problem is strongly hyperbolic in the standard sense [12], the eigenvalue problem of the principal symbol in an arbitrary direction must be solved. This is equivalent to assuming that all the fields have a plane wave dependence of the form \( \exp(i(\xi_{k} x^{k} - st)) \) with real \( s \) and arbitrary \( \xi_{i} \) so that \( \xi_{i} \xi_{j} \gamma^{ij} = 1 \). The eigenvalue problem of the principal symbol has thus the form:

\[ s \tilde{\gamma}_{ij} = 0 \]
\[ s \phi = 0 \]
\[ s \tilde{A}_{ij} = -\alpha e^{-4\phi} \left( \frac{1}{2} \tilde{\gamma}_{ij} \tilde{\gamma}^{km} V^{rs}_{k,m} - \frac{7}{10} \tilde{\gamma}_{i(r} \tilde{\Gamma}^{r,k}_{j)} + \frac{7}{30} \tilde{\gamma}_{ij} \tilde{\Gamma}^{r}_{r,k} + 8 \tilde{Q}_{(i} \tilde{\xi}_{j)} - \frac{8}{3} \tilde{\gamma}_{ij} \tilde{\gamma}^{kl}_{k,l} \right) \]
\[ s \tilde{K} = -6\alpha \tilde{\gamma}^{ij} Q_{k,l} \xi_{l} \]
\[ s \tilde{\Gamma}^{i} = -\frac{4}{3} \alpha \tilde{\gamma}^{ij} K_{ij} \xi_{l} \]
\[ s \tilde{Q}_{i} = -\frac{\alpha}{6} K \xi_{l} \]
\[ s \tilde{V}^{ij}_{k} = -2\alpha \left( \tilde{\Lambda}^{ij}_{k} - \frac{3}{5} \delta^{ij}_{k} \tilde{A}^{l}_{l} + \frac{1}{5} \tilde{\gamma}^{ij}_{kl} \tilde{A}^{l}_{ks} \right). \]
with free values of \( K \) and of the two components of \( \tilde{A}^{ij} \) other than \( \tilde{A}^{ij} \xi_j \).
These are six eigenvectors in all: three for \( s = \alpha \) and three for \( s = -\alpha \).

(iii) \( s = \pm \alpha \sqrt{3}/5 \) with eigenvectors given by

\[
\dot{\gamma}_{ij} = 0 \quad \phi = 0
\]

\[
\Gamma^i = 0
\]

\[
Q_i = 0
\]

\[
K = 0
\]

\[
\tilde{A}^{ij} = \frac{3}{2} (\xi^i \xi^j - \frac{1}{3} \gamma^{ij}) \tilde{A}^{kl} \xi_k \xi_l
\]

\[
V^{ij}_k = \alpha \left( \frac{3}{s} (\xi^i \xi^j - \gamma^{ij}) \xi_k + \frac{2}{5} \delta_k^{(i} \xi^{j)} \right) \tilde{A}^{kl} \xi_k \xi_l
\]

with free values of the component \( \tilde{A}^{kl} \xi_k \xi_l \). These are two eigenvectors in all: one for \( s = \alpha \sqrt{3}/5 \) and one for \( s = -\alpha \sqrt{3}/5 \).

(iv) \( s = \pm \alpha \sqrt{7}/10 \) with eigenvectors given by

\[
\dot{\gamma}_{ij} = 0 \quad \phi = 0
\]

\[
\Gamma^i = 0
\]

\[
Q_i = 0
\]

\[
K = 0
\]

\[
\tilde{A}^{ij} = 2 \xi
\]

\[
V^{ij}_k = -\alpha \left( \frac{4}{s} \xi^i \tilde{A}^{jm} \xi_m \xi_k - \frac{12}{5} \delta_k^{(i} \tilde{A}^{jm} \xi_m \xi_m \right)
\]

\[
+ \frac{2}{5} \delta^{ij} \tilde{A}^{lm} \xi_m \xi_l
\]

with free values of the two components \( \tilde{A}^{kl} \xi_k \xi_l \) (which vanishes). These are four eigenvectors in all: two for \( s = \alpha \sqrt{7}/10 \) and two for \( s = -\alpha \sqrt{7}/10 \).

In all of the above, as in what follows, we are using the notation \( \xi^i = \gamma^i \xi_j \).

All eigenvalues are thus real and there are \( 18 + 6 + 2 + 4 = 30 \) linearly independent eigenvectors.

The initial value problem of Eqs. (59) is, thus, strongly hyperbolic in the standard sense, and has six pairs of “nonstatic” characteristic fields traveling with nonzero speeds. Not all characteristic speeds are equal to the speed of light, though: there are only three pairs of incoming-outgoing characteristic fields traveling at the speed of light. The other three pairs of nonstatic characteristic fields travel at subluminal speeds. (This does not necessarily contradict [15], since in that reference the authors use a different first-order reduction of the BSSN equations.) In the following we write down explicitly the characteristic fields with nonvanishing characteristic speeds, with the aim of relating some of them to the boundary equations of Section III.

The three pairs of characteristic fields that travel at light speed \( s = \pm \alpha \) are

\[
\pm U^k = K = \pm 6 \xi^k Q_k
\]

\[
\pm U^{ij} = \tilde{A}^{ij} - 2 \xi^{(i} \tilde{A}^{j)(k} \xi_k + \frac{1}{2} (\xi^i \xi^j + \gamma^{ij}) \tilde{A}^{kl} \xi_k \xi_l
\]

\[
\pm \left( -\frac{1}{2} V^{ij}_k \xi^k + \xi^i (V^{ji}_l \xi^l + \gamma^{ij}) - \frac{1}{4} (\xi^i \xi^j \right)
\]

\[
+ (\gamma^{ij}) V^{ml}_{k} \xi_m \xi_l \xi^k)
\]

(62)

Notice that \( \pm U^{ij} \dot{\gamma}_{ij} = \pm U^{ij} \xi_j = 0 \). As observed previously, they are labeled by free values of \( K \) and of the two components of \( \tilde{A}^{ij} \) other than the projections along the characteristic direction \( \xi_i \).

The pair of characteristic fields with \( s = \pm \alpha \sqrt{3}/5 \) is

\[
\pm U = \tilde{A}^{ij} \xi_i \xi_j - \frac{2}{3} e^{4\phi} \pm K \pm \frac{\sqrt{3}}{3} \left( -\frac{1}{2} V^{ml}_{k} \xi_m \xi_l \xi^k + \frac{7}{15} \Gamma_i \xi_i - \frac{4}{3} e^{4\phi} \xi^k Q_k \right)
\]

(63)

As observed before, it is labeled by the projection \( \tilde{A}^{ij} \xi_i \xi_k \).

The two pairs of characteristic fields with \( s = \pm \alpha \sqrt{7}/10 \) are

\[
\pm U^{ij} = \tilde{A}^{ij} - \xi^{(i} \tilde{A}^{j)(k} \xi_k + \frac{1}{2} (\tilde{A}^{ij} \xi_k \xi_l + \gamma^{ij}) \tilde{A}^{kl} \xi_k \xi_l
\]

\[
- V^{ij}_k \xi^k + \xi^i (V^{ji}_l \xi^l + \gamma^{ij}) - \frac{1}{4} (\xi^i \xi^j \right)
\]

\[
+ (\gamma^{ij}) V^{ml}_{k} \xi_m \xi_l \xi^k)
\]

\[
\pm \sqrt{10} \left( -\gamma^{ij} Q_k + e^{4\phi} \xi^i \xi^k Q_k \right)
\]

(64)

Notice that \( U^{ij} \xi_i = 0 \). These are labeled by the two projections \( \tilde{A}^{ij} \xi_j \) other than \( \tilde{A}^{kl} \xi_k \xi_l \), as anticipated previously.

In order to see which of these fields are prescribed by the boundary Eqs. (18), (19), (24) and (26), we restrict attention to \( \xi_i = (1, 0, 0)/\sqrt{\gamma^{xx}} \). Lowering the index \( i \) with \( \dot{\gamma}_{ij} \) we have

\[
\pm U_x = \tilde{A}^{ik} \gamma^{jk} \pm \frac{1}{2} \sqrt{\gamma^{xx}} \left( 1 \right) \pm \frac{1}{2} \sqrt{\gamma^{xx}} \left( 1 \right) \pm \frac{10}{7} Q_x
\]

(65a)

\[
\pm U_z = \tilde{A}^{ik} \gamma^{jk} \pm \frac{1}{2} \sqrt{\gamma^{xx}} \left( 1 \right) \pm \frac{10}{7} Q_z
\]

(65b)
Inverting for $\tilde{A}_y^y$ and $\tilde{A}_z^z$ we have

$$\begin{align}
\tilde{A}_y^y &= \frac{\sqrt{\gamma_{yy}}}{2}(-U_y + U_x), \\
\tilde{A}_z^z &= \frac{\sqrt{\gamma_{zz}}}{2}(-U_z + U_x).
\end{align} \tag{66a}$$

Clearly, the boundary Eqs. (18) and (19) prescribe the time derivatives of the incoming fields $-U_y$ and $-U_z$, respectively, in terms of their outgoing counterparts.

Next, with $\xi_i = (1, 0, 0) / \sqrt{\gamma_{xx}}$, the fields $\pm U$ read

$$\pm U = \tilde{A}_{xx} - \frac{2}{3} \tilde{\gamma}_{xx} K = \frac{\gamma_{xx}}{2} (U^+ + U). \tag{67}$$

which can be inverted as

$$\tilde{A}_{xx} - \frac{2}{3} \tilde{\gamma}_{xx} K = \frac{\gamma_{xx}}{2} (U^+ + U). \tag{68}$$

Furthermore, since $\tilde{A}_{xx} - \frac{2}{3} \tilde{\gamma}_{xx} K = \tilde{\gamma}^{ij} (\tilde{A}_j - \frac{2}{3} \delta_j^i K)$ then we have:

$$\tilde{\gamma}^{ij} (\tilde{A}_j - \frac{2}{3} \delta_j^i K) = \frac{\gamma_{xx}}{2} (U^+ + U). \tag{69}$$

Isolating the term with $j = x$ we have

$$\tilde{\gamma}^{xx} (\tilde{A}_x - \frac{2}{3} K) = \frac{\gamma_{xx}}{2} (U^+ + U) - \tilde{\gamma}^{xy} \tilde{A}_y - \tilde{\gamma}^{xz} \tilde{A}_z. \tag{70}$$

Using (72) in the right-hand side, we finally have

$$\begin{align}
\tilde{A}_x^x - \frac{2}{3} K = &\frac{e^{4\phi}}{2} (U^+ + U) - \frac{\tilde{\gamma}^{xy}}{2 \tilde{\gamma}_{xx}} (-U_y + U_x) \\
&- \frac{\tilde{\gamma}^{xz}}{2 \tilde{\gamma}_{xx}} (-U_z + U_x). \tag{71}
\end{align}$$

Clearly, since the time derivatives of the incoming fields $-U_y$ and $-U_z$ are already prescribed by (18) and (19), then the boundary Eq. (24) prescribes the time derivative of the incoming field $-U$ in terms of its outgoing counterpart.

It only remains to understand the role of the fourth boundary Eq. (26). The reader can verify that the combination

$$0U \equiv \tilde{\Gamma}^x - 8 \tilde{\gamma}^{xl} Q_k \tag{72}$$

is one of the 18 characteristic fields with zero characteristic speed. But this is exactly equal to the combination that appears under the time derivative sign in (26) up to terms of lower order, that is

$$\tilde{\Gamma}^x - 8 \tilde{\gamma}^{xl} Q_k = \gamma^{li}([\ln(\det\gamma_{kl})]_i - \gamma^{kl} \gamma_{ikl}) + \ldots \tag{73}$$

Clearly, thus, the fourth boundary Eq. (26) is a condition on the time derivative of the static characteristic field $0U$, and, as such, it should be identically satisfied. The fourth equation is not necessary in order to prescribe incoming fields.

In summary, we have found that three of the six incoming characteristic fields are prescribed by three of the four equations $G^a_a = 0$. These are precisely the characteristic fields that travel at speeds different from the speed of light. The fourth equation is redundant, but must be satisfied by a static characteristic field as a consequence of the initial data and the evolution equations.

This is entirely consistent with the analysis of Section IV. The results of this Section show that, in the case of the first-order reduction, there are only three boundary prescriptions in the set $G^a_a = 0$, and the three incoming fields that travel at the speed of light remain freely specifiable. This is very similar to the case of the Einstein-Christoffel formulation discussed in [2,3]. The fields that remain freely specifiable are labeled by the components $\tilde{A}_z$, $\tilde{A}_y^y$, and the trace $K$ of the extrinsic curvature, as in the case of the Einstein-Christoffel formulation. The exception is that in the present case it becomes clear that the incoming fields that remain free are physical in the sense that they are the only ones traveling at the speed of light (the same case cannot be made in the Einstein-Christoffel formulation because all its incoming fields travel at light speed).

It is not clear to us whether any of the conclusions regarding the incoming characteristic fields may be directly transferred from the first-order reduction to the original BSSN equations, that is, Eqs. (8). The main use of the results of this Section is to add insight into the boundary-value problem of the (standard) BSSN equations, as well as to increase our understanding of the role of the Einstein boundary conditions $G^a_a = 0$ in the initial-boundary-value problem of the Einstein equations across formulations.

VI. CONCLUDING REMARKS

We have written down explicitly the principal terms of the four components of the projection of the Einstein tensor perpendicularly to a timelike boundary in terms of the variables of the BSSN formulation, Eqs. (8). The resulting expressions, Eqs. (18), (19), (24), and (26), (19), contain no second derivatives across the boundary of any of the fundamental variables, and no first derivatives across the boundary of any of the three first-order variables $\tilde{\Gamma}^i$. Consequently, setting them to zero results in four equations internal to the boundary in the sense that they are constraints on the timelike boundary surface. Such boundary equations can then be interpreted as boundary conditions for the BSSN formulation of the Einstein equations. Trivially, these boundary conditions are necessary to the effect of satisfying the Einstein equations on
the boundary surface. But far from trivially, we have demonstrated that three of them ensure that the solution of the BSSN equations will satisfy the constraints in the future of the initial slice.

A meaning to the three nontrivial boundary equations can be assigned as follows. A timelike boundary surface can be interpreted as an artificial boundary separating two regions in a spacetime generated by the same Cauchy surface (that is: a “big” spacetime with no boundary or with a null boundary). In this interpretation, the values on the timelike “boundary” surface are completely determined by evolution from the initial data. The initial data satisfy the momentum and Hamiltonian constraints. Therefore, the values on the timelike boundary surface must be related by some sort of evolution of the constraints from their initial values. Three of the constraints propagate towards the boundary from data in the interior region of the Cauchy surface. But three of them propagate towards the boundary from Cauchy data in the other side of the timelike surface. These three “incoming” constraints must affect the boundary values that are interpreted as incoming, and a prescription for their effect on the boundary values is needed. The point is that the three nontrivial equations in the set $G^a_\alpha = 0$ accomplish such a prescription by realizing, in a sense, the evolution of the incoming initial constraints towards the boundary surface.

As opposed to the case of the Einstein-Christoffel formulation [2], where the three nontrivial components in the set $G^a_\alpha = 0$ are identified directly by their dependence on the characteristic fields without recourse to the system of propagation of the constraints, the BSSN case leaves the identification of the redundant component of $G^a_\alpha = 0$ completely undetermined unless one considers the propagation of the constraints. The reason is the lack of a sharp characterization of the fundamental variables as incoming or outgoing characteristic fields. It would thus appear that there is no advantage in writing the boundary conditions $G^a_\alpha = 0$ as opposed to using a constraint-preserving approach where the incoming constraints are identified, prescribed on the boundary and then converted into time-dependent equations by eliminating the normal derivatives by means of the BSSN evolution equations (the issue does not arise, of course, in the case of a first-order strongly hyperbolic reduction of the BSSN equations, as we demonstrated in Section V). However, since the fourth equation is redundant but not inconsistent, in principle there is no reason to avoid imposing it on the boundary. Imposing the complete set $G^a_\alpha = 0$ would eliminate the need to calculate the propagation of the constraints and the conversion to time-dependent equations by the use of the evolution system, resulting in a rather strikingly direct route to constraint-preserving boundary conditions, by any standards. The drawback is that, in the absence of any rigorous analytical studies as to the suitability of imposing a consistent boundary condition on an outgoing field, there are no insights as to whether or not the procedure would be numerically stable. Aside from any issues of practicality, what has been demonstrated is that there are sets of constraint-preserving boundary conditions that have a well-defined geometrical meaning as projections of the Einstein equations normally to the boundary. Given the potential for the existence of constraint-preserving boundary conditions that do not have this meaning, as is the case of the Einstein-Christoffel formulation [3], one may yet consider $G^a_\alpha = 0$ as a means to discriminate among constraint-preserving boundary conditions.

Just like in the case of the ADM equations, the problem of the boundary conditions of the BSSN formulation remains open in the following sense. There are, in principle, 15 variables whose boundary values are needed in order to proceed forward in an integration in time. Of these, four can be obtained from initial data by the four equations $G^a_\alpha = 0$, which are, in fact, time-evolution equations internal to the boundary surface. It is not known, at this time, how many of the remaining 11 variables are freely specifiable at the boundary, and how many are determined by evolution from initial data. The potentially freely specifiable variables represent an indeterminacy in the sense that their role in shaping up the final solution is as important as that of the initial data. Thus, physical insight would be required to prescribe the (potentially free) boundary data in a manner analogous to the physical insight required to determine the free initial data for a particular problem (e.g., for binary black hole collisions).

We have also studied the related problem of a strongly-hyperbolic reduction of the BSSN equations, that is, Eqs. (59). In this case, the boundary values that need to be specified are known to be those of six of the 30 fundamental variables, of which three are prescribed by the Einstein boundary conditions. The others are determined, in principle, from the initial values and the evolution equations. We have found that, in this case, the redundant equation in the set $G^a_\alpha = 0$ is directly identified by being entirely dependent on nonincoming characteristic fields, without recourse to the propagation of the constraints. Thus, as anticipated, writing consistent boundary conditions that preserve the constraints as $G^a_\alpha = 0$ in this case constitutes a completely direct approach—besides being a geometrically meaningful one—and the advantages over the systematic but cumbersome constraint-preserving approach are obvious. We have not concerned ourselves with the question of determining which linear combinations of $G^a_\alpha = 0$ lead to a well-posed initial-boundary-value problem, since our present first-order reduction is meant only as an auxiliary device in order to shed light on the original problem and is not expected to be used for numerical simulations. The
problem of separating the Einstein boundary conditions for this first-order reduction into a well-posed set and an ill-posed set remains open at this time.

Other issues that remain wide open are whether or not the (standard) BSSN formulation with the Einstein boundary conditions can be implemented in a numerically stable manner in the rigorous sense of finite-differences, and whether the Einstein boundary conditions have any effect on the run time of numerical simulations. Because the BSSN formulation is not strongly hyperbolic in the standard sense, the former issue lies outside of our current interests. The latter issue is also of fundamental importance to numerical simulations because it has been observed that constraint violations play a crucial role in shortening the run time [16]. Our expectation is that the Einstein boundary conditions, being “constraint-preserving” in the sense discussed in Section IV, can potentially increase the run time of numerical simulations, assuming that other potential numerical instabilities are under control.
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