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ABSTRACT

For the past decade, a lot of Internet research has been devoted to providing different levels of service to applications.
Initial proposals for service differentiation provided strong service guarantees, with strict bounds on delays, loss rates, and
throughput, but required high overhead in terms of computational complexity and memory, both of which raise scalability
concerns. Recently, the interest has shifted to service architectures with low overhead. However, these newer service
architectures only provide weak service guarantees, which do not always address the needs of applications. In this paper,
we describe a service architecture that supports strong service guarantees, can be implemented with low computational
complexity, and only requires to maintain little state information. A key mechanism of the proposed service architecture
is that it addresses scheduling and buffer management in a single algorithm. The presented architecture offers no solution
for controlling the amount of traffic that enters the network. Instead, we plan on exploiting feedback mechanisms of TCP
congestion control algorithms for the purpose of regulating the traffic entering the network.

Keywords: Service Architectures, Differentiated Services, Scheduling, Buffer Management

This work is supported in part by the National Science Foundation through grants NCR-9624106 (CAREER), ANI-9730103, and
ANI-0085955. Please send correspondence to Nicolas Christin,nicolas@virginia.edu.
Copyright 2002 Society of Photo-Optical Instrumentation Engineers.
This paper will be published in theProceedings of SPIE ITCOM Workshop on Scalability and Traffic Control in IP Networks II, Boston,
MA, USA, Aug. 2002, and is made available as an electronic preprint with permission of SPIE. One print or electronic copy may be
made for personal use only. Systematic or multiple reproduction, distribution to multiple locations via electronic or other means,
duplication of any material in this paper for a fee or for commercial purposes, or modification of the content of the paper are prohibited.

1



1. INTRODUCTION AND RELATED WORK

Since its creation in the early 1970s, the Internet has adopted a “best-effort” service, which relies on the following three
principles: (1) No traffic is denied admission to the network, (2) all traffic is treated in the same manner, and (3) the only
guarantee given by the network is that traffic will be transmitted in the best possible manner given the available resources,
that is, no artificial delays will be generated, and no unnecessary losses will occur. The best-effort service is adequate as
long as the applications using the network are not sensitive to variations in losses and delays (e.g., electronic mail), the
load on the network is small, and if pricing by network providers is not service-based. These conditions held in the early
days of the Internet, but do not hold anymore due to the increasing number of different applications using the Internet,
and to the fact that the Internet has become a source of commercial profit since the mid-1990s, creating a need for revenue
maximization.1

The issues for providing different levels of services in the network are referred to as providingQuality-of-Service
(QoS) guarantees. One could think that QoS issues can be resolved by increasing the capacity of the network. Unfor-
tunately, the QoS received by an end-to-end traffic flow is bounded by the QoS received at the link with the smallest
capacity (i.e., bottleneck) on the end-to-end path. Thus, augmenting the capacity of some links only moves the bottleneck
to another part of the network, and consequently, only changes the location of the problem. For instance, even when the
core of the network is overprovisionned, and is therefore under-utilized,2 bottlenecks, and hence degradation of the QoS,
can be observed at the edges of the network.

In fact, the recent explosion of link capacity in the network, instead of solving the problem of providing service
guarantees, has put more stringent requirements on QoS architectures. Routers in the core, and even at the edges, of a
packet network now have to serve millions of concurrent flows at gigabit per second rates, which induces two scalability
requirements. First, the state information kept in the routers for providing QoS should be small. Second, the processing
time for classifying and scheduling packets according to their QoS guarantees should be small as well, even with the
advent of faster hardware.

A number of service architectures for packet networks have been devised in the last decade to try to provide a solution
to the service differentiation problem, while addressing these scalability requirements. Building on the initial work of D.
Ferrari and the Tenet group at UC Berkeley,3 the IETF proposed the Integrated Services (IntServ) architecture4 as a QoS
architecture for IP networks. IntServ, developed in the early and mid-1990s, provides the ability to give individual flows
absoluteQoS guarantees on packet delays, in terms of upper bound on delays, and packet losses (no loss), as long as the
traffic of each flow conforms to a pre-specified set of parameters. Solutions devised for implementing IntServ require
per-flow classification at each router, meaning that, at each router, each incoming packet has to be inspected to determine
which service guarantees it must receive. Each router therefore has to keep per-flow state information, which raises
concerns regarding the scalability of the IntServ architecture. Additionally, IntServ implementations require complex
packet scheduling primitives, which run a dynamic priority sorting algorithm. This can cause scalability problems if the
proposed algorithms have to process a large number of packets within a short period of time. Due to the unresolved issues
regarding its scalability, IntServ has not gained wide acceptance.

In the second half of the 1990s, the interest in QoS shifted to architectures that make a distinction between operations
performed in the the network core, and operations performed at the edges of the network. The basic idea is that the amount
of traffic in the network core does not permit complex QoS mechanisms, and that most of the QoS mechanisms should be
executed at the network edge, where the volume of traffic is smaller.

These recent efforts resulted in the Differentiated Services (DiffServ) architecture5 which bundles flows with similar
QoS requirements inclassesof traffic. The mapping from individual flows to classes of traffic is determined at the edges
of the network, where computational resources are less scarce than in the core. In the core of the network, scheduling
primitives only work with a few classes of traffic, and can thus remain relatively simple. DiffServ currently offers two
different types of service in addition to Best-Effort: an Assured Forwarding (AF) service6 and an Expedited Forwarding
(EF) service.7 The Assured Forwarding service providesqualitativedifferentiation among the so-called AF classes. For
instance, for two AF classes of traffic denoted by class A and B, Assured Forwarding can specify that class B traffic
must be dropped more aggressively than class A in times of congestion. Such a qualitative service architecture can be
implemented with simple algorithms and does not require per-flow classification or signaling. However, since the AF
service only provides qualitative relative guarantees, the service assurance is limited, compared to the IntServ architecture
for instance. Conversely, the Expedited Forwarding service offers absolute service guarantees on delay variations7 for
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classes of traffic. In essence, providing the EF service to a flow is equivalent to providing a virtual leased-line to this
flow, which leads to low resource utilization. Thus, it is envisioned that the EF service can only apply to a very limited
number of flows.8 More recently, some research studies have aimed at strengthening the service assurance provided by
qualitative relative service models such as the AF service. For instance, theProportional Differentiated Servicesmodel9

defines a service model with no admission control where the ratios of loss ratios and packet delays between successive
priority classes remain roughly constant (proportionalservice guarantees).

From these previous research efforts, it appears that

Service guarantees
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Figure 1. The trade-off between strength of service guarantees
and complexity of the implementation. IntServ provides very
strong service guarantees at the price of a very high complexity,
while DiffServ only provides limited service assurance, but has low
complexity. The “ideal” service should be able to provide strong
service differentiation with a low complexity. Note that the picture
is qualitative.

a trade-off between simplicity of the implementation and
strength of service guarantees has to be made, as shown
in Figure 1. On the one hand, IntServ and Expedited
Forwarding are too complex to be realized on a large-
scale network. On the other hand, the AF service of the
DiffServ model only support weak QoS guarantees. As
shown in Figure 1, an “ideal” service architecture, that
is, a service architecture which can deployed and used
on a large network, should provide strong service guar-
antees with limited complexity. To this date, the most
significant advance in devising such an ideal service is
probably the SCORE architecture, proposed by Stoica and
Zhang,8 and architectures derived from it.10, 11 SCORE
tries to reconcile the strength of the IntServ guarantees
with the simplicity of the DiffServ architecture, by mov-
ing the state information needed to provide IntServ-like
service guarantees from network routers to IP packets.
SCORE uses this approach to provide end-to-end delay
guarantees to flows without requiring per-flow state infor-
mation at network routers. The basic idea for meeting
end-to-end delay requirements is to keep track of the de-

lays experienced by packets along the path from the source to the destination, by storing the values of the experienced
delays in the packet headers. The stored information is used for adjusting the priority of packets so that end-to-end re-
quirements are met. However, this approach has two drawbacks. It does not alleviate the need for packet classification,
which can be computationally expensive, and it requires a change in the format of the IP header, which raises questions
on the efforts needed to deploy the service.

In this paper, we discuss an alternative design architecture that provides strong guarantees and low complexity. We
therefore present a new point in the design space described in Figure 1, with low computational complexity, and strong
service guarantees. The service we propose is a per-hop, per-class service, which does not immediately translates into
end-to-end, per-flow service guarantees. However, we point out that a per-hop, per-class service architecture such as
described in this paper can be used to build end-to-end service guarantees, for instance if the end applications are in
charge of dynamically selecting which class of traffic they require.12

To achieve the goal of providing strong service guarantees with a low complexity, we believe that one needs to revisit
the current tenets of Internet QoS. We note that, until very recently, scheduling and buffer management were treated as
orthogonal concepts. However, scheduling and buffer management both address the issue of managing a transmission
queue at a given router. The only difference between the two concepts lies in the fact that scheduling manages the
head of the transmission queue, deciding which packet will leave next, while buffer management manages the end of
the transmission queue, deciding if new packets can be admitted to the queue. Thus, we will show that considering
buffer management and scheduling as the same problem enables us to provide strong service guarantees within a simple
and scalable architecture. More precisely, we have worked on mechanisms that conjointly address packet dropping and
service rate allocation, from which packet scheduling immediately follows.

Additionally, mechanisms for providing QoS guarantees have to work in concert with end-to-end mechanisms, such
as TCP feedback mechanisms for congestion control and avoidance.13 However, to the best of our knowledge, with the
exception of RIO,14 which builds on the Random Early Detection algorithm, RED,15 in an effort to reduce packet drops,

3



none of the proposed service architectures takes into account the feedback capabilities of TCP traffic. Traffic regulation
is generally realized by admission control mechanisms or traffic policers, which are separate from the scheduling and
dropping algorithms. Here, we make the hypothesis that exploiting TCP feedback mechanisms, coupled with Explicit
Congestion Notification, ECN,16, 17 to regulate the traffic arrivals by marking packets “smartly” will alleviate the need for
admission control, and will allow us to design a simple, yet effective at providing strong guarantees, service architecture.

The remainder of this paper is organized as follows. In Section 2, we describe the service architecture we envision
for providing a scalable service with strong guarantees. In Section 3, we illustrate the potential of the proposed approach
with the Joint Buffer Management and Scheduling (JoBS) framework. Last, we draw brief conclusions and outline our
current research plan in Section 4.

2. SERVICE ARCHITECTURE

In this section, we sketch our proposed solution to the problem of providing strong service guarantees in a scalable manner.
We introduce our approach by identifying three key components of a class-based service architecture. The first component
is the definition of the set of QoS guarantees offered by the service architecture. The second component addresses the issue
of managing the transmission queue of a router in order to enforce the desired service guarantees. The third component
is the regulation of traffic arrivals. If the first two components are common to all QoS architectures, the third component
in a class-based architecture significantly differs from its counterpart in per-flow architectures. In per-flow QoS, each
flow is described by a set of parameters (e.g., maximum burst size, peak sending rate), which requires that a lot of state
information be maintained if a large number of flows are present in the network. This set of parameters, or flow profile,
serves as the basis for traffic regulation. Two approaches are possible: Either flows that are not conforming to their profile
are policed (by dropping traffic) to satisfy to the specified profile, or, for each flow, a binary decision is performed at the
ingress node (i.e., where the flow enters the network) to determine if, according to its profile, the flow can be admitted to
the network and meet its service guarantees. Note that the two approaches are in fact complementary. In general, each
flow which is granted admission to the network is policed if it exceeds its specified profile. As stated above, using per-flow
descriptors imposes limit on the scalability of per-flow architectures, due to the amount of state information that has to be
stored. Additionally, the computational complexity of checking whether each flow conforms to its profile, and possibly
policing it, can be rather high if a large number of flows are present in the network. In a class-based model such as the one
we propose, we do not rely on per-flow descriptions, in order to alleviate the aforementioned scalability and complexity
concerns. In fact, we take a radically different approach by not making any assumption on traffic arrivals. Instead, we use
the capabilities of the network (i.e., TCP feedback mechanisms, ECN) to dynamically regulate traffic arrivals. We next
describe separately the approach we propose for each of the three components in more details.

2.1. Service Guarantees

The first component of a class-based service architecture is the set of proposed service guarantees. Our goal is to provide
a set of service guarantees that can encompass all of AF, Proportional Differentiated Services, and other class-based
services (e.g., ABE18). More generally, we want to be able to enforceanymix of absolute and proportional guarantees at
each participating node (i.e., router). We refer to this service as “Quantitative Assured Forwarding” service.19 Absolute
guarantees apply to loss rates, delays, or throughput, and define a lower bound on the service received by each class.
Proportional guarantees apply to loss rates and queueing delays. As an example of the guarantees in the Quantitative
Assured Forwarding service for three classes of traffic, one could specify service guarantees of the form “Class-1 Delay
≤ 2 ms”, “Class-2 Delay≈ 4·Class-1 Delay”, “Class-2 Loss Rate≤ 1%”, “Class-3 Loss Rate≈ 2·Class-2 Loss Rate”,
and “Class-3 Service Rate≥ 1 Mbps”. We require that the algorithms used to implement the service be independent of
the choice of specific bounds or proportional coefficients for each class. Our proposed service can thus be viewed as a
generalization of all previous research efforts on class-based services, and should therefore be represented by a vertical
line in the “Strong” domain in Figure 1.

2.2. Scheduling and Dropping

The second component is the scheduling and dropping algorithms required at each router to enforce the desired service
guarantees. To ensure scalability and high utilization, these algorithms should not rely on admission control, signaling
or traffic policing. We will express the provisioning of per-class QoS within a formal framework inspired by Cruz’s
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service curves.20 Using this approach, we will present a reference algorithm called JoBS (Joint Buffer Management
and Scheduling), combining scheduling and dropping, which is capable of supporting a wide range of relative, as well as
absolute, per-class guarantees for loss and delay, without assuming admission control or traffic policing. The reference
algorithm operates as follows. After each arrival, the algorithm predicts delays of the currently backlogged traffic, and
then adjusts the service rate allocation to classes and the amount of traffic to be dropped so as to meet the specified
service guarantees. A unique feature of the algorithm is that it considers scheduling and buffer management (dropping)
together in a single step. The algorithm allocates service rates and drops packets according to the solution to a non-linear
optimization problem. While the performance of the reference algorithm with respect to satisfying the service guarantees
is excellent, its computational complexity prohibits its implementation at high data rates. To address this issue, we believe
that application of linear feedback control theory can yield an efficient heuristic approximation of the reference algorithm
that can be implemented at line speeds.

2.3. Regulating Traffic Arrivals

The third component is the end-to-end mechanism in charge of the regulation of traffic arrivals. Clearly, without admission
control, it is not feasible to satisfy all absolute guarantees at all times without regulating the traffic arrivals. Admission
control makes traffic arrivals conform to a set of parameters that ensure that the specified service guarantees are feasible.
One of the main drawback of admission control (or traffic policing) is that the set of parameters is generally statically
configured, thereby resulting in an inefficient utilization of the network resources.∗

Different from existing approaches which either use admission control to regulate traffic arrivals, or perform traffic
policing by means of shapers such as leaky-buckets, we will explore the possibility of considering the violation of QoS
guarantees as acongestion controlproblem rather than anadmission controlproblem. Congestion control has been
extensively studied in the context of TCP traffic,13, 15–17 which accounts for more than 90% of the total traffic on the
Internet.23 TCP provides feedback mechanisms that permit to resolve congestion problems, by reducing the sending
rate of a source when an acknowledgment packet is marked with the ECN bit, or when a packet is dropped. However,
to the best of our knowledge, with the exception of RIO, which only provides qualitative loss differentiation, feedback
capabilities of TCP traffic and correlation between ECN-marked packets (or packet losses if ECN is not available) and
sending rates have not been exploited in existing service architectures. We believe that using TCP feedback mechanisms
and ECN for dynamically regulating traffic arrivals can an efficient alternative to admission control or traffic policing.

3. JOINT BUFFER MANAGEMENT AND SCHEDULING

We briefly present in this section the Joint Buffer Management and Scheduling (JoBS) algorithm,19, 24 which is the core
of our service architecture. The work on JoBS, and the discussion in this section, do not address the use of the feedback
capabilities of TCP traffic, however, the results that we are presenting in this section should emphasize that the approach
of combining buffer management and scheduling in a single algorithm is a possible solution to the problem of providing
strong service guarantees in a scalable manner. For the discussion in this section, we assume that no traffic regulation is
performed, and that at times when not all service guarantees can be met, some service guarantees are temporarily relaxed.
We defer the discussion about traffic regulation to Section 4.

JoBS provides a framework for reasoning on per-class service guarantees, and formulates the realization of these
service guarantees as an optimization problem. The discussion in this section elaborates on the first two components of
a scalable service architecture, specified in the previous section. We will then turn to a brief description of a heuristic
approximation of the optimization problem, that can be implemented in high-speed routers.

3.1. A Framework for Scalable Service Guarantees

We consider an individual router in the network, and propose to provide per-hop, per-class guarantees. We assume that all
traffic that arrives to the transmission queue of the output link of this router is marked to belong to one ofN classes. We
use a convention whereby a class with a lower index receives a better service. We consider a discrete event system, where
events are traffic arrivals. We uset(n) to denote the time of then-th event in the current busy period, whose beginning is
∗This problem of under-utilization can be addressed by statistical21 or measurement-based22 admission control but neither of these

techniques alleviates the problem of storing state information regarding which flows are/are not admitted to the network.
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defined as the last time the transmission queue at the output link was empty, and∆t(n) to denote the time elapsed between
then-th and(n+1)-th events. We useai(n) andl i(n), respectively, to denote the Class-i arrivals and the amount of Class-i
traffic dropped (‘lost’) at then-th event.

We user i(n) to denote the service rate allocated to
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Figure 2. Delay and backlog at the transmission queue of an
output link. Ai is the arrival curve,Rin

i is the input curve,Rout
i is

the output curve,Di(n) is the delay, andBi(n) is the backlog.

Classi at the time of then-th event. The service rate of a
classi is a fraction of the output link capacity, which can
vary over time, and is set to zero if there is no backlog of
Class-i traffic in the transmission queue. For the presen-
tation of this framework, we assume bursty arrivals with
a fluid-flow service, that is, the output link is viewed as
simultaneously serving traffic from several classes. Such
a fluid-flow interpretation is idealistic, since traffic is ac-
tually sent in discrete sized packets. On the other hand,
scheduling algorithms that emulate fluid-flow schedulers
with rate-guarantees are readily available.25

All service guarantees are enforced over the duration
of a busy period. An advantage of enforcing service guar-
antees over short time intervals is that the output link can
react quickly to changes of the traffic load. Further, en-
forcing guarantees only within a busy period requires lit-
tle state information, and, therefore, keeps the implemen-
tation overhead limited. As a disadvantage, at times of low load, when busy periods are short, enforcing guarantees only
with information on the current busy period can be unreliable. However, at underloaded links transmission queues are
mostly idle and all service classes receive a high-grade service.

The following presentation specifies the service differentiation independently for each busy period. Lett(0) define the
beginning of the busy period. The arrival curve atn-th event,Ai(n), is the total traffic that has arrived to the transmission
queue of an output link at a router since the beginning of the current busy period, that isAi(n) = ∑n

k=0ai(k). The input
curve,Rin

i (n), is the traffic that has been entered into the transmission queue at then-th event,Rin
i (n) = Ai(n)−∑n

k=0 l i(k).
The output curve is the traffic that has been transmitted since the beginning of the current busy period, that isRout

i (n) =
∑n−1

k=0 r i(k)∆t(k). In Fig. 2, we illustrate the concepts of arrival curve,Ai , input curve,Rin
i and output curve,Rout

i for Class-i
traffic. At any timet(n), the service rate is the slope of the output curve. In the figure, the service rate is adjusted at times
t(n1), t(n2) andt(n).

As illustrated in Fig. 2, for eventn, the vertical and horizontal distance between the input and output curves, respec-
tively, denote the Class-i backlogBi(n) and the Class-i delayDi(n). For then-th event, we haveBi(n) = Rin

i (n)−Rout
i (n),

and Di(n) = t(n)− t
(

max{k < n | Rout
i (n) ≥ Rin

i (k)}
)
. This last equation characterizes the delay of the Class-i traf-

fic that departs at then-th event. We define the ‘loss rate’ to be the ratio of dropped traffic to the arrivals. That is,

pi(n) = Ai(n)−Rin
i (n)

Ai(n) . Since, from the definition ofAi(n) andRin
i (n), the pi(n) are computed only over the current busy

period, they correspond to long-term loss rates only if busy periods are long. We justify our choice with the observation
that traffic is dropped only at times of congestion, i.e., when the link is overloaded, and, hence, when the busy period is
long.

Service Guarantees With these metrics, we can express the service guarantees of a Quantitative Assured Forwarding
service. An absolute delay guarantee on Classi is specified as∀n : Di(n) ≤ di , wheredi is the delay bound of Classi.
Similarly, an absolute loss rate bound for Classi is defined by∀n : pi(n) ≤ Li . An absolute rate guarantee for Classi is
specified as∀n : Bi(n)> 0, r i(n)≥ µi .

The proportional guarantees on delay and loss, respectively, are defined, for alln such thatBi(n)> 0 andBi+1(n)> 0,

as Di+1(n)
Di(n) = ki , and pi+1(n)

pi(n) = k′i , whereki andk′i are constants that quantify the proportional differentiation desired.
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3.2. Service Rate Allocation and Packet Dropping: An Optimization Problem
With the framework just defined, we see that enforcing the desired service guarantees is a matter of selecting the service
rate allocation to classes and the packet drops to be performed at each eventn. We showed that the service rate allocation
and packet drops could be viewed in terms of a non-linear optimization problem,24 which we summarize here.

Each eventn, when an arrival occurs, a new optimization is performed. The optimization variablexn is a vector that
contains the service ratesr i(n) and the amount of traffic to be droppedl i(n),

xn = (r1(n) . . . rN(n) l1(n) . . . lN(n))T .

The optimization problem has the form

Minimize F(xn) Subject to g j(xn) = 0, j = 1, . . . ,M
h j(xn)≥ 0, j = M +1, . . . ,Q,

whereF(.) is an objective function, and thegk’s andhk’s are constraints, which are discussed next.

Objective Function Even though the choice of the objective function is a policy decision, we select two specific objec-
tives, which - we believe - have general validity: (1) Avoid dropping traffic, and (2) avoid changes to the current service
rate allocation. The first objective ensures that traffic is dropped only if there is no alternative way to satisfy the con-
straints. The second objective tries to hold on to a feasible service rate allocation as long as possible. We give the first
objective priority over the second objective. Provided that the constraints can be satisfied, the chosen objective function
F will select a solution forxn.

Constraints The constraints of the optimization problem are system constraints, which describe physical limitations
and properties of the output link, and QoS constraints, which define the desired service differentiation. The optimization
at eventn is done with knowledge of the system state before eventn, that is, the optimizer knowsRin

i andRout
i for all

eventsm< n, andAi for all eventsm≤ n.

The first system constraint states that the total backlog cannot exceed the buffer sizeB, that is, ∑i Bi(n) ≤ B for
all eventsn. The second system constraint enforces that scheduling at the output link is work-conserving. At a work-
conserving link,∑i r i(n) = C holds for all eventsn where∑i Bi(n) > 0. This constraint is stronger than the limit given
by the link capacityC, i.e.,∑i r i(n)≤C. Other system constraints enforce that transmission rates and loss rates are non-
negative. Also, the amount of traffic that can be dropped is bounded by the current backlog. Hence, we obtainr i(n) ≥ 0
and 0≤ l i(n)≤ Bi(n) for all eventsn.

The QoS constraints result from the service guarantees we want to offer, as described in the previous subsection. QoS
constraints for classes that are not backlogged are simply ignored. While the absolute loss and throughput guarantees can
be directly used to define some constraints of the optimization problem, the delay guarantees need to be adapted. Indeed,
the delay metricDi(n) characterizes the delay of the Class-i traffic that isleavingthe transmission queue at eventn, and
thus, there is no direct relationship betweenr i(n) andDi(n). To include the delay guarantees in the optimization problem,
the scheduler makes a projection of the delays of all backlogged traffic. We point out that the mapping between the
functionsgk’s andhk’s andxn is not straightforward and we refer the reader to a related paper.24 If not all constraints can
be satisfied at the same time, a precedence order on the “importance” of the constraints is used to temporarily relax some
constraints.

This concludes the description of the optimization process in JoBS. The structure of constraints and objective function
makes this anon-linear optimization problem, which can be solved with available numerical algorithms.26

3.3. A Feedback-Based Heuristic Algorithm
The optimization model described above is computationally expensive, and thus, this solution is impractical for an im-
plementation at high speeds. In an effort to provide a scheme that can be implemented at high data rates, we devised
feedback control algorithms that approximate the optimization described above.19, 27 As in the optimization model, the
service ratesr i(n) and the amount of dropped trafficl i(n) are adjusted at each eventn so that the constraints defined in
Subsection 3.2 are met. We characterized the service rate allocation and dropping algorithm as two separate feedback
control problems, which we summarize in this section.
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Figure 3. Overview of the feedback-based approach.The figure is an overview of the delay feedback loop for Classi. There is one
such loop per class.

Service Rate Allocation We have one feedback loop for each class with proportional delay guarantees. In the feedback
loop for Classi, we characterize changes to service rate∆r i(n) by approximating the non-linear effects of the service rate
adjustment on the delays by a linear system, and derive stability conditions for the linearized control loop. The objective
of the feedback loops is to enforce the desired delay and rate differentiation given in Subsection 3.2.

We view the computation ofr i(n) in terms of a recursionr i(n) = r i(n−1)+∆r i(n), where∆r i(n) is selected such that
the constraints of proportional delay differentiation are satisfied at eventn. The delayDi(n) at then-th event is a function
of r i(k) with k< n. By monitoringDi(n) we can thus determine the deviation from the desired proportional differentiation
resulting from past service rate allocations, and infer the adjustment∆r i(n) = f (Di(n)) needed to attenuate this deviation.
Thus, using control theory terminology, the functionf is thecontroller.

We illustrate the feedback loop in Fig. 3. The set point of the controller is defined by the proportional delay differen-
tiation desired, and the action of the controller is limited by saturation constraints which translate limitations on the rate
allocated to Classi due to system constraints, and absolute delay and rate guarantees. The rate adjustment∆r i(n) has then
an effect on the delaysDi(k) (k> n). The delays of traffic leaving the system are measured and compared to the set point
upon each packet arrival.

In a previous paper,19 we approximated the effect of∆r i(n) onDi(k) (k> n) by a set of linear relationships, making the
assumptions that the backlogBi(n) does not change significantly during the time a particular traffic arrival is backlogged,
and that the Class-i delays do not vary significantly between two events. We then performed an analysis of the linearized
control loop, and showed that the adjustment∆r i(n) = K(n) ·ei(n), whereei(n) represents the distance between the set
point and the delay of Classi, andK(n) is a time-dependent proportional coefficient, produced the desired differentiation
on delay and rate, provided thatK(n) satisfied to certain constraints.19 The adjustmentK(n) ·ei(n) is simple enough to
be implemented at high speeds, and satisfies the work-conserving property, as long as∑i r i(0) = C.

Packet Dropping If no feasible service rate allocation for meeting all delay guarantees exist at then-th event, or if
there is a buffer overflow at then-th event, traffic must be dropped, either from a new arrival or from the current backlog.
The loss guarantees determine which classes suffer traffic drops at then-th event. To enforce loss guarantees, we rewrite
the loss rate, as a difference equationpi(n) = pi(n−1)Ai(n−1)

Ai(n) + l i(n)
Ai(n) . From this difference equation, we can determine

how the loss rate of Classi evolves if traffic is dropped from Classi at then-th event. Thus, we can determine the set of
classes that can suffer drops without violating absolute loss guarantees. We define the Class-i errore′i(n) as the distance
between the value the Class-i loss rate should have according to the proportional loss guarantees and its actual value. We
then use〈i1, . . . , iR〉 as an ordering of the class indices from all backlogged classes, that is,Bik(n)> 0 for 1≤ k≤ R, such
thate′is(n) ≥ e′ir (n) if is < ir . We drop traffic in the order of〈i1, i2, . . . , iR〉 to satisfy to the proportional loss guarantees.
For each Classi, we stop dropping traffic when either (1) the loss guaranteeLi is reached, or (2) the buffer overflow is
resolved or a feasible rate allocation for absolute guarantees exists and there is no need for dropping traffic anymore.

3.4. Evaluation

In this subsection, we first compare by simulation the performance of the optimization-based algorithm with the perfor-
mance of the feedback-based algorithm, and show that the performance degradation is negligible. Secondly, we show,
using experimental results gathered on a testbed of PC-routers, that the feedback-based algorithm is efficient at provid-
ing the desired service guarantees in an efficient manner. Thirdly, we summarize measurements of the implementation
overhead of the feedback-based algorithm.
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(b) Feedback-based algorithm.

Figure 4. Experiment 1: Relative Delay Differentiation. The graphs show the ratios of the delays for successive classes. The target
value isk = 4.
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Figure 5. Experiment 1: Relative Loss Differentiation. The graphs show the ratios of loss rates for successive classes. The target
value isk′ = 2.
Experiment 1: Comparison of the Optimization-Based and Feedback-Based Algorithms We compared the perfor-
mance of the optimization-based approach and of the feedback-based algorithm by performing a single-node simulation
with highly variable offered load, represented in Fig. 6, oscillating between 70% and 140% of the output link capacity. The
major difference between the optimization-based algorithm and the feedback-based algorithm lies in the way proportional
service differentiation is handled, since the saturation constraints of the feedback-based algorithm and the absolute con-
straints of the optimization-based approach are equivalent. Therefore, we focus our comparison on proportional service
differentiation. Additional simulation results, including a comparison with other algorithms proposed for proportional
service differentiation, can be found in a related paper.24

In Fig. 4, we present ratios of delays, averaged over a slid-
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Figure 6. Offered Load. The plot represents the offered load
we consider in our evaluation of JoBS.

ing window of size 0.1 seconds for both algorithms. There are
four classes of traffic, withk1 = k2 = k3 = 4, and no absolute
delay bounds. We see that the performance of both algorithms
with respect to realizing the desired service guarantees is com-
parable. At high loads, the desired differentiation is achieved,
and at low loads, neither of the algorithms can provide the tar-
get ratio, due to the work-conserving constraint. However, both
algorithms still manage to provide some differentiation between
classes, even at low loads. In Fig. 5, we compare ratios of loss
rates. The target ratio isk′1 = k′2 = k′3 = 2, and there are no ab-
solute loss rate bounds. We see that both plots are almost iden-
tical, and thus, the performance of both algorithms with respect

to proportional loss differentiation is even closer than in the case of proportional delay differentiation.
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Figure 8. Experiment 2: Delay Differentiation. The graphs show the ratios of delays averaged over a moving window of size 0.1 s,
and the individual delays encountered by all Class-1 packets.
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Figure 9. Experiment 2: Loss Differentiation. The graphs show the ratios of loss rates and the loss rates encountered by each class.
Results are averaged over a moving window of size 0.1 s.

Experiment 2: Evaluation by Implementation We next evaluate the effectiveness of JoBS in providing absolute
service guarantees. We implemented the feedback-based algorithm in 1 GHz Pentium-III PC routers running FreeBSD
4.328 and ALTQ 3.0.29 Comprehensive details about the implementation issues, and complementary measurements can
be found in an associated technical report.27 We point out that this implementation is now available as part of the standard
ALTQ 3.1 distribution.

We ran a single-node experiment with four classes of traffic.
Total
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Figure 7. Experiment 2: Throughput differentiation.
Class 2 is provided with a guaranteeµ2 = 35 Mbps.

The buffer size is set toB = 200 packets, and the PC-routers
we use in this experiment are on a FastEthernet network, thus
have a link capacityC = 100 Mbps. Class-1 traffic consists of 6
UDP flows, following an on-off Pareto traffic pattern consisting
of bursts of 25 packets on average during an on-period, and of an
off-period of 150 ms on average, while traffic for the three other
classes consists of 10 greedy TCP flows for each class. The
offered load is almost constant and equal to 100 % of the link
capacity. The following absolute guarantees apply to Class 1:
d1 = 3 ms,L1 = 0.1 %. Class 2 is provided a throughput guar-
antee ofµ2 = 35 Mbps, and Classes 2, 3 and 4 are provided
proportional service guarantees withk2 = k3 = k′2 = k′3 = 2. We
present our results in Figs. 7, 8, and 9. Fig. 7 shows that the throughput guarantee on Class 2 is always respected, and
that the feedback-based algorithm is efficient enough to transmit traffic at the link speed. We plot the ratios of delays,
and individual packet delays in Fig. 8, and see that, except for a small number of packets (< 1 %) which present deadline
violations, JoBS is able to satisfy all delay constraints at the same time. In Fig. 9, we graph the ratios of loss rates, and
the loss rates for all classes, and see that all loss guarantees are respected. When meeting all service guarantees at the
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same time is not feasible, JoBS relaxes the delay guarantees in favor of the loss guarantees, which explains why a very
small fraction of packets miss their deadline. We refer to Christin, Liebeherr and Abdelzaher19 and to a related technical
report27 for multiple node experiments with near-constant and highly variable offered loads.

We showed by simulation and measurements on a testbed of PC-routers that the feedback-based algorithm was an
efficient approximation of the optimization model, and that JoBS was able to provide both proportional and absolute
service guarantees. When the set of constraints resulting from the service guarantees is infeasible, JoBS temporarily
relaxes some constraints. We note that this study does not make any assumption on traffic arrivals, and does not use the
feedback capabilities of TCP traffic. Including the feedback capabilities of TCP can only improve the performance of the
algorithm with respect to the service guarantees provided, and avoids situations where the set of constraints is infeasible.

Implementation Overhead We next present a brief evaluation of the overhead of the feedback-based algorithm, using
our PC-router implementation. We have measured the number of CPU cycles consumed by theenqueue anddequeue
procedures, which implement the feedback algorithms and the translation of service rates into packet forwarding deci-
sions, respectively, by reading the timestamp counter register of the Pentium processor. We measured the average and
standard deviation of the number of cycles over 500,000 datagram transmissions on a heavily loaded link. We compare
measurements for a set of four classes with four different sets of guarantees. Set 1 is the set of service guarantees we used
in Experiment 2. Set 2 is the same as Set 1, without the absolute service guarantees. Set 3 is the same as Set 1, without
the proportional service guarantees. Finally, Set 4 does not include any service guarantees, and only serves as a reference
to infer the overhead linked to service guarantees. The measurements of the number of cycles are shown in the Table 1.
The table shows that the overhead for theenqueue operation is significant. At the same time, the numbers indicate that
a 1 GHz PC can enqueue and dequeue more than 50,000 packets per second. Considering that the average size of an IP
datagram on the Internet isP = 451 bytes,23 this results in a maximum throughput of at least 186 Mbps. We thus showed
that our approach was viable at high speeds.

4. CONCLUSIONS AND FUTURE WORK

We sketched the design of a scalable service architecture for providing strong service guarantees. We formally defined
our notion of strong service guarantees, by presenting the Quantitative Assured Forwarding service, and then discussed
mechanisms to implement the service. Based on a reference algorithm that dynamically solves a non-linear optimization,
we devised a heuristic relying on feedback control theory that can be implemented in PC-routers. The implementation
of the feedback-based heuristic is now distributed as part of the new ALTQ 3.1 package, and is also available athttp:
//qosbox.cs.virginia.edu. Experimental results showed the viability of the approach.

The last piece of work we are currently investigating regards the
Set Enqueue Dequeue Pred.

λpred

X s X s (Mbps)
1 15347 2603 4053 912 186
2 11849 2798 3580 970 234
3 2671 1101 3811 826 557
4 2415 837 3810 858 580

Table 1. Overhead Measurements. This table
presents, for the four considered sets of service guaran-
tees, the average number of cycles (X) consumed by the
enqueue anddequeue operations, the standard devia-
tion (s), and the predicted throughputλpred (in Mbps)
that can be achieved. In the 1 GHz PCs we use, one
cycle corresponds to one nanosecond.

regulation of traffic arrivals. Indeed, with the architecture of Sec-
tion 3, it may be impossible to satisfy a set of absolute service guar-
antees at a given time, in which case JoBS selectively relaxes some
service guarantees. This situation occurs in the case an absolute loss
bound and an absolute delay bound are conflicting, that is, when
traffic must be dropped to satisfy the delay bound, but cannot be
dropped without violating a loss rate bound. The current direction
of our work focuses on using TCP congestion control algorithms in
conjunction with ECN to regulate traffic arrivals, instead of using
admission control or traffic policing. The solution we envision for
avoiding conflicting service guarantees is to proactively mark pack-
ets with the ECN bit before the conflict between the service guar-
antees occur. More specifically, we suggest to separate TCP and
non-TCP traffic into different classes. Non-TCP traffic cannot be
regulated by packet marking, and therefore we allow relaxation of
service guarantees for non-TCP traffic classes. On the other hand, for a class solely containing TCP traffic, the input
curves can beprojectedin the future, by tracking the congestion window sizes, round-trip times and maximum segment
sizes of all backlogged TCP flows. Using these projections, we propose to mark (or drop, if ECN is not available) as many
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packets as needed to limit traffic arrivals so that conflicts between service guarantees are avoided ahead of time. We note
that the proposed method requires to maintain per-flow information, which defeats our scalability criteria. However, it can
be pointed out that a very small number of flows, or “heavy-hitters”, contribute to the majority of traffic.30 For instance,
short-lived HTTP connections do not significantly contribute to the arrivals in a given class, due to the fact that their TCP
congestion window does not have enough time to reach a significant value. Thus, we only need to monitor long-lived
TCP flows. To that effect, sampling techniques can be used and drastically reduce the amount of state information to be
maintained.31 We note that the proposed technique resembles proactive marking/dropping algorithms such as RED.15

Indeed, it has been shown16 that using proactive packet marking limited the total number of packet drops, and therefore,
increased the aggregate throughput of all TCP flows. We point out that even when ECN is not available, using proactive
packet drops has been shown to reduce the long-term loss rates.15 The major difference with our proposed approach lies
in the fact that RED uses probabilistic arguments to avoid maintaining state information, which has led to questioning its
configurability.32 Conversely, our proposed mechanism maintains limited state information, since only long-lived TCP
flows are tracked and represent an small fraction of the total number of flows. The algorithm can then use this state infor-
mation to have an accurate representation of the input curves over a short time interval, and make deterministic marking
decisions.
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