1 Dynamic Programming in MPC

Dynamic programming is a standard algorithm design technique that has been quite powerful in the sequential setting. However, typical dynamic programming algorithms have long chains of sequential dependencies that make it difficult to adapt to parallel and distributed settings such as MPC. In this lecture we demonstrate a technique that can sometimes be used to convert a sequential DP to one that can be executed efficiently in MPC.

Here is a sample of what is known so far. There are $1 + \epsilon$-approximation algorithms using $O\left(\frac{1}{\epsilon^3}\right)$ rounds of MPC with $O(n)$ total memory and $O(n^\delta)$ memory per machine for constants $\epsilon, \delta > 0$ for the following problems:

1. Optimal Binary Search Tree
2. Longest Increasing Subsequence
3. Weighted Interval Selection

These results are due to [3]. Recently, there have been other results for problems such as Longest Common Subsequence due to [2]. We will show a weaker result that will capture many of the crucial ideas. We will give an MPC algorithm for Weighted Interval Selection running in $O(\log n)$ rounds and using $\tilde{O}(n^\delta)$ memory per machine and $\tilde{O}(n)$ total memory.

2 Weighted Interval Selection

In the Weighted Interval Selection Problem there are $n$ intervals, where the $i$’th interval is of the form $I_i = [s_i, e_i]$ and has an integer weight $w_i > 0$. A subset of intervals is independent if no two intervals in the subset intersect. The goal is to choose a maximum weight independent subset of intervals.

There is a classic dynamic program that goes as follows. First sort the intervals by their start points so that $s_1 \leq s_2 \leq \ldots \leq s_n$. We define $A(i)$ to be the value of the optimal solution on $I_i, I_{i+1}, \ldots, I_n$. Clearly, $A(n) = w_n$ and we compute $A(i)$ inductively for $i < n$ as follows:

$$A(i) = \max \begin{cases} A(i+1) \\ A(j) + w_i & j = \min\{j' \mid j' > i \text{ and } s_{j'} > e_i\} \end{cases} \quad (1)$$

Intuitively, we either drop $I_i$ and take the solution computed inductively starting with $I_{i+1}$, or we take $I_i$ gaining weight $w_i$ and combine it with the solution computed inductively starting with $I_j$, where $j$ is the earliest interval starting after $I_i$ that doesn’t intersect with it. Note that the above recurrence only computes the optimal value. There are standard techniques to recover the solution once we have computed this recurrence, so we only focus on computing the value.

In the distributed setting we will be interested in computing $(1 \pm \epsilon)$-approximations, which means we can assume that the weights $w_i$ are bounded by a polynomial in $n$. Let $\Delta = \max_i w_i$ be the maximum weight. Now consider creating a new instance by throwing away all intervals with
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\[ w_i < \Delta/n^3, \text{ i.e. let the new instance be } S = \{ i \mid w_i \geq \Delta/n^3 \}. \text{ Let } OPT \text{ be the optimal value on the original instance and } OPT(S) \text{ be the optimal value on instance } S. \text{ Since } OPT \geq \Delta, \text{ then we have} \]

\[ OPT(S) \geq OPT - \sum_{i \in S} w_i \geq OPT - \sum_{i \in S} \frac{\Delta}{n^3} \geq OPT(1 - 1/n^2) \]

So the optimal solution on the new instance \( S \) preserves a large fraction of the original optimal value. Moreover, by rescaling the weights, i.e. setting \( w'_i = w_i (n^3/\Delta) \) implies that \( 1 \leq w'_i \leq n^3 \) for all \( i \in S \), giving polynomially bounded weights.

3 First Attempts at Distributed Algorithms

As a first attempt, let’s consider simulating the standard DP in MPC in a naive way. Start by distributing the \( n \) intervals across \( m \) machines in sorted order by increasing start times (sorting can be easily done in MPC, see [1]). Now consider computing the recurrence \( A(i) \) on each machine locally. Can we easily combine solutions between machines? Not really, as Figure 1 shows that maintaining feasibility when combining solutions is difficult.

So we need a technique that will handle the interactions between intervals on different machines. Let’s define a subproblem that will store information about conflicts. Let \( B(i,j) \) be the optimal solution on intervals that start no earlier than \( s_i \) and end by \( s_j \). We give a recurrence for \( B(i,j) \).

Clearly, \( B(i,i+1) = w_i \) if \( e_i \leq s_{i+1} \) and \( B(i,i+1) = 0 \) otherwise for each \( i \). Inductively, for \( i,j \) such that \( j > i + 1 \) we have

\[ B(i,j) = \max_{i < j' < j} \{ B(i,j') + B(j',j) \} \quad (2) \]

Note that since we ordered the intervals by increasing start time, \( B(i,j) \) can be computed correctly on a machines local set of intervals. So now suppose that each machine computes \( B(i,j) \) on its local set of intervals. Afterwards, we communicate the local solutions to one machine and combine to find the optimal solution. We leave it as an exercise to the reader to show how local solutions can be combined into a global solution.

What is the issue with this idea? Well if we compute \( B(i,j) \) on a local set of \( n/m \) intervals, then we need at least \( \Omega((n/m)^2) \) space to store this solution. After communicating, we need \( \Omega(m(n/m)^2) = \Omega(n^2/m) \), which is a superlinear amount of space per machine. This subproblem has nice properties, its main issue is that it is costly in space. Instead of generating yet another new idea we will try to “fix” the \( B(i,j) \) subproblem to deal with the space issues.
4 An Approach that Works

Suppose that \(B(i, j)\) equals some weight \(w\). The main idea is that we will “swap” the weight \(w\) with the index \(j\). Define \(C(i, w) = \min\{j \mid B(i, j) \geq w\}\). That is, \(C(i, w)\) is the least index \(j\) such that there is an independent subset with total weight at least \(w\) where all intervals start after \(s_i\) and end before \(s_j\). We set \(C(i, w) = \infty\) if the set \(\{j \mid B(i, j) \geq w\} = \emptyset\). Note that since \(B(i, j') \geq B(i, j)\) for \(j' \geq j\), this implies that \(C(i, w') \geq C(i, w)\) for \(w' \geq w\). This “monotonicity” is a key property we want our subproblems to have in general.

We can compute \(C(i, w)\) using the following recurrence. For the base case, we have \(C(i, 0) = i\) and \(C(n, w) = \infty\) for all \(w\). Inductively, for \(w > 0\) we have:

\[
C(i, w) = \min_{w_1, w_2 \geq 0} \{j_2 \mid w_1 + w_2 = w, j_1 = C(i, w_1), j_2 = C(j_1, w_2)\} \tag{3}
\]

Intuitively, we guess a “split” of \(w\) into \(w_1\) and \(w_2\) and concatenate solutions corresponding to picking up weight at least \(w_1\) and weight at least \(w_2\). If we compute \(C(i, w)\) for all \(w\), then this captures the subproblem \(B(i, j)\) exactly, albeit in a different form (as an exercise show how to convert back and forth from \(B(i, j)\) and \(C(i, w)\)). However, we will show that we can compute approximate solutions using \(C(i, w)\) in significantly less space, which will then lead to an efficient MPC algorithm.

The key idea to reducing the space cost is to “sketch” the weights. Specifically we want to compute the recurrence only for \(w\)’s of the form \(1 + \frac{\epsilon}{\log n}\) for some non-negative integer \(k\). Note that since \(\Delta = \max_i w_i = O(n^3)\), we have that all \(w\) we need to solve the recurrence for are in the interval \([0, n\Delta] = [0, O(n^4)]\). This implies that for sketching we only need to consider exponents \(k \in [O(\frac{1}{\epsilon} \log^2 n)]\).

Let \(C'(i, w)\) be the approximation of \(C(i, w)\) where we only store weights of the form \(1 + \frac{\epsilon}{\log n}\)\(^k\). Note that storing \(C(i, w)\) for all \(i, w\) requires space \(O(n\Delta) = O(n^4)\), while storing \(C'(i, w)\) for the restricted set of weights requires space \(O(\frac{1}{\epsilon} n \log^2 n)\). So approximating the weights greatly improves the space requirements.

Computing \(C'(i, w)\) is similar to computing \(C(i, w)\). Consider the following recurrence:

\[
C'(i, w) = \min_{w_1, w_2 \geq 0} \left\{ j_2 \mid \frac{w}{1 + \frac{\epsilon}{\log n}} \leq w_1 + w_2 \leq w(1 + \frac{\epsilon}{\log n}), j_1 = C(i, w_1), j_2 = C(j_1, w_2) \right\} \tag{4}
\]

Note that we lose a factor of \((1 + \frac{\epsilon}{\log n})\) each time we compute this recurrence. If we lose this \(\Omega(\log^2 n)\) times, this will yield a very poor approximation. However if we only lose this factor \(O(\log n)\) times then this will result in a \((1 - \epsilon)\)-approximation. Our MPC algorithm will account for this.

5 An Efficient MPC Algorithm

We now formally describe the MPC algorithm for weighted interval selection. Let \(m\) be the number of machines and \(n\) be the number of intervals. The idea is to “combine” subproblem solutions over several rounds. We use \(w' \approx_{\epsilon} w\) to denote that \(w/(1 + \epsilon) \leq w' \leq (1 + \epsilon)w\) as a shorthand.

First we show that Algorithm 1 fits into the MPC model.
Algorithm 1 MPC Weighted Interval Selection
1: Evenly distribute the intervals across the machines sorted in order of increasing start time
2: Machine \( k \) also stores a copy of machine \( k + 1 \)'s intervals
3: Each machine computes \( C(i, w) \) exactly for each local interval
4: Let \( C'_\ell(i, w) \) be the partial solution computed in iteration \( \ell \)
5: Initially \( C'_0(i, w) = C(i, w) \)
6: for \( \ell = 0, 1, 2, \ldots, \log(m) \) do
7: Each machine does the following in parallel:
8: for Each interval on machine \( k \) and sketched weight \( w \) do
9: for Each guess \( w_1 + w_2 \approx \epsilon \log n \) do
10: \( j_1 \leftarrow C'_\ell(i, w_1) \) stored locally
11: Request \( j_2 \leftarrow C'_\ell(j_1, w_2) \) from machine that stores \( j_1 \)
12: end for
13: \( C'_{\ell+1}(i, w) \leftarrow \min \) value requested
14: end for
15: end for
16: Return max\{ \( w \mid C'_{\log m}(1, w) < \infty \) \} as the solution value

Lemma 1 Algorithm 1 can be implemented in the MPC model with \( m \) machines using \( O(\frac{n}{m} \log^2(n)) \) memory per machine and each machine communicates \( O(\frac{n}{m} \log^4(n)) \) information per iteration. The algorithm terminates in \( O(\log m) \) rounds.

Proof: Note each machine stores \( O(n/m) \) intervals and thus storing \( C'(i, w) \) for each local interval and all weights \( w \) takes space at most \( O(\frac{n}{m} \log^2(n)) \) since there are \( O(n/m) \) intervals and \( O(\log^2(n)) \) different weights.

Now fix an iteration \( \ell \). A machine needs to communicate 1 value for each combination of local interval and guess of weights \( w_1, w_2 \), of which there are \( O(\frac{n}{m} \log^4(n)) \) in total.

The algorithm runs in several iterations. Note that each iteration can be done in \( O(1) \) rounds. The algorithm terminates in \( O(\log m) \) iterations by definition, hence it terminates in \( O(\log m) \) rounds. \( \square \)

Lemma 2 Algorithm 1 computes a \((1 - O(\epsilon))\)-approximation to the maximum weight independent subset of intervals.

Proof: The weight of the solution given by the subproblems \( C'_\ell(i, w) \) corresponds to the largest weight \( w \) such that \( C'_\ell(1, w) < \infty \). We show the following stronger claim which implies the lemma. Let \( w_\ell \) be the largest such that \( C'_\ell(1, w_\ell) < \infty \). Let \( w^*_\ell \) be the largest weight such that interval \( j^* = C(i, w^*_\ell) \) is stored on one of the first \( 2^\ell \) machines. Then \( w_\ell \geq (1 - \epsilon/\log n)^\ell w^*_\ell \geq (1 - O(\epsilon))w^*_\ell \) for \( \ell \leq \log n \).

We prove the claim by induction on \( \ell \). The base case for \( \ell = 0 \) is clear since we set \( C'_0(i, w) = C(i, w) \) using only local information. Now consider the inductive step. In iteration \( \ell \) we construct \( w_\ell \) by combining solutions on different machines and rounding down, i.e. \( w_\ell = (w_1 + w_2)/(1 + \epsilon/\log n) \).
Similarly, $w^*_\ell$ can be constructed using partial solutions as $w^*_1 + w^*_2$. Now by induction we have:

\[
  w_\ell = \frac{(w_1 + w_2)/(1 + \epsilon/\log n)}{(1 - \epsilon/\log n)^\ell - 1 (w^*_1 + w^*_2)/(1 + \epsilon/\log n)} \\
  \geq (1 - \epsilon/\log n)^\ell (w^*_1 + w^*_2) \\
  = (1 - \epsilon/\log n)^\ell w^*_\ell
\]

which completes the induction step.

The above lemmas imply the following result.

**Theorem 3** There is an MPC algorithm computing a $(1 - \epsilon)$-approximate solution for weighted interval selection. The algorithm uses $\tilde{O}(n/m)$ memory per machine and runs in $O(\log m)$-rounds.

To close, is there a guiding principle at work here? We started with a recurrence $A(i)$ which was increasing. We then expanded it into a recurrence $B(i, j)$ that captured more information about the problem about start/end positions. Then we performed the “swap” to define $C(i, w)$. Note that $C(i, w)$ should be increasing as well. We can then compute $C(i, w)$ locally and perform merging over several rounds. Using approximate weights will help to reduce the space and communication costs enough to fit into the MPC mode.
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