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hypotheses that data are not to exceed the positive quantity that is capable of a negative. We could, however, say very much less than a direct parameter capable of a numerical limiting. Similarly, if the law of a continuous set of intervals, we could repeat the repeated verification.

This argument covers most problems of estimation, but does not do all that is needed. Return to the problem of the falling body (1.0). The law is in the form

\[ s = at + ut + \frac{1}{2}gt^2. \]  

Here \( t \) and \( s \) are measured, \( a, u, g \) are parameters (that is, quantities common to every observation). \( a, u, g \) are adjustable; that is, their values are initially unknown, and they are to be determined as well as possible from the observations. If this was all, the above argument would qualitatively cover the ground, though we shall make it more precise later. This would be an estimation problem.

But we might consider the hypothesis

\[ s = at + ut + \frac{1}{2}gt^2 + a_1t^3 + \ldots + a_nt^n, \]  

where \( n \) is greater than the number of observations and all coefficients are adjustable. For any set of observations the solution is wholly indeterminate, and gives no information at all about values of \( s \) at times other than those observed. Even for values of \( n \) equal to or smaller than the number of observations the uncertainty of each term will exceed the whole variation of \( s \). But it would be preposterous to say on this ground that the observations give no information at intermediate times, when the first three terms, with suitable values of \( a, u, \) and \( g \), in fact account for nearly all the variation of \( s \) at the observed times. The conclusion is that including too many terms will lose accuracy in prediction instead of gaining it. Thus we have the problem, given a set of measures: what set of coefficients in (2) should be taken as adjustable (here not zero) in order to achieve the most accurate predictions? We certainly must take some as not adjustable; (1) corresponds to taking all of \( a_1, a_2, \ldots, a_n \) as zero, and if any of them is taken as adjustable the result can be regarded as a different law. Then our problem is to assess probabilities of the different laws. These (if \( n \) is allowed to be arbitrarily large) constitute an enumerable set, and the prior probability that any one is right can be taken positive, subject to the condition of convergence. For any particular one the adjustable parameters can have a continuous probability distribution. Then the theory will lead to posterior probabilities for the various laws. This procedure constitutes a significance test.

Precise statement of the prior probabilities of the laws in accordance with the condition of convergence requires that they should actually be put in an order of decreasing prior probability. But this corresponds to actual scientific procedure. A physicist would test first whether the whole variation is random as against the existence of a linear trend; then a linear law against a quadratic one, then proceeding in order of increasing complexity. All we have to say is that the simpler laws have the greater prior probabilities. This is what Wrinch and I called the simplicity postulate. To make the order definite, however, requires a numerical rule for assessing the complexity of a law. In the case of laws expressible by differential equations this is easy. We could define the complexity of a differential equation, cleared of roots and fractions, by the sum of the order, the degree, and the absolute values of the coefficients. Thus

\[ s = a \]

would be written as

\[ ds/dt = 0 \]

with complexity

\[ 1 + 1 + 1 = 3. \]

\[ s = at + ut + \frac{1}{2}gt^2 \]

would become

\[ d^2s/dt^2 = 0 \]

with complexity

\[ 2 + 1 + 1 = 4; \]

and so on. Prior probability \( 2^{-m} \) or \( 6/\pi^2m^2 \) could be attached to the disjunction of all laws of complexity \( m \) and distributed uniformly among them. This does not cover all cases, but there is no reason to suppose the general problem insoluble. Detailed solutions on these lines of some of the more important problems of statistics are given in Chapters V and VI.

All the laws of classical physics are in fact expressible by differential equations, and those of quantum physics are derived from them by various systematic modifications. So this choice does take account of