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which John did the exercise are also factors that may have 
an impact on the measurement. 

Based on sensor data retrieval, Bill may dynamically 
change the query to sensor data. For example, if John’s heart 
rate goes up too fast, Bill may decide to conduct a closer 
monitoring, e.g., every 15 seconds instead of every 2 
minutes. Such a change of request may lead to different 
sensor data gathering and analysis activities. Furthermore, 
such a process may require human helper on site to 
communicate with John and maintain contact with Bill. 
Thus, John may do the exercise either at Bill’s office, at his 
home where his family may talk to him through a Skype 
meeting, or at a fitness center where a trainer could help 
him. 

As shown in Fig. 1, a TV is part of the picture. Assume 
that John watches TV while he does the exercise. If John 
does not raise his leg high enough in the exercise, Bill will 
be notified and he will guide John. If the TV is too loud, its 
volume will be automatically turned down to facilitate 
effective communication between Bill and John. 

This example shows that, to provide a considerate 
service, multiple sensors may need to be identified in real 
time, and their data should be dynamically federated to 
provide data analytics. Now that sensors can communicate 
with each other in sensor networks, how to leverage the 
latest advancement and establish an infrastructure over the 
sensor networks to enable and facilitate considerate service 
provisioning is the motivation of this project. 

 
III. SENSOR SERVICE MODELING 

In our previous work, we have introduced the concepts of 
virtual sensor and virtual device [5] to model sensor data 
federation. In this project, we extend our concepts to model 
workflow-oriented sensor services. Our study is based on 
our mapping between sensors to services. Since each sensor 
measures surrounding environment and provides readings, it 
can be viewed as a service provider. In other words, a sensor 
can be considered as a service. 

A virtual sensor thus becomes a user-defined sensor 
service that reveals some information of a predefined 
environment. For example, a virtual sensor may be defined 
as a service to expose the average temperature of the room 
where John does exercises to help monitor his body 
condition. A virtual sensor may involve one or more 
physical sensors. A virtual device is a user-defined abstract 
container that comprises of one or more (virtual) sensors. It 
defines users’ interested areas and maybe even a dynamic 
concept. For example, John may carry a mobile phone and a 
medical watch, each containing a collection of sensors. In 
this sense, John can be viewed as a virtual device. 

In the service level of our study, we only care about 
virtual sensors that possess business logic (established by 
context). In other words, each virtual sensor provides a 
(business) sensor service to the outer world thus becomes an 
atomic unit of our study. A typical multi-step procedure is 
called a workflow that may invoke multiple virtual sensor 

services. Fig. 1 is an example of such a workflow involving 
a collection of sensor services. 

As shown in the motivating example, every time when 
John conducts the therapy exercise (workflow run), the 
surrounding sensors will monitor and detect his body 
condition. Such data will help therapist Bill better 
understand John’s reaction to the therapy and better 
personalize the treatment for John. Therefore, we associate 
each workflow with a virtual device in order to record 
workflow provenance (history) for later data analysis. The 
dependency between a workflow and sensor services is 
defined as follows. 

 

Definition 1. A workflow W comprises a global schema G 
and a virtual device comprising a finite set of actions for 
each sensor service si of W. An action of service si is an 
expression Update :- Condition where Condition is a query 
over local schema Li, and Update is a non-empty sequence 
of positive and negative relational literals over Li such that 
each variable occurring in a negative literal also occurs in 
Condition. 

 

Based on the association between a workflow and a 
virtual sensor, we model the relationship between a 
workflow and related sensor services. Leveraging social 
network theory and techniques, we aim to analyze usage 
history and behaviors of sensor services under a workflow 
context. 

We model all sensors (Internet of Things) as social 
entities. The rationale is that sensors may be intelligently 
used together by people to better sense the world. We start 
from modeling the “use” relationship between a workflow 
and a sensor service. The workflow in the motivating 
example Fig. 1 monitors a set of sensors: a heart rate sensor, 
a blood pressure sensor, a body temperature sensor, and two 
room temperature sensors. Therefore, a social tie can be 
identified between them. A workflow-sensor network is thus 
established based on their inclusive relationships. Fig. 2(a) 
illustrates a segment of the network: an edge exists between 
a workflow and a sensor if the sensor’s readings are 
leveraged in the workflow. 

Such a network relationship can be formalized into a 
matrix R that describes the involvement relationships 
between workflows and sensors: 

 

[ ],0 ,0ijQ q i m j n     , where: 

1ijq  if workflow i retrieves sensor j. 
 

As discussed earlier, all workflow runs are maintained in 
provenance. Therefore, such provenance data can be 
analyzed to extract the above relationships. Fig. 2(b) 
illustrates a part of a workflow-sensor network. 

Based on the above relation Q, relation S can be retrieved: 
 

njisQQS ij
T  ,0],[ , where: 

sij = number of workflows where both sensors i and j are 
retrieved; sii = number of workflows where sensor i is 
retrieved. 
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proposed X-Tree Programming, a database-centric approach 
to programming over a large-scale of Internet-connected 
sensing devices. Microsoft SenseWeb [9] provides a Web 
2.0 platform for users to upload and access sensor data 
streams from shared sensors on the Internet. SensorBase 
[10] built a centralized data storage and management 
platform that allows users to publish and share (“slog”) 
sensor network data using a blog-like approach. Global 
Sensor Networks (GSN) [11] adopts a scalable P2P model in 
favor of integrating heterogeneous sensor network 
technologies. In this work, we explore how SOA can be 
leveraged to provide considerate sensor services. 

Some researchers focus on building tools to support 
sensor data manipulation. For example, the Desthino 
(Distributed Embedded Things Online) project identifies a 
practical set of software tools to help users collect and store 
sensor data from heterogeneous distributed sensors [12]. 

Sensor Observation Service (SOS) is a standard Web 
service specification, aiming to standardize the way of 
requesting, filtering, and retrieving sensors and sensor data 
to enhance sensor interoperability [13]. Some researchers 
explore how the Semantic Web can be integrated with a 
Sensor Web, such as SemSOS [14] and Semantic Sensor 
Web [15]. Some researchers, such as Liu et al. [16], study 
the scalability of sensor networks. A concept of virtual 
sensor is introduced in GSN [11] to abstract sensor data as 
temporal streams of relational data, and to represent derived 
views or a combination of sensor data from different 
sources. SenseBox [17] introduced an autonomous 
computing unit encapsulating environment and REST APIs. 
In our earlier work, we have developed an SOA-based Web 
2.0 platform that allows users to federate heterogeneous 
sensor data sources [5]. In this project, we have extended 
our earlier work and build an infrastructure to support 
considerate sensor service discovery and composition. 

Our another previous work leverages social network 
techniques to facilitate workflow reuse, by analyzing usage 
history and behaviors of software components [18]. In this 
project, we have extended our technique to facilitate sensor 
federation. 

 
IX. CONCLUSIONS 

This paper has reported our efforts of exploring how to 
develop a service oriented computing-empowered 
infrastructure to provide “considerate” services. By mapping 
sensors to services and modeling sensor mashup as social 
networks, we leverage past sensor usage history to provide 
more considerate services. 

In our future work, we plan to refine our prototyping 
system and provide our middleware to the community 
usage. We also plan to conduct performance study between 
using various databases as backend including in-memory 
database, NoSql database, and relational database. 
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