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Introduction

A specter is haunting the world—the specter of artificial intelligence (AI). In the eyes of many, the major powers of the world have entered into an arms race in AI development. Policymakers in countries such as the United States, China, Japan, and South Korea justify the clamor for grand strategy and funding for AI research and development (R&D) on the basis of not being left behind in the race to automation. Business leaders and political pundits likewise tout AI and the “Fourth Industrial Revolution” as crucial to cementing international competitiveness and the future global order. It is easy to assume that whoever gets the upper hand in AI development will be handed the key to future economic prosperity, political prestige, and by extension, national power. Such a narrative frames AI development as a competitive race and is especially popular in the context of U.S.-China relations, where the U.S. approach has shifted from engagement
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to “long-term strategic competition,” with maintaining technology dominance as a core concern.³

This AI competition narrative is flawed for several reasons.⁴ To begin with, knowledge creation and diffusion is no longer confined within one country. Literature has documented the international interdependency of science and technology,⁵ and the role of transnational capital, infrastructure, talents, and business alliances in innovation systems.⁶ In AI-related research, for instance, international co-authorship accounts for on average 35 percent of publications by the world’s top R&D investors across all industries.⁷ In addition, in much of the developing world, governments strategically collaborate with foreign companies for technology adoption and technology transfer.⁸

More importantly, this narrative focused on competitiveness, with its singular concern for utilitarian gains, risks equating technological advances and economic growth with societal well-being. Such an approach conveniently assumes innovation as inherently beneficial for a nation. Yet the development of new technologies and their impact on society is directional.⁹ Innovation does not happen in a vacuum, but within a society with power asymmetries between stakeholders. Such power dynamics shape how innovations are
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used, why they are used, and whether they lead to better or worse long-term outcomes for various stakeholders. Further, the great power competition narrative ignores the transnational interests and struggles of social groups and classes impacted by innovation development and diffusion. By placing innovation within the context of a zero-sum, short-term competition between nations, the narrative ignores the collective interests across borders of groups such as businesses, labor and trade unions, and the public, and their agency in shaping innovation towards benevolent or worse societal outcomes.

In this article, we argue that the lens of great power competition, though important, is insufficient and one-sided. China and the United States are actually facing the same set of challenges posed by the recent development and deployment of AI—its significant impact on human labor. Public imaginaries of AI’s impact mostly concern job displacement, and scholars have documented the replacement of routine tasks by automation among both U.S. and Chinese manufacturers and the impact on workers’ power. The purpose of this paper, however, is to shed light on the less-explored areas. Using three cases from China, we explore novel forms of relations between labor and capital that have emerged behind contemporary AI developments: how crowdworkers have been put into “farms” for data annotation and algorithm evaluation, how tech workers are exploited to fuel rapid AI innovation, and how new types of algorithmic technologies are used to intensify and reinvent workplace surveillance. We also discuss different tactics workers employ for resistance. We conclude with an alternative, dialectic approach to understanding AI’s impact on labor relations, calling for exchange and collaboration among stakeholders across countries including the United States and China to address the common challenges. Washington and Beijing must thus look beyond the oversimplifying great power competition narrative to deal with the granular human labor costs associated with AI development.

Hidden Labor Behind AI: Crowdworkers in China

Past scholarship has pointed out that rather than being fully automated, contemporary AI systems have actually been supported by different types of invisible human labor—what


Gray and Suri termed as “ghost work.” Crowdsourced workers have long been an important part of this “ghost work.” As scholars have discussed, many critical fields in contemporary AI (for example, Computer Vision and Natural Language Processing) rely on large-scale human labor for data annotation and algorithm evaluation, which has been increasingly outsourced to a variety of crowdsourcing platforms. An example of a U.S.-based platform is Amazon Mechanical Turk (Mturk), operated under Amazon Web Services for businesses (known as requesters) to hire online crowdworkers to perform on-demand tasks.

China is an important node in this globalized crowdsourcing landscape. By the end of 2017, there were already 30 million crowdworkers in China serving more than 190,000 enterprises and individuals on a global level. Chinese government policies, such as the “mass entrepreneurship and mass innovation program,” contributed to the boom. Moreover, in China, crowdworkers have also been put into “crowdfarms.” Instead of on-demand individuals working on decomposed tasks, crowdfarm workers in China are organized by companies like ZBJ and Epwk, which often take crowdsourced work en masse from requesters and organize individual workers to complete them. Crowdfarm workers usually work full time with salary and benefits, yet workers also reported exhaustion from overwork and frequent delays in compensation. Some crowdfarm workers have also reported substandard working conditions, such as cramped office spaces that lack air-conditioning. The growing power of crowdfarms in China has also generated increasing pressure for individual crowdworkers. For example, crowdfarms
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often undercut their bids in order to secure more jobs, which has decreased the overall pricing of crowdsourcing tasks on the market. As crowdfarms increasingly dominate the crowdsourcing landscape in China, individual crowdworkers will face the pressure to lower their bids as well.\textsuperscript{18}

As tech firms increasingly outsource labor-intensive tasks like sound recognition and video and image labeling to save costs, crowdworkers in China have become part of the global AI value chain.\textsuperscript{19} While this leads to job creation in number, and may benefit people seeking flexible work, it offers workers unstable pay and limited career advancement. An International Labour Organization (ILO) study of Chinese crowdsourcing platforms cautioned that unpaid time spent searching for tasks, seeking clarifications from requesters and platforms, and contesting nonpayment and negative reviews led to long and fragmented working hours, and effectively lower earnings.\textsuperscript{20} Most microtasks for crowdworkers, such as data labeling or transcription, are simple and repetitive, therefore offering little opportunities for career growth. With future development of AI, these workers may also one day find their tasks becoming fully automated, and their training and work experience obsolete.

Indeed, as Gray and Suri argue, the development of AI has partially contributed to the rise of a “new global underclass” with low and unstable wages, substandard working conditions, and few opportunities to apply their work experiences to new jobs.\textsuperscript{21} The experiences of Chinese crowdworkers offer an important case to illustrate the conditions of this new global class of workers.

**Tech Workers’ Resistance: The 996.ICU Movement**

Tech workers have been a major force behind contemporary AI development. However, rather than serving as the silent “secret source” or the massive “brain power” behind China’s surge in the global AI landscape, Chinese tech workers have mobilized to resist increasingly harsh labor exploitation.
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Indeed, China offers an important case to illustrate the exploitation of the tech labor force behind the rapid development of AI. A recent example is the 996.ICU movement. Despite being relatively well paid compared to traditional industries, tech employees in China have been asked to work an extended schedule known as the “996 schedule”: 9AM to 9PM, 6 days a week. The economic downturn and the downsizing of the tech sector in particular since 2018 have cultivated growing discontent toward the 996 overwork culture. This is because the past reciprocal employment relationship has been disrupted—workers still work the extended long hours, but report getting much less compensation in bonuses, with limited career advancement amidst waves of layoffs.

In March 2019, an anonymous user set up the 996.ICU project on GitHub, an online code sharing community owned by Microsoft, complaining that serious labor exploitation would eventually destroy employees’ health and send them to the intensive care unit (ICU).

Unlike traditional labor movements in the manufacturing sector, during the 996.ICU movement Chinese tech workers employed “networked and disconnected” tactics to introduce public pressure to their employers to cause reputational damage. This included setting up a repository on GitHub for “blacklist companies” that have a similar overworking schedule, such as Alibaba, Jingdong (JD), and Huawei, and calling on fellow workers and netizens to mail China’s Labor Law, which specifically forbids such labor exploitation, to Jack Ma—the founder of Alibaba who commented that the 996 schedule could be a “huge blessing” for young workers and only backtracked following online backlash. Workers started to form a shared identity by recognizing themselves as “white-collar working-class developers,” and even framed the movement as a class struggle between the working class and capitalists. A new basis of international solidarity also emerged. For example, a group of GitHub and Microsoft workers openly supported Chinese workers by calling on Microsoft to keep the 996.ICU project uncensored.
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Although the 996.ICU movement was criticized for failing to generate structural changes,\textsuperscript{29} it has nevertheless demonstrated the agency of tech workers behind the curtain of China’s AI innovations and their resistance against inhumane working conditions. Similarly, in the United States, tech workers have also mobilized around issues like sexual harassment, gender inequities, and unethical research.\textsuperscript{30} Often seen as elitist and difficult to organize, tech workers in both countries are mobilized to resist what they perceive to be unethical and intolerable behaviors in their own industries.

**Watched by the Algorithmic Boss: The Intensification of Workplace Surveillance**

The ubiquity of AI-enabled services has given rise to “surveillance capitalism,” where behavioral data harvested by tech firms about consumers is used to enhance algorithms and provide predictions.\textsuperscript{31} This, in turn, is sold to business consumers, essentially rendering users as “free commodities” under surveillance. Such automated predictive analytics have also aided the already pervasive surveillance of workers. Workplace surveillance is often deployed for enhancing productivity and security, but may also result in the erosion of workers’ privacy, and results-based management ignoring workers’ needs.\textsuperscript{32} As reported by BBC in 2019, over half of global companies with over USD 750 million revenues used nontraditional surveillance methods, including tracking keystrokes, monitoring emails and monitoring conversations at work.\textsuperscript{33} A 2012 report found that 37 percent of U.S. employers tracked the locations of workers on service calls via handheld devices or vehicles.\textsuperscript{34} Surveillance has also grown outside the workplace, including GPS tracking on employees’ phones, social media monitoring, and even exercise and sleep pattern tracking.\textsuperscript{35} Workforce analytics is predicted to become a USD 1.87 billion industry by 2025.\textsuperscript{36} For instance, Amazon has developed AI-enabled tools like wristbands to track

\textsuperscript{29} Kevin Lin, “Tech Worker Organizing in China,” 58.


\textsuperscript{36} Belton, “How Does It Feel to Be Watched at Work All the Time?”
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employees’ activities, and management systems that could fire employees without human supervisors’ involvement. The shift to working from home during the COVID-19 pandemic has further normalized the deployment of algorithmic surveillance tools, such as software running in the background of employees’ personal computers to assess productivity.

Like their counterparts in developed countries, Chinese workers also face an escalation of AI-enabled workplace surveillance, often without their consent and consultation. For instance, an electronics producer in Wuxi introduced an automated management system to monitor workers’ productivity as required by its U.S. headquarters, using data from surveillance cameras and employees’ punch cards. This resulted in dubious situations in salary calculation as reported by workers, such as an automatic deduction of RMB 50 for three seconds over time in the restroom. Another tech firm in Hangzhou mandated employees to use company-provided chair cushions, tracking personal data such as heart rate, breathing and posture to predict workers’ productivity without their consent. Such practices are not limited to subsidiaries of foreign firms or private firms. A state-owned electricity firm in Beijing used a management system that automatically adjusted workers’ bonuses based on their company card activity. When an employee had more than five instances in a month of physically leaving the workplace and using the card during working hours, even for legitimate reasons such as going to the supermarket to buy food, the system would automatically deduct a portion of the worker’s annual bonus. As the company deliberately withheld such surveillance practices from the employees, few employees were aware that their geolocational timeline and spending data were being surveilled.

The prospect of resisting algorithmic workplace surveillance is uncertain. Workers in developed countries can turn surveillance into a “base for organizing,” as several unions in the United States have negotiated employment contracts that bar practices such as the use of GPS tracking for disciplinary action and email monitoring beyond reasonable cause. In other Global North countries such as France, workplace surveillance with-
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out consultation with the workers’ council is a criminal offense. In comparison, legal protection of an employee’s privacy rights has been relatively weak in China. While the draft Law on the Protection of Personal Information, circulated in 2020, offers the potential of requiring consent in data gathering, it remains to be seen how such laws will be finalized and implemented. Combined with the employer-employee power asymmetry, employers will likely still have significant room to obtain personal data for surveillance.

**Conclusion**

In this article, we drew upon three cases from China to explore novel forms of labor-capital relationships that have emerged with the development and deployment of AI systems. Moving beyond the well-documented impact of AI on manufacturing labor, we shifted our attention to the often hidden and invisible crowdworkers sitting behind many contemporary AI systems, the “white-collar working-class developers” exploited by China’s tech industry, and the everyday workers that have been increasingly monitored and surveilled by algorithmic tools. We also noted new forms of resistance emerging from our cases, echoing many similar practices in the Global North. Indeed, in some cases, a new basis of international solidarity has also started to unfold, as we discussed in the case of the 996.ICU movement.

We therefore echo the scholarship calling for a dialectical, nuanced approach to understanding the changing nature of work in China and in the Global South. We do not side with the technology-deterministic approach that emphasizes AI’s potential for productivity and economic growth, and an arms-race view of interstate relations as a zero-sum game of catching up in innovation development and adoption. Such an approach favors the benefits accrued to transnational capital and reduces labor to a factor of production to be upgraded, educated, and reskilled in the face of algorithms. It further ignores the agency of labor, and other societal actors, to shape how the adoption of AI will unravel in each society around the world. On the other hand, we also caution against an overly optimistic view that the power of labor in each society, and their collective power across the world, can effectively shape the policy discussions around AI and the course of AI adoption towards more humane outcomes. In developed economies such as the EU and United States, workers have resisted an unfair working environment with the help of relatively strong social protection, labor unionization, and labor policies. Calls against the monopolizing power of Big Tech are also growing among policymakers and scholars, and workers themselves have organized to bargain for their interests. In comparison, as this
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study of China shows, workers are being roped in the global capitalist networks underpinning AI-enabled innovations, while facing precarious working conditions with little guaranteed protection. Understanding of the working conditions currently relies more on personal accounts or news stories than rigorous data, and is further constrained by the workers’ limited awareness of their structural positions of being exploited. Government policies provide limited regulatory guidance or enforcement, and uncertain bargaining power for workers seeking fairer treatment. Similar dynamics have been observed in other Global South countries such as India, Brazil, and the Philippines.  

With increasing diffusion of innovation and the expansion of Big Tech into the Global South, workers in those countries have increasingly become a crucial part of the global value chain of AI. Their working conditions and the issues arising from the labor contentions in such countries will only become more salient. As AI gets increasingly adopted in all corners of life, there is growing scholarly and media attention on the plight of the workers. Whether this would provoke greater consciousness among the workers and the larger society to demand policy actions, however, is an open question. This presents an opportunity for international cooperation, in terms of exchanging information and data, searching for solutions, and formulating and implementing government regulations and best practices. Greater awareness, communication, and cooperation among policymakers, practitioners, scholars, workers, NGOs, and other concerned actors is needed. Exchanges across national borders, including among the two largest economies, the United States and China, would be vital, to help ensure workers’ well-being, and the global transition towards a more economically and socially equitable machine age.
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