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Abstract

Microblog Sentiment Classification (MSC) is a challenging task in microblog mining, arising in many applications such as stock price prediction and crisis management. Currently, most of the existing approaches learn the user sentiment model from their posted tweets in microblogs, which suffer from the insufficiency of discriminative tweet representation. In this paper, we consider the problem of microblog sentiment classification from the viewpoint of heterogeneous MSC network embedding. We propose a novel recurrent random walk learning framework for the problem by exploiting both users’ posted tweets and their social relations in microblogs. We then introduce the deep recurrent neural networks with random-walk layer for heterogeneous MSC network embedding, which can be trained end-to-end from the scratch. We employ the back-propagation method for training the proposed recurrent random walk network model. The extensive experiments on the large-scale public datasets from Twitter show that our method achieves better performance than other state-of-the-art solutions to the problem.

1 Introduction

Recently the microblogs have become a very popular Internet-based service that enables the users to share and exchange information and their opinions about all kinds of issues at real time. We have witnessed the popular microblogs such as Twitter and Sina Weibo. With the rapid growth of opinional microblog data, Microblog Sentiment Classification (MSC) becomes the essential problem in microblog mining [Liu, 2012], which arises in many real applications such as stock price prediction and crisis management.

The problem of microblog sentiment classification is to predict the sentiment class of users’ posted tweets in microblogs, which has attracted considerable attention recently [Song \textit{et al.}, 2015; Wu and Huang, 2016; Liu \textit{et al.}, 2012]. The existing works mainly consider the problem as text classification task [Pak and Paroubek, 2010], which trains the user sentiment model from their past posted tweets, and then predict the sentiment class of users’ new tweets. Although the existing methods have achieved promising performance, most of them still suffer from the insufficiency of discriminative tweet representation in microblogs [Kim, 2014].

Currently, most of the existing microblog sentiment classification methods [Song \textit{et al.}, 2015; Wu and Huang, 2016; Liu \textit{et al.}, 2012] learn the semantic representation of users’ posted tweets based on the hand-crafted feature (e.g., bag-of-words). However, the word sequence information is not fully utilized by the semantic representation of existing methods, which is critical for the understanding of users’ posted tweets [Mao and Lebanon, 2006]. Since the users’ posted tweets are always sequential data with variant length, it is natural to employ the deep recurrent neural networks to learn the semantic representation of the tweets [Hochreiter and Schmidhuber, 1997]. On the other hand, the existing deep neural networks based classification approaches [Glorot \textit{et al.}, 2011; Kim, 2014] are mainly proposed for textual data, which may not be easily extended to heterogeneous networks for microblog sentiment classification.

In this paper, we consider the problem of microblog sentiment classification from the viewpoint of heterogeneous MSC network embedding. Specifically, we introduce the MSC network learning framework that exploits both the deep semantic representation of users’ posted tweets and their social relations for the problem. We propose the deep recurrent neural networks with random-walk layer for learning the heterogeneous MSC network embedding, named as RRWNL, which can be trained end-to-end from the scratch. We then employ the back-propagation method for learning the proposed recurrent random walk network model. When a certain user’s new tweet is posted, RRWNL can predict its sentiment class based on the trained recurrent random walk network embedding. The main contributions of this paper are as follows:

- Unlike the previous studies, we present the problem of microblog sentiment classification from the viewpoint of heterogeneous MSC network embedding. We learn the MSC network by exploiting both the deep semantic representation of users’ posted tweets and their social relations.
- We propose the deep recurrent neural networks with random-walk layer for learning the proposed heterogeneous MSC network embedding. We then introduce
the back-propagation method for recurrent random walk network learning, which can be trained end-to-end from the scratch.

- We evaluate the performance of our method on the large-scale public datasets from Twitter. The extensive experiments show that our method can outperform several state-of-the-art solutions to the problem.

The rest of this paper is organized as follows. In Section 2, we introduce the problem of microblog sentiment classification from the viewpoint of the heterogeneous MSC network embedding, and propose the recurrent neural networks with random-walk layer. A variety of experimental results are presented in Section 3. We provide a brief review of the related work about sentiment classification and network embedding in Section 4. Finally, we provide some concluding remarks in Section 5.

2 Microblog Sentiment Classification via Recurrent Random Walk Network Learning

In this section, we first present the problem of microblog sentiment classification from the viewpoint of the heterogeneous MSC network embedding, and next introduce the recurrent random-walk network learning framework. We then propose the deep recurrent neural networks with random-walk layer for the heterogeneous MSC network learning, which can be trained end-to-end from the scratch.

2.1 The Problem

Before presenting the problem, we first introduce some basic notions and terminologies. Since the users’ posted tweets in microblogs are always the sequential data with variant length, we then encode the tweets into the fixed length feature vectors for deep semantic representation using recurrent neural networks [Le and Mikolov, 2014]. Given a set of users’ tweets $X = \{x_1, x_2, \ldots, x_n\}$, we take the last hidden layer of neural networks as the semantic embedding of the tweets by $T = \{t_1, t_2, \ldots, t_m\}$, where the vector $t_i \in \mathbb{R}^d$ is the semantic representation of the $i$-th tweet $x_i$. We then denote the set of user sentiment model embeddings by $U = \{u_1, u_2, \ldots, u_n\}$ where $u_i \in \mathbb{R}^{d \times c}$ is the global sentiment embedding matrix for all users, and $u_i \in \mathbb{R}^{d \times c}$ is the user-specific embedding matrix for the $i$-th user. The value $c$ is the number of sentiment classes in microblogs. Intuitively, the learning for global sentiment model embedding $u_i$ takes the advantage of the statistical power given by all users’ tweets, while the personalized embedding matrix $u_i$ provides the flexibility to capture the user-specific sentiment preference. We then employ the popular softmax function $f_{i,u}(t_j)$ to convert the real-valued embedding of the $j$-th tweet posted by the $i$-th user to the conditional probabilities for sentiment classification. For notational convenience, we write the function $f_{i,u}(t_j)$ as $f_{i}(t_j)$ throughout the paper.

With the development of social science, it is well-established that the users in microblogs tend to catch the sentiment of their following users, which has been recognized as emotional contagion [Hatfield et al., 1994; Zhao et al., 2016a]. Thus, we propose the heterogeneous MSC network by exploiting both the users’ posted tweets and their social relations. We first denote the network connections between users in microblogs by matrix $S \in \mathbb{R}^{m \times m}$. The entry $s_{ij} = 1$ if the $i$-th user is following the $j$-th user, otherwise, $s_{ij} = 0$. We then denote the relation between tweets and users by matrix $A \in \mathbb{R}^{m \times n}$, where the entry $a_{ij} = 1$ if the $i$-th tweet is posted by the $j$-th user. Furthermore, we denote the set of tweets posted by the $i$-th user by set $A_i$. We now define the heterogeneous MSC network by $G = (V, E)$ where the set of nodes $V$ is composed of tweets $X$ and users $U$, and the set of edges consists of users’ network connections in $S$ and tweet-user relations in $A$. We illustrate a simple example of heterogeneous MSC network modeling in Figure 1. We show the following relation between users $u_1$ and $u_2$ (i.e. $s_{12} = 1$), and tweet-user relation between tweet $x_6$ and user $u_5$ (i.e., $a_{56} = 1$) in Figure 1.

Using the notations above, we define the problem of microblog sentiment classification from the viewpoint of heterogeneous MSC network embedding as follows. Given the input users’ tweets $X$, and the MSC network $G$, our goal is to learn the personalized sentiment function $f_u(\cdot)$ for all users, and then predict the sentiment class of users’ new posted tweets.

2.2 Heterogeneous MSC Network Embedding with Recurrent Random Walk Network

In this section, we propose the recurrent random-walk network learning for the heterogeneous MSC network embedding, and then present the learning process in Figures 2(a), 2(b) and 2(c).

We first choose the proper semantic representation method for the users’ tweets in MSC networks. Given a sequence of words for the tweet $x_i$, we represent the $t$-th word by pre-training word embedding [Mikolov et al., 2013] as $x_{it}$, and then use the sequence $(x_{i1}, x_{i2}, \ldots, x_{ik})$ as the input of the corresponding recurrent neural network. However, simple recurrent neural network is difficult to train because of the resulting long term dependencies [Sutskever et al., 2014]. Therefore, we choose the variant recurrent neural networks called long-short term memory (LSTM) [Hochreiter and Schmidhuber, 1997] to learn the tweet embedding by
Figure 2: The framework of heterogeneous MSC network learning. (a) The heterogeneous MSC network is constructed by integrating both users’ posted tweets and their network connections in microblogs. (b) The personalized user sentiment functions are trained by deep recurrent neural networks with random-walk layer. (c) The tweets and users in MSC networks are encoded into the fixed feature vectors based on the classification-based network embedding loss, which is optimized by the back-propagation method.

\[
\begin{align*}
\mathbf{i}_t &= \delta(\mathbf{W}_x \mathbf{x}_t + \mathbf{G}_t \mathbf{h}_{t-1} + \mathbf{b}_i), \\
\mathbf{C}_t &= \tanh(\mathbf{W}_c \mathbf{x}_t + \mathbf{G}_f \mathbf{h}_{t-1} + \mathbf{b}_f), \\
\mathbf{f}_t &= \delta(\mathbf{W}_f \mathbf{x}_t + \mathbf{G}_b \mathbf{h}_{t-1} + \mathbf{b}_f), \\
\mathbf{C}_t &= \mathbf{i}_t \cdot \mathbf{C}_t + \mathbf{f}_t \cdot \mathbf{C}_t, \\
\mathbf{o}_t &= \delta(\mathbf{W}_o \mathbf{x}_t + \mathbf{G}_o \mathbf{h}_{t-1} + \mathbf{V}_g \mathbf{C}_t + \mathbf{b}_o) \\
\mathbf{h}_t &= \mathbf{o}_t \cdot \tanh(\mathbf{C}_t),
\end{align*}
\]

where \( \delta \) represents the sigmoid activation function; \( \mathbf{W}_s \), \( \mathbf{G}_s \) and \( \mathbf{V}_g \) are weight matrices, and \( \mathbf{b}_s \) are bias vectors. The architecture structure of LSTM can be found in [Hochreiter and Schmidhuber, 1997]. We train the LSTM networks for tweet embedding and then take the output of the last LSTM cell, \( \mathbf{h}_t \), as the semantic embedding of tweets \( t \). Considering the fact that the tweets may be in the paragraph with several sentences in real microblogs, we split them into sentences for learning the semantic embedding by LSTM and then merge the embeddings by an additional max-pooling layer, illustrated in Figures 2(a) and 2(b).

We then devise the personalized user sentiment model based on softmax function. Given the semantic representation of the \( j \)-th tweet \( t_j \), the personalized sentiment function of the \( i \)-th user is given by

\[
\hat{y}_j = f_{u_i}(t_j) = \text{softmax}([\mathbf{u}_0 + \mathbf{u}_i]^T \mathbf{t}_j) = \left( \begin{array}{c} f_{u_{i,1}}(t_j) \\ f_{u_{i,2}}(t_j) \\ \vdots \\ f_{u_{i,n}}(t_j) \end{array} \right),
\]

where the vector \( \hat{y}_j \in \mathbb{R}^n \) is the predicted sentiment class for the \( j \)-th tweet posted by the \( i \)-th user. Considering the sentiment function of the \( i \)-th user \( f_{u_i}(t_j) \), the matrix \( \mathbf{u}_0 \) is the global sentiment embedding matrix for all users, the matrix \( \mathbf{u}_i \) is the user-specific predictive embedding matrix, and

\[
f_{u_{i,k}}(t_j) = \frac{\exp([\mathbf{u}_0 + \mathbf{u}_i]^T \mathbf{t}_j)}{\sum_{p=1}^{n} \exp([\mathbf{u}_0 + \mathbf{u}_p]^T \mathbf{t}_j)}
\]

defines the conditional probability of tweet \( t_j \) on the \( k \)-th sentiment class.

We next conduct the supervised learning for training the personalized user sentiment function, where the sentiment class of each tweet in the training data is accompanied with its ground truth. We employ the well-known cross-entropy loss function \( L_c \) between the predicted sentiment probability distribution and the ground truth to learn the user sentiment function for classification by

\[
L_c = -\sum_{i=1}^{m} \sum_{j \in A_i} y_{ij} \log \hat{y}_j
\]

s.t. \( \hat{y}_j = f_{u_i}(t_j) \),

where the set \( A_i \) consists of the posted tweets by the \( i \)-th user, and the vector \( y_j \in \mathbb{R}^n \) is the sentiment class ground truth of the \( j \)-th tweet. Note that only the dimension of the vector \( y_j \) corresponding to the ground truth is 1, with all others being 0.

We now introduce the heterogeneous MSC network learning based on both users’ posted tweets and their network connections in microblogs. We first denote the relation between tweets by matrix \( \mathbf{B} \in \mathbb{R}^{n \times n} \), which can be represented by the users’ network connection matrix \( \mathbf{S} \) and the tweet-user relation matrix \( \mathbf{A} \). We then model the first-order tweet relation matrix by \( \mathbf{B} = \mathbf{ASA}^T \). The entry \( b_{ij} = 1 \) if both the \( i \)-th and the \( j \)-th tweets are posted by the same user or by the two users with one-hop network connection in microblogs. We next introduce a transition matrix \( \mathbf{W} \in \mathbb{R}^{n \times n} \) between tweets. We note that the entry \( w_{ij} = 1 \) in tweet relation matrix \( \mathbf{B} \), then the transition probability between them is given by \( w_{ij} = |A_i| \), where \( |A_i| \) is the number of tweets associated with the \( i \)-th tweet in \( \mathbf{B} \). If there is no network connection between two tweets, then their transition
probability is set to 0. We then denote the diagonal matrix by \( D = \text{diag}(|A_1|, |A_2|, \ldots, |A_n|) \), and thus the first-order tweet transition matrix is given by \( W = D^{-1}B \). Following the emotional contagion theory [Hatfield \textit{et al.}, 1994], the sentiment consistency preserving of the \( j\)-th tweet can be mathematically formulated by \( \hat{y}_j \approx \sum_{w_{ij}>0,w_{ij}\in W} w_{ij} y_j \), where \( \hat{y}_j \) is the predicted sentiment of the \( i\)-th tweet, and \( w_{ij} > 0 \) means the \( i\)-th and the \( j\)-th tweets are connected in the tweet relation matrix \( B \). By minimizing the reconstruction error \( \| \hat{y}_j - \sum_{w_{ij} > 0, w_{ij} \in W} w_{ij} y_j \|_F^2 \), we can preserve the first-order sentiment consistency in microblogs.

Inspired by the random walk process, we propose to preserve the high-order sentiment consistency in microblogs to further improve the performance of microblog sentiment classification. Let the vector \( \hat{y}_j^{(k)} \) denote the predicted sentiment of the \( j\)-th tweet at time \( k \), then its sentiment contagion at time \( k+1 \) can be modeled by performing one step random walk process by \( \hat{y}_j^{(k+1)} = W^{(k)} \hat{y}_j^{(k)} = \sum_{w_{ij} > 0, w_{ij} \in W} w_{ij} \hat{y}_j^{(k)} \), where the vector \( \hat{y}_j \) is the predicted sentiment of the \( j\)-th tweet at time \( 0 \). Thus, the \( k\)-th order sentiment consistency of the \( j\)-th tweet is preserved by minimizing the error \( \| \hat{y}_j - \sum_{w_{ij} > 0, w_{ij} \in W} w_{ij} \hat{y}_j^{(k)} \|_F^2 \), where the weight \( w_{ij}^{(k)} \) is from the \( k\)-th order transition matrix \( W^{(k)} \), and \( \| \cdot \|_F \) is the Frobenius norm. Finally, the problem of recurrent random walk network learning for heterogeneous MSC network embedding can be mathematically formulated by

\[
L = L_c + \alpha \| \hat{y}_j - \sum_{w_{ij} > 0, w_{ij} \in W} w_{ij} \hat{y}_j^{(k)} \|_F^2, \tag{2}
\]

where the term \( L_c \) is the sentiment classification loss, parameter \( k \) is the number of random-walk layer, and coefficient \( \alpha \) is the trade-off parameter.

For training the proposed recurrent random walk network, we denote all the model coefficients including neural network parameters and the result embeddings by \( \Theta \). Therefore, the objective function in our learning process is given by

\[
\min_{\Theta} L(\Theta) = L + \lambda \|\Theta\|^2, \tag{3}
\]

where \( \lambda \) is the trade-off parameter between the training loss and regularization. To optimize the objective, we employ the stochastic gradient descent (SGD) with diagonal variant of AdaGrad in [Duchi \textit{et al.}, 2011].

### 3 Experiments

In this section, we conduct several experiments on the Twitter datasets, and show the effectiveness of our approach RRWNL for microblog sentiment classification.

#### 3.1 Data Preparation

We evaluate the performance of our method using two public Twitter datasets for microblog sentiment classification: Stanford Twitter Sentiment (STS) [Go \textit{et al.}, 2009] and Obama-McCain Debate (OMD) [Shamma \textit{et al.}, 2009], which are composed of raw tweets with their ground truth sentiment classes. The STS dataset contains 22,262 labeled tweets, where 11,959 tweets are labeled positive and 10,303 tweets are labeled negative. The average number of labeled tweets per user in STS is 2.63. The OMD dataset is composed of 1,827 tweets, in which 747 have positive sentiment and 1,080 have negative sentiment. The average number of labeled tweets per user in OMD is 2.49. Following the experimental setting in [Shamma \textit{et al.}, 2009; Hu \textit{et al.}, 2013], we take 80% of the dataset as training data, other 10% of the data for validation and the remaining 10% ones for testing. So the training and testing data do not have overlap.

#### 3.2 Performance Comparisons

We compare our propose method with other seven state-of-the-art methods for the problem of microblog sentiment classification as follows:

- SVMSC [Pang \textit{et al.}, 2002] is the support vector machine based model with bag-of-word representation for sentiment classification.
- CNNSC [Kim, 2014] is the convolutional neural network based model for sentiment classification.
- PMSC [Wu and Huang, 2016] is the social regularized multi-task model for sentiment classification in microblogs.
- UPNN [Tang \textit{et al.}, 2015a] is the neural network models that incorporates both the user and product information for sentiment analysis.
- SANT [Hu \textit{et al.}, 2013] is the supervised method with
users’ social relations for sentiment analysis in microblogs.

- LFM [Song et al., 2015] is the latent factor model that maps users and posts into a low-dimensional factor space for sentiment analysis.
- ISCNN [Gui et al., 2016] is the Intersubjectivity convolutional neural network that leverages the pre-trained writer embeddings into a convolutional neural network for sentiment analysis.

Among them, the SVMSC, PMSC, PMSC and LFM methods learn the sentiment classification model based on handcrafted feature while the CNNSC, UPNN and ISCNN methods are the sentiment classification with neural networks. Unlike the previous studies, our method RRWNL learns the user model from the proposed MSC network, which learns the MSC network embedding for microblog sentiment classification. The input words of our methods are initialized by pre-trained word embeddings [Mikolov et al., 2013] and the weights of LSTMs are randomly by a Gaussian distribution with zero mean. We utilize the recurrent random-walk network learning with LSTM models for the problem of microblog sentiment classification.

Tables 1 and 2 show the evaluation results on microblog sentiment classification accuracy using STS dataset and OMD dataset, respectively. The evaluation were conducted with different ratio of the training data from 10%, 25%, 50% to 100%. For example, using 25% of the training data means using 16% of the whole dataset as the training data for training the model. The hyperparameters and parameters which achieve the best performance on the validation set are chosen to conduct the testing evaluation. We report the average value of all the methods on both datasets. The experiments reveal a number of interesting points:

- The deep neural networks based text classification models CNNSC, UPNN and ISCNN outperform the methods SVMSC, PMSC, SANT and LFM with hand-crafted features on classification accuracy, which suggests that the semantic representation for tweets with deep neural networks is critical for the problem of microblog sentiment classification.
- The methods PMSC and SANT achieve better performance than the SVMSC method. This suggests that leveraging the users’ network connections can also improve the performance of microblog sentiment classification.
- In all the cases, our RRWNL method achieves the best performance. This fact shows that the microblog sentiment classification network embedding framework that exploits both deep representation of users’ posted tweets on microblogs and their network connections can further

![Figure 3: The effect of embedding dimensions, random-walk layers and trade-off parameter to microblog sentiment classification accuracy using STS dataset.](image)

![Figure 4: The effect of embedding dimensions, random-walk layers and trade-off parameter to microblog sentiment classification accuracy using OMD dataset.](image)
improve the performance of microblog sentiment classification.

In our approach, there are three essential parameters, which are the number of network dimensions, the number of random-walk layers and the trade-off parameter $\alpha$. We vary the number of embedding dimensions from 32 to 521, the number of random-walk layers from 1 to 9, and the trade-off parameter $\alpha$ from $10^{-6}$ to $10^0$ and $10^{-8}$ to $10^0$, respectively. We use 50% of the training data to illustrate the performance of our method using both datasets. We notice that the UPNN method consistently outperforms other methods in most of the evaluation criteria. Thus, we mainly compare our methods with UPNN by varying the number of embedding dimensions, the number of random-walk layers and the trade-off parameter $\alpha$. Figures 3(a), 3(b) and 3(c) illustrate the performance of our method by varying these three parameters using STS dataset. Figures 4(a), 4(b) and 4(c) illustrate the performance of our method by varying these three parameters using OMD dataset. We observe that our method achieves the best performance when the number of embedding dimensions is set to 128, the number of random-walk layers is set to 3 and the trade-off parameter is set to 1 on both datasets. This suggests that by leveraging both the deep semantic representation of users’ tweets by LSTM model, and the users’ networking connections by random-walk layer, we can further improve the performance of microblog sentiment classification.

4 Related Work

In this section, we briefly review some related work on microblog sentiment classification and network learning.

The existing work for the problem of microblog sentiment classification can be categorized as graph-based approaches and neural network-based approaches. The graph-based approaches mainly leverage the users’ network connections for training the sentiment classification model. Hu et al. [Hu et al., 2013] present a supervised method with the social relations for sentiment analysis. Wu et al. [Wu and Huang, 2016] propose a personalized approach for microblog sentiment classification, which capture the individual personality and the common sentiment knowledge shared by all users. Song et al. [Song et al., 2015] propose the personalized sentiment classification method based on latent factor model that captures personal sentiment variations by mapping users and posts into a low-dimensional factor space. Tang et al. [Tang et al., 2015a] investigate the propagation-based sentiment analysis for microblogging data by iteratively alternating a propagation process and a fitting process. The neural network-based approaches mainly consider the problem as text classification and learn the unified classification model for predicting the sentiment class of all users’ tweets. Gui et al. [Gui et al., 2015] develop the learning method for attributed networks. Zhao et al. [Zhao et al., 2016b] propose the ranking metric embedding method for expert finding [Zhao et al., 2015]. Zhao et al. [Zhao et al., 2017] develop the multi-faceted ranking metric embedding method for community-based question answering. However, the objective of recurrent random walk network learning in our problem is different from these deep learning methods. Thus, these methods may not be suitable for our problem.

5 Conclusion

In this paper, we formulated the problem of microblog sentiment classification from the viewpoint of learning microblog sentiment classification network embedding. We propose the heterogeneous MSC network for the problem. We then introduce a novel recurrent random walk network learning framework for microblog sentiment classification by exploiting both users’ posted tweets and their network connections in microblogs. We next develop the deep recurrent neural networks with random-walk layer for heterogeneous MSC network embedding, which can be trained end-to-end from the scratch. We employ the back-propagation method for training the proposed recurrent random-walk network model. We evaluate the performance of our method using the well-known public datasets from Twitter. The extensive experiments demonstrate that our method can achieve better performance than several state-of-the-art solutions to the problem.
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