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Reflections and Reviews

The Creative Destruction of Decision Research

GEORGE LOEWENSTEIN*

The most recent wave of decision research goes beyond the usual critiques of
linear probability weighting, exponential discounting, and other specialized as-
sumptions, and challenges some of the most basic assumptions of the decision-
making paradigm itself. In response to these challenges, decision researchershave
proposed alternative accounts of behavior, some of which bear little resemblance
to decision making as it is commonly conceived. I provide an overview of some
of the challenges confronting the decision-making paradigm, and I present the
broad outline of what I see as an emerging alternative perspective.

It is difficult for economic policy to deal with
the abruptness of a break in confidence. There
may not be a seamless transition from high to
moderate to low confidence on the part of busi-
nesses, investors, and consumers. (Testimony
of Federal Reserve Board Chairman Alan
Greenspan to Congress, February 28, 2001)

Current models of decision making view human behav-
ior as the product of choice. Individuals select actions

based on an assessment of self-interest, which, for most
consequential decisions, involves an integration of attributes
such as probabilities, time delays, and component values.
Behavioral decision research has enriched this model by
challenging a variety of its implicit and explicit assumptions.
Research on judgment has documented numerous systematic
biases in human information processing, such as under-
weighting base rates, overconfidence, hindsight bias, and
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misperceptions of random sequences. Research on choice
has explored ways in which decision makers violate such
stylized assumptions as linear probability weighting, ex-
ponential time discounting, and various forms of preferential
independence. All of these topics have been studied with a
wide variety of methods, including laboratory experiments,
field studies, and economics-style market experiments.

Judging from its adoption by scholars from virtually every
social science discipline, the decision-making perspective has
great intuitive appeal. And, although the behavioral decision
research extension of the perspective remains controversial,
it has won many new converts, who have created fields such
as behavioral economics, behavioral law and economics, be-
havioral finance, and behavioral marketing. Indeed, by in-
creasing its descriptive realism, behavioral decision research
may have won new converts to the decision-making
perspective.

Even as behavioral decision research attracts new con-
verts, however, behavioral decision researchers themselves
have increasingly voiced doubts about the validity and uni-
versal applicability of their own perspective. Responding
creatively to these doubts, they have begun to explore al-
ternative accounts of behavior that bear little resemblance
to decision making as it is usually conceived. If decision
making is about choosing a course of action based on an
evaluation of consequences, then much of the most recent
research by behavioral decision researchers is not about
decision making. Ironically, just at the moment when be-
havioral decision research is making inroads into wide-rang-
ing disciplines, behavioral decision researchers are moving
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on. It is as if the guests have finally arrived at the party to
find that the hosts have relocated.

Although the basis for behavioral decision researchers’
doubts is diverse, many of the internal critiques of decision
theory have focused on the assumption that behavior is de-
liberative in character. A number of researchers have argued
that deliberative, calculated decision making is the exception
and that most behavior is relatively automatic (Bargh and
Chartrand 1999; Bargh and Gollwitzer 1994; Schneider and
Shiffrin 1977; Shiffrin and Schneider 1977), habitual (Louis
and Sutton 1991; Ronis, Yates, and Kirscht 1989), mindless
(Langer 1989), or rule guided (Anderson 1993; Prelec 1991;
Prelec and Herrnstein 1991). My goal in this article is to
enumerate some of the reasons why decision researchers are
abandoning their own paradigm and, in the course of doing
so, to hint at the outlines of an alternative perspective that
synthesizes many of these alternative accounts of behavior.

PROBLEMS WITH THE DECISION-
MAKING PERSPECTIVE

The decision-making account of human behavior is an-
cient, probably because it is highly intuitive. Its intuitiveness
should not count against it; indeed, intuitiveness is generally
a desirable attribute. But there is surprisingly little evidence
beyond introspection to support the decision-making ac-
count of behavior, and introspection is a notoriously fallible
source of insight into the causes of behavior (Nisbett and
Wilson 1977). Numerous studies show that people tend to
interpret their own behavior as the result of deliberative
decision making even when this is not the case (Wegner and
Wheatley 1999). For example, in one study involving a split-
brain patient whose right hemisphere could interpret lan-
guage but not speak and whose left hemisphere could speak
but not interpret language, the patient’s right hemisphere
was privately instructed to take a physical action, and the
left hemisphere observed the action but was unaware of the
instructions that had been given to the right hemisphere.
When the patient was asked why he had taken an action,
such as waving his hand, the left hemisphere (which could
talk) invariably came up with a plausible explanation, such
as that the patient thought that he saw someone he knew
(Gazzaniga and LeDoux 1978). The brain is a sense-making
organ. When it observes its owner behaving in a particular
way, it assumes that there was good reason for doing so
and interprets behavior in terms that it can understand (Bem
1967). It is unlikely to attribute the organism’s behavior to
automatic or preconscious processes, such as visual percep-
tion, that are not accessible to consciousness.

The Problem of Bounded Rationality

Decision making, as envisioned in the traditional para-
digm, would make overwhelming demands on our capacity
to process information (e.g., Simon 1955). Even the simplest
decisions, expressed in the conventional form of a decision
tree, rapidly overwhelm human cognitive capabilities (Ga-
baix and Laibson 2000). Results from process-tracing re-

search suggest that, when presented with decisions in the
form of matrices of alternatives and attributes, people adopt
cognitive shortcuts, such as lexicographic choice rules
(Payne, Bettman, and Johnson 1993). But there is no evi-
dence that naturalistic decision making resembles such a
process, and there is some evidence to the contrary. As Klein
(1989, p. 47) concludes from 150 interviews with five dif-
ferent populations of decision makers, “relatively few de-
cisions are made using analytical processes such as gener-
ating a variety of options and contrasting their strengths and
weaknesses.” Indeed, very few of the alternatives that people
commonly choose between can easily be broken down into
the types of attributes to which such rules apply. That may
be why so much research on multiattribute decision making
relies on the same few products (e.g., apartments) or uses
blatantly artificial attributes such as “beer quality.”

The brain consists of specialized modules, and most brain
functions are broadly distributed across multiple modules.
When the brain is confronted with a new problem, it draws
on its existing resources—its specialized modules—
selectively in a fashion that is not unlike that of an economy
gearing up to produce a new kind of product (Calvin 1996).
Through a process that is not yet well understood, the brain
becomes progressively more efficient (in terms of using
fewer units to better effect) at solving problems that it is
exposed to repeatedly (Haier et al. 1992). Presumably the
process of allocating the processing power of modules to
problems takes into account not only the match of specific
modules to specific problems but also the raw processing
power of different modules.

Computers are exceptionally good at the types of cognitive
operations—for example, addition, subtraction, multiplica-
tion, cancellation, and magnitude comparisons—that are fea-
tured in research on multiattribute decision making (e.g.,
Payne et al. 1993). But humans are comparatively much better
at other types of information-processing tasks. For example,
computers still do not hold a candle to humans when it comes
to visual perception, categorization, and pattern matching. It
should come as no surprise, then, that experts solve problems
and make decisions using these types of processes rather than
analytical operations (e.g., Gobet and Simon 1996), and it
would be surprising if novices rely on very different processes
for most of the routine decisions they make.

Impact of Context

The importance of pattern matching in decision making
may help to explain another observation that is difficult to
reconcile with conventional decision theory: the powerful
impact of contextual factors on decision making (Goldstein
and Weber 1995). For example, Hershey, Kunreuther, and
Schoemaker (1982) found that the choice between two gam-
bles was substantially affected by whether the decision was
expressed as involving gambling, in which case people were
risk seeking, or as involving insurance, in which case people
were risk averse. Ross and Ward (1996) showed that play
in a prisoner’s dilemma game was affected dramatically by
whether the game was labeled the “Wall Street Game” or
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the “Community Game.” Moreover, research on the ulti-
matum game reveals a similar pattern. In the standard ul-
timatum game, one side (the “proposer”) proposes an al-
location of a fixed amount of money (e.g., $10), and the
other (the “responder”) can either accept the allocation or
reject it—in the latter case neither side gets anything. The
usual finding is that proposers divide the money evenly, and
responders accept this division. But researchers have varied
the context rather subtly and have observed striking changes
in behavior (see Camerer and Thaler 1995). For example,
Blount and Neale (1994) recast the ultimatum game as a
situation in which a buyer could accept or reject a seller’s
take-it-or-leave-it offer. Probably because people are accus-
tomed to making purchases that do not split any surplus
evenly with the seller, in this version of the game highly
uneven offers were made and accepted.

Context effects are, of course, not new for decision re-
search, and many violations, such as preference reversals and
attraction and compromise effects, may be well-explained by
attribute-based consequentialist theories. But the effects just
mentioned do not seem to operate by changing people’s
weighting of attributes, but instead by influencing their con-
strual of the kind of situation they are in and, hence, the rules
of behavior that apply.

Intraindividual Variability

People differ from one another, and a single individual
often behaves in a seemingly inconsistent fashion across
situations and over time. This lack of intraindividual con-
sistency observed in risk taking (MacCrimmon and Wehrung
1990), intertemporal choice (Frederick, Loewenstein, and
O’Donoghue 2001; Fuchs 1982), and interpersonal decision
making (Loewenstein 1996a) poses a challenge to attribute-
based accounts of decision making. Such models assume
that individuals weigh probabilities, time delays, and out-
comes experienced by other persons in a consistent fashion,
and, hence, predict a high degree of intraindividual consis-
tency, which is not observed.

Again, the reason probably has to do with construal. In
the domain of risk, for example, many people are scared by
risks that are objectively rather harmless, such as flying or
social interactions, but not by risks that are truly hazardous,
such as driving or eating fat red meat. People will appear
to be inconsistent if you fail to take into account the way
that they construe risks—that is, what they find scary—but
appear much more consistent if you take into account their
perceptions of riskiness (Loewenstein et al. 2001; Weber
and Milliman 1997). For intertemporal choice, the same
pattern is evident. Most people have some long-term goals
that they care a lot about—for example, their health, the
welfare of their children, or their academic or political leg-
acy—and are willing to sacrifice for, but also have areas of
weakness—for example, sex, drugs, and food—in which
they display, at least sometimes, extraordinarily short-
sighted behavior. Finally, when it comes to altruism, many
people have moments in which they display extreme self-
lessness and other moments in which they appear selfish or

even destructive toward others. Again, how they behave is
likely to depend critically on situational more than dispos-
itional factors. Risk taking, time discounting, and interper-
sonal decision making, it seems, are much more a function
of how people construe situations than of how they evaluate
and weigh attributes (Ross and Nisbett 1991).

Decision-Making Anomalies

Behavioral decision researchers are masters at discovering
anomalous patterns of behavior that violate the predictions
of models such as expected utility theory and discounted
utility theory (Loewenstein 1996b). But we are not always
quite as skilled at coming up with compelling explanations
for these anomalies. To the degree that behavioral models,
like traditional models, cannot account for such anomalies,
they constitute anomalies not only for rational choice the-
ories but for behavioral theories as well.

An example of an anomaly in search of an explanation
is the preference for sequences of outcomes that improve
over time. Contrary to the assumption that delayed rewards
are discounted, people often prefer improving over deteri-
orating sequences of outcomes. In one demonstration of this
effect, Drazen Prelec and I (Loewenstein and Prelec 1993)
asked some subjects to choose whether they would eat a
fancy French restaurant dinner in one month or two, and
we asked others to choose between one sequence (fancy
French this month, mediocre Greek next month) and the
same dinners in reverse order. A majority of subjects pre-
ferred the isolated French dinner earlier but deferred the
French dinner when it was embedded in a sequence with
the Greek dinner. We proposed two mechanisms to account
for this effect: that people derive utility from anticipation
and leave the best for last so they can “savor” it and that
earlier consumption creates a positive contrast that enhances
the desirability of later consumption. However, explicit tests
of these mechanisms have not generally been supportive.
For example, Shane Frederick and I (Frederick and Loew-
enstein 2000) conducted a study in which we encouraged
some subjects to think explicitly about utility from antici-
pation before choosing between sequences, but this had little
impact on the preference for improvement.

Our current thinking is that people have a choice heuristic
that favors improvement over decline. People do not always
seek out improvement but do so only when the issue of
improvement is highlighted by the way that a decision they
are faced with is framed. The Greek-then-French versus
French-then-Greek choice strongly evokes the issue of im-
provement versus decline, but the choice of when to con-
sume the lone French dinner does not. In further research,
Frederick and I (Frederick and Loewenstein 2000) gave peo-
ple sequence choices using alternative formats that were
intended to highlight different considerations, and we ob-
tained results consistent with the idea that question format
can affect how people construe the choice. For example, in
one version we asked respondents to allocate pleasurable
outcomes such as massages over time. We expected, and
found, that the allocation format would evoke a “choice
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heuristic” that would cause people to spread consumption
relatively evenly over time, implying a preference for flat
sequences. In another version, we asked respondents to state
a maximum buying price for the Greek-then-French and
French-then-Greek sequences rather than choose between
them. We expected this method of elicitation to evoke con-
siderations of the time value of money and, hence, to shift
subjects toward a preference for declining sequences, which
is what we found.

Another phenomenon that is difficult to explain in con-
sequentialist terms is the “diversification bias” (Simonson
1989). When people choose several alternatives from a set,
they opt for more variety when they choose them all si-
multaneously than when they choose them sequentially. This
phenomenon is robust and apparently quite general, with
demonstrations in such domains as snack food, audio pieces,
gambles, and lottery tickets. In a series of studies, Daniel
Read and I (Read and Loewenstein 1995) tested a wide range
of potential explanations for this bias, including the possi-
bilities that subjects overdiversified in simultaneous choice
to obtain information about the available options, that they
overpredicted how much variety they would like to con-
sume, or that they mentally contracted the interconsumption
interval, choosing for consumption separated by one week
as if it was separated by a few minutes. None of these
hypotheses were borne out. For example, if information-
seeking could explain the effect, we would expect subjects
who received “free samples” of all the items to diversify
less. They did not. Moreover, if they expected to like more
variety than they did, we would expect them to show di-
versification in predictions of future choices, as well as in
choices made for the future, but in fact they did not. Re-
cently, Read et al. (2001) showed that time contraction also
cannot explain diversification bias. When subjects choose
for consecutive consumption (i.e., when the interconsump-
tion interval is as small as it can be), there is still much
more variety seeking in simultaneous than in sequential
choice. It appears that no attribute-based explanation can
account for the data and that people are choosing based on
a diversification heuristic (e.g., “variety is the spice of life”),
a rule of thumb that they apply whenever choices are ex-
pressed in a fashion that highlights diversification. This
viewpoint is supported by a study (Read, Loewenstein, and
Kalyanaraman 1999) in which subjects made successive
choices between groups of objects for which there either
was or was not a simple, salient categorization. When there
was a simple categorization (e.g., virtues and vices), subjects
diversified more in simultaneous than in sequential choice,
but when there were multiple competing categorizations, the
difference between choice modes disappeared. In short, re-
search into the diversification bias shows no evidence of
consequentialist reasoning but, rather, points to a choice rule
that is applied when it seems relevant.

Problems with Evaluating Consequences

The standard decision-making approach assumes that we
know what we want. This assumption has been challenged

by a broad range of research on “preference uncertainty”
(Slovic 1995). Dan Ariely, Drazen Prelec, and I recently
conducted a series of studies that documented a particularly
dramatic form of preference uncertainty. In what we dubbed
the “Tom Sawyer Study” (Ariely, Prelec, and Loewenstein
2001), we asked some subjects if they would be willing to
listen to 10 minutes of Walt Whitman’s Leaves of Grass if
we paid them $10, and we asked others if they would pay
$10 for the same experience. Using a truthful elicitation
procedure, we then obtained subjects’ bids (which could be
positive or negative) for listening to Leaves of Grass for
one, five, or 10 minutes. Subjects’ values were powerfully
influenced by the random anchor. Those asked if they would
pay were willing to pay to listen to the poetry, and those
asked if they would listen if they were paid needed to be
paid to do it. Whether they valued the experience positively
or negatively, however, they named higher money amounts
for longer durations of poetry. Participants had no idea
whether this was a positive or negative experience, but they
knew that it was more positive or negative if it was longer.

The same difficulty in evaluating experiences can be ob-
served not only in the laboratory but in daily life. Many, if
not most, experiences are ambiguously pleasurable. For ex-
ample, mountaineering, skiing, having children, taking a trip
to Disneyland, having an affair, or smoking marijuana each
has positive and negative aspects, and the overall experience
is likely to include both intense highs and lows. Whether
one evaluates the experience as pleasurable or miserable
will depend very much on one’s construal of the activity
(see Schwarz and Strack 1999).

Perverse Effects of Deliberation

If decision making is a matter of connecting actions to
consequences and then decomposing consequences into at-
tributes, as conventional theories of decision making as-
sume, then encouraging people to carry out these operations
in a more careful or systematic fashion should improve the
quality of decision making. However, there is little evidence
that it does so. Klein (1989, p. 79), for example, notes that
“decision aids, to support the use of Decision Analysis and
Multiattribute Utility Analysis, do not seem to have been
well accepted in operational settings. With a few exceptions,
decision training has not been shown to be very effective,
and under time pressure such training has not shown any
benefit.” Research by Wilson and his colleagues (Wilson et
al. 1993; Wilson and Schooler 1991) shows that thinking
explicitly about one’s reasons for preferring a particular
choice object can sometimes reduce the quality of decision
making. For example, in one study in which college students
selected their favorite poster from among a set (Wilson et
al. 1993), those asked to provide reasons why they liked or
disliked different posters ended up less happy with their
choice and less likely to keep it on display than were those
who were not asked to provide reasons. Wilson and his
colleagues concluded that thinking of reasons interferes with
people’s ability to access “gut” level reactions that play an
important role in spontaneous decision making.
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FEATURES OF AN ALTERNATIVE
PERSPECTIVE

If people do not choose between alternative courses of
behavior by explicitly weighing their costs and benefits, what
alternative perspective can account for behavior? Perhaps, as
Weber, Blais, and Tada (1998) advocate persuasively, no one
theory is correct; decision makers utilize multiple “modes of
decision making,” such as decision based on reasons, affect,
cost-benefit calculation, and so on. The major challenge for
decision researchers, they argue, is to explain the determinants
of decision modes, such as decision domain, and the decision
maker’s motivation and cultural background (Weber et al.
1998). While this account seems highly plausible, the tasks
of modeling each of these different modes of decision making,
and of predicting which mode will come into play in different
situations, seems daunting.

While I have nothing more concrete to offer, it may be
worth speculating about the broad outlines of a more unitary
account of behavior that would take into account the various
phenomena discussed in the preceding section of this article.

First, such an account of behavior should not exaggerate
the role of consciousness. Rather than actually guiding or
controlling behavior, consciousness seems mainly to make
sense of behavior after it is executed.

Second, and consistent with bounded rationality, such an
account of behavior should assume that people rely on cog-
nitive capabilities that are relatively well developed, such
as visual perception and object recognition, rather than op-
erations that they are not very good at, like addition and
multiplication.

Third, the impact of context also suggests that processes
such as pattern matching and categorization may be im-
portant. People do not seem to have all-purpose algorithms
for deciding how to behave. Instead, they often seem to
behave according to a two-stage process in which they first
attempt to figure out what kind of situation they are in and
then adopt choice rules that seem appropriate for that
situation.

If people conform to rules of behavior based on the situ-
ation that they believe themselves to be in, then behavior will
be relatively insensitive to normatively important factors as
long as a person’s construal of the situation remains unchan-
ged; behavior will change abruptly and radically when the
individual’s construal of the situation she is in does change.
Such a change in construal may help to explain Greenspan’s
observations in the epigraph to this article. If people’s con-
strual of the market changes suddenly from “boom” to
“crash,” then, as Greenspan notes, “there may not be a seam-
less transition from high to moderate to low confidence on
the part of businesses, investors, and consumers.” The dis-
continuity of construals may also help to explain why, for
example, paying people a small amount to donate blood ac-
tually seemed to decrease blood donations (Titmuss 1970,
1987) or why charging parents a small amount for picking
up their children late at the day-care center can actually in-
crease late pickups (Gneezy and Rustichini, forthcoming).

Giving blood for free or picking one’s child up on time are
both socially desirable actions; introducing any money pay-
ment transforms it into a market transaction, at which point
people are likely to ask themselves whether it is worth the
money.

The twin concepts of situational construal and choice rules
may also help to shed light on the form taken by much ad-
vertising. While conventional models of decision making can
make sense of advertisements that provide information about
products (whether informative or misleading), much adver-
tising—for example, depicting happy, attractive friends drink-
ing Coca-Cola—seems to have little informational content.
Instead, such advertising seems to be intended to create mental
associations that operate in both directions, causing one to
think that one should be drinking Coca-Cola if one is with
friends (by invoking a choice heuristic) and to infer that one
must be having fun if one is drinking Coca-Cola (playing on
the difficulty of evaluating one’s own hedonic state).

Fourth, the prevalence of intraindividual variability sug-
gests that we need to search in new areas for the sources
of intraindividual differences. In the domain of risky de-
cision making, for example, we should be studying indi-
vidual differences in what types of activities people perceive
as risky (Weber and Milliman 1997). Again, how an indi-
vidual construes a situation seems to be key.

Fifth, rather than looking for attribute-based explanations
for decision-making anomalies, such as the preference for
improvement and prospective variety seeking, perhaps we
should be attempting to identify the repertoire of choice
heuristics that people utilize and to understand the types of
cues that trigger specific heuristics.

Sixth, given the difficulty that people have in evaluating
the desirability of outcomes or even their own immediate
happiness, we should steer away from theories that assume
that they do so. The normative analog to this argument is
that we should also move away from the idea that the key to
enhancing people’s happiness is to give them more of what
they want. Research on happiness shows that, with a few
major exceptions like being unemployed or having a child
with problems, happiness is only weakly related to one’s
objective circumstances. However, there do seem to be im-
portant individual differences is in how people perceive the
world. Certain people seem to construe the world “with rose-
colored glasses.” They are the ones who enjoy the spectacular
vistas when mountaineering (and ignore its miseries), derive
exhilaration from the speed of skiing (and ignore the prices
and lift lines), decide that carpooling children is their life’s
calling, and presume that the miseries of Disneyland are well
compensated for by its pleasures. Of course, one would want
to be wary of using such an argument to support an unfair
or inequitable distribution of social resources on the grounds
that those who are disadvantaged should simply put them-
selves into the right frame of mind.

While these six critiques of the standard account of decision
making do not add up to a well-defined alternative perspec-
tive, two important themes can be discerned: (1) the impor-
tance of people’s subjective construals of their situations and
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(2) the role played by choice rules or heuristics. Each of these
features already plays a role in accounts of behavior proposed
by decision researchers. For example, there are a number of
theories that point to the importance of pattern matching and
construal in behavior. Gilboa and Schmeidler’s (1995) “case-
based” decision theory posits that people make decisions by
judging the similarity of the current situation to past situations
and by applying decision rules that produced desirable results
in similar situations in the past (other recent pattern-matching
models proposed by economists include Jehiel [2001], Lam
[2000], and Mullainathan [2000]). Beach and Mitchell’s
(1987, 1990) “image theory,” Klein’s (1989) account of “rec-
ognition-primed decisions,” and Wright and Heath’s (2000)
notion of “identity-based choice” are further examples of what
could be called “category-based decision making.” There are
also a number of important discussions of the role of choice
heuristics. Prelec (1991, p. 133), for example, in an insightful
article titled “Values and Principles,” draws a distinction be-
tween “action governed by cost-benefit calculation—however
broadly the relevant costs and benefits are understood—and
action governed by a binding rule or principle.” The key step,
in my opinion, will be to integrate these elements and to
formalize them in a fashion that produces concrete, testable
predictions.

CLOSING COMMENT

The late economist Joseph Schumpeter coined the term
“creative destruction” to describe the relentless impetus of
technologically driven economic progress. It seems to me
that this term applies well to the field of behavioral decision
research. Decision research is currently in ferment, the most
intellectually vibrant period that I have witnessed since join-
ing the field in the mid-1980s. But the most exciting ideas
sweeping the field seem almost antithetical to the notion of
decision making itself. Assessing the situation that one is
in and applying rules that apply to that situation does not
look much like decision making as it is typically construed.
Decision research may be in a process of remaking itself
or, possibly, rendering itself obsolete.

[David Glen Mick served as editor for this article.]
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