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Abstract—Patient Health Record (PHR) systems offer great
promise but raise significant philosophical, cultural, legal, and
technical challenges. In hopes of furthering debate on key is-
sues, we explain some central questions about the role, purpose,
and policies associated with these systems. We also propose
a framework for addressing policy questions and candidate
technology that we believe may sharpen policy discussion and
allow PHR systems to adhere to policies they adopt.
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I. INTRODUCTION

The emergence of patient-centric health information sys-
tems, including Personal Health Record (PHR)1 sites such
as Google Health [1] and Microsoft HealthVault [2], holds
great promise for empowering patients and ensuring more
effective delivery of health care. At the same time, these
systems raise significant patient privacy challenges because
organizations running successful PHRs will have access to
sizable databases of personal health information. This ag-
gregate health information has economic value to insurance
companies, pharmaceuticals, and others, creating economic
incentives for flows of personal health information that
may not align with patients’ interests. While health care
providers, such as hospitals and clinics, are regulated by
HIPAA [8], there is no comparable comprehensive regulation
that meaningfully constrains transmission and use of per-
sonal health information by PHRs or related patient-centric
health information systems.

In order for PHR sites to serve patients and the healthcare
system that serves them, there is a pressing need to develop
socially acceptable privacy policies that govern the flow
and use of personal health information in patient-centric
health information systems, along with technology and legal
policy to support the enforcement of such policies. This
position paper recognizes this need, raises topics for de-
bate, and outlines an approach for addressing healthcare
privacy requirements through a combination of social and
technology-based methods, building on prior work by some
of the authors. Our privacy position for patient-centric health
information systems is founded on contextual integrity [7],

1A PHR is “an electronic application through which individuals can
access, manage, and share their health information, in a private, secure,
and confidential environment; personal data created, developed, maintained,
and/or provided by individuals about themselves” [9].

a philosophical theory of privacy that goes beyond the
commonly held position that privacy is about control over
one’s information. The prescriptive component of contextual
integrity provides a framework for determining what kind of
privacy policies may be socially acceptable in this context,
which we elaborate on in Section II. A specific technology
problem that this work addresses is that of representation
of policies for PHRs in a policy language with precise
semantics and automated techniques for enforcement of
such policies [4], [5]. The policy language, described in
Section III formalizes key concepts from the descriptive
component of contextual integrity.

II. PRIVACY POSITION

A Personal Health Record is generally a health record
that is initiated and maintained by an individual. Google
Health, for example, claims to store information “securely
and privately” and let patients “always control how it’s
used” [1]. Microsoft HealthVault similarly proposes to allow
individuals to “take charge” and “make more informed
health decisions” [2]. Both sites promise to help individuals
gather and organize medical records. Patients may naturally
expect that this collected information will help them under-
stand their health issues more clearly, and also allow them to
provide information about past diagnosis and treatment with
medical professionals; Google explicitly highlights sharing
information with “doctors or caregivers” [1].

One basic issue is the degree to which an individual
may restrict visibility into information they store in their
PHR. In the commonly held view of privacy as a right
to control information about oneself, adopted by privacy
advocates including Deborah Peel of Patients Privacy Rights,
patient control would seem to effectively address privacy
concerns. However, it is not clear how complete control
could be achieved, it is not clear that current sites promise
it, and it is debatable whether complete control is actually
in the best interests of individuals or the public good.
Certainly no individual wishes to be asked directly whenever
someone wishes to access their health record. Further, when
aggregate statistics are calculated, there is room for debate
as to whether release of those statistics constitute use of
personal health data. With regard to individual control over
their health information, Google’s privacy policy allows use
in other Google Products; although data will not be used



to customize ads, there are apparently no further explicit
restriction on the cross-product use of data. Finally, epi-
demics and spread of certain diseases are currently tracked
my government health agencies, and it is likely that laws
requiring notification or tracking of certain diseases will be
applied to PHRs, in the interest of the public good. We
therefore question the simple view that equates privacy with
individual control. Instead, we propose evaluation and debate
regarding a broader view of privacy based on the theory of
contextual integrity [7].

According to the framework of contextual integrity, con-
trol is an important aspect of privacy, but only partially
so. The core claim by contrast, is that privacy protection
amounts to protection of appropriate information flow. Ap-
propriateness, here, is modeled by context-relative informa-
tion norms, or rules, that prescribe the flow of information
from one party to another based on the capacities in which
the parties are acting (parties being sender, recipients, and
subjects of the information), the type of information, and
the constraints under which the information flows. In some
cases, control by the subject may be an appropriate con-
straint on the flow of information, but in other cases it may
not be. The norms, or rules, that a society supports through
mechanisms like laws — though there may be others —
should be those that promote the values, ends, and purposes
of the background context. We therefore take the following
privacy position:

Privacy is not just about patients’ control over their
information. It is better characterized in terms of norms that
govern the flow of personal health information in a manner
that promotes the values, ends, and purposes of the health
care context.

Accordingly, in determining privacy rules for PHRs, we
must understand the ways PHRs function in healthcare, what
ends and purposes they serve, and what values they promote
(or impede). In short, we propose a public debate to derive
suitable privacy rules for PHRs based on the ways PHRs
function in the larger healthcare environment. An important
step along the way will be to articulate, with care, the
function of PHRs. Because the PHR is a relatively new
concept, we anticipate that this will be part of a lively debate.

III. TECHNOLOGY FOR POLICY ENFORCEMENT

Technology can play an important role in ensuring that
privacy policies associated with PHRs and other patient-
centric health information systems are expressed precisely
and unambiguously, as well as in ensuring that processes
and people in such organizations act in a manner that is
compliant with the stated policies.

Our prior work on formal expression of HIPAA and its en-
forcement in organizational processes in hospitals provides
a useful starting point for this effort [4], [5]. Specifically, we
formalized key concepts of contextual integrity to develop a
model of organizational processes. Using a model of actions

that transmit personal information from a sender in one
role to a receiver in a possibly different role, agents may
accumulate and send different types of personal information
they receive. These messages represent emails, web forms,
database entries, workflow data structures, and arguments to
actions. Since agents may act independently, with different
motives, we express privacy and utility (contextual purpose)
goals using a form of alternating-time temporal logic, which
we call the Logic of Privacy and Utility (LPU), interpreted
over the concurrent game structure [3] of agent actions. In
this logical setting, privacy is a trace property expressible in
LTL [6], while utility requires that agents have strategies to
achieve certain useful outcomes, and is therefore expressed
naturally using the stronger ATL* [3] path quantifiers. We
also formulate processes in temporal logic, by associating a
responsibility to each agent role. Within this setting, policy
enforcement is achieved using a combination of design-
time analysis based on model-checking and posthoc auditing
for detection of policy violation and blame assignment to
principals whose irresponsible actions caused the violation.

Policy enforcement for patient-centric health information
systems promises to require new techniques to address
additional challenges associated with flows of aggregate
personal health information and the incentives that drive
such flows in the complex health information system context.
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