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ABSTRACT
Cloud service providers (CSPs) often face highly dynamic user demands for their resources, which can make it difficult for them to maintain consistent quality-of-service. Some CSPs try to stabilize user demands by offering sustained-use discounts to jobs that consume more instance-hours per month. These discounts present an opportunity for users to pool their usage together into a single “job.” In this paper, we examine the viability of a middleman, the cloud virtual service provider (CVSP), that rents cloud resources from a CSP and then resells them to users. We show that the CVSP’s business model is only viable if the average job runtimes and thresholds for sustained-use discounts are sufficiently small; otherwise, the CVSP cannot simultaneously maintain low job waiting times while qualifying for a sustained-use discount. We quantify these viability conditions by modeling the CVSP’s job scheduling and then use this model to derive users’ utility-maximizing demands and the CVSP’s profit-maximizing price, as well as the optimal number of instances that the CVSP should rent from the CSP. We verify our results on a one-month trace from Google’s production compute cluster, through which we first validate our assumptions on the job arrival and runtime distributions, and then show that the CVSP is viable under these workload traces. Indeed, the CVSP can earn a positive profit without significantly impacting the CSP’s revenue, indicating that the CSP and CVSP can coexist in the cloud market.

1. INTRODUCTION
Cloud computing is forecasted to grow to a market size of $112 billion in 2018 [11], in large part due to its Infrastructure-as-a-Service (IaaS) offerings. IaaS attracts customers from individuals and organizations of all sizes, who can benefit from pay-as-you-go pricing that allows users to rent computing resources by the hour, eliminating setup and maintenance costs. Yet as more cloud service providers (CSPs) offer these services, the IaaS market has become increas-ingly competitive, with CSPs competing to offer ever-lower prices to users [1, 8, 30]. Compounding this difficulty, the number and variety of tasks that users submit to the cloud create a highly dynamic environment with many jobs that require different amounts of resources arriving and departing at different times. CSPs do take advantage of this job heterogeneity to optimize their capacity provisioning, but their pay-as-you-go pricing means that they cannot completely prevent localized instances of high demand and high user waiting times [21, 26, 27, 38]. Thus, many providers are turning to different pricing plans to match their IaaS prices to real-time user demands.

1.1 Existing Cloud Pricing
IaaS resources are generally virtualized in units of instances. Each instance consists of a remote virtual machine (VM) with specified amounts of CPU, memory, storage, and other attributes. Users submit jobs by requesting the use of their desired types of instances. Each job consists of one or multiple parallel or dependent tasks, with each task run on a single instance and charged collectively with other tasks in the job. Users pay for the execution of their jobs per instance hour. Most CSPs offer three types of instance pricing: usage-based, auction-based, and volume-discount pricing, as summarized in Table 1.

Usage-based pricing, also known as pay-as-you-go, is the simplest pricing scheme, charging users at a fixed unit (per-instance, per-hour) price [30, 40]. Auction-based pricing, such as Amazon’s Elastic Compute Cloud (EC2) spot pricing [4] and Google’s preemptible VMs [15], introduces more freedom to respond to real-time market demand: users bid for instances and the CSP sets dynamic thresholds for successful bids. While several works have shown that user cost can be reduced by such bidding, jobs run under this scheme may be interrupted prior to completion [22, 24, 39].

Volume-discount pricing offers another way for CSPs to stabilize user demand, without auction pricing’s potential for interruptions. Under this scheme, users are charged a lower unit price if their usage exceeds a given threshold. e.g., 25% of a one-month billing cycle for Google Cloud Platform [14]. Amazon EC2 allows users to rent reserved instances for 1 or 3 years at a reduced rate [3]. In our work, we follow Google’s terminology and use sustained-use discount to refer to the discount afforded to longer-lasting jobs. We focus on this type of pricing in the paper.

1.2 The Cloud Virtual Service Provider
Sustained-use discounts appear to only benefit users with longer-lasting jobs. However, if users with shorter jobs could
pool their jobs together, they could jointly create a virtualized longer “job” to take advantage of the sustained-use discount.¹ This creates an opening for cloud virtual service providers (CVSPs) to rent long-term instances from CSPs offering these discounts. The CVSP can then attract users with shorter jobs by selling them this rented capacity at a small markup: users still pay lower per-instance, per-hour prices than they would by buying directly from the CSP, and the CVSP can also make a profit. Figure 1 illustrates this pooling scheme: individual users consume relatively little resources, but when pooled together they take up most of the VM time. In the remainder of the paper, we use CSP to denote the cloud service provider from which the CVSP rents instances to resell to users.

This type of user pooling to resell resources has been practiced in a variety of other contexts, e.g., mobile virtual network operators (MVNOs) in the U.S. offer cheaper mobile data plans to their users than the four major network operators [23]. Many cloud storage companies, like Dropbox, sell a version of virtualized cloud resources in which they store user data on rented VMs and add services like file sharing on top of the storage resources [12]. No work has yet studied virtual cloud services in which VMs are only resold to users without significant additional services.

While their business model seems generally reasonable, more careful consideration reveals some uncertainty as to whether CVSPs can viably support their users’ demands. In particular, CVSPs need to balance offering lower prices to users with providing acceptable quality-of-service (QoS) to them. On the one hand, if the CVSPs do not attract enough users to their platform, they will not achieve the high usage volumes necessary to receive the CSP’s sustained-use discounts, and must charge users higher prices. On the other hand, attracting too many users could cause congestion, forcing users to wait long amounts of time before their jobs complete. Indeed, in a worst-case scenario, users’ waiting times may grow to infinity as congestion builds up at the CVSP. Users may then decide to move their jobs to the CSP, even if it is more expensive. It is therefore unclear whether virtual CSPs can viably exist in the IaaS market.

We establish conditions for CVSPs’ viability in this paper.

1.3 Research Challenges and Contributions

The viability of a CVSP’s business model depends on users’ demands for its services: while the CVSP must attract enough users to qualify for the sustained-use discounts, it must also keep their demands low enough to provide acceptable QoS in order to compete with the CSP. We take QoS to be determined by users’ waiting times in this paper and define a CVSP’s viability as its ability to qualify for sustained-use discounts while providing finite waiting times for some fixed, nonzero level of user demand.

In reality, users’ demands are not fixed; they are influenced by the CVSP’s decisions. CVSPs that charge users very low prices, for instance, will attract many users to their platform. However, these high demand levels may force users to wait long amounts of time for their jobs to run. Even if the CVSP is viable at a given demand level, if users’ waiting times are finite but long, then they may not submit their future jobs to the CVSP. Yet this effect also depends on the number of VMs rented by the CVSP: if the CVSP has rented enough VMs, then user jobs could be run simultaneously, possibly compensating for the congestion induced by lower CVSP prices. Complicating matters is the sustained-use discount offered by the CSP that may increase with the CVSP’s usage time on an instance, further increasing the CVSP’s profit at high user demands. Thus, it is unclear what prices the CVSP should charge its users or how many VM instances it should rent from the CSP.

In order to model these CVSP decisions, we first develop a model for users’ received QoS, given their demand levels, and use it to assess the CVSP’s viability. We then evaluate users’ strategically optimal demands and the CVSP’s corresponding optimal economic strategy. We finally verify our results with evaluations on a one-month dataset of cloud workload traces. After a brief review of related work in Section 2, this paper establishes the following:

CVSPs’ operational viability (Section 3): To determine the CVSP’s viability, we first evaluate users’ received QoS, given their demand levels. As such, we develop a model to characterize the system under Poisson-distributed user arrivals [29, 36, 37] and Pareto-distributed job running times [10, 25]. We then find the expected user waiting time and conditions under which it remains bounded. On relating these conditions to the expected system idle time, we show that the CVSP faces a tradeoff between lowering the user waiting time and lowering the system idle time to qualify for sustained-use discounts. We find that if users’ average

Table 1: Different types of cloud pricing.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Job Runtime</th>
<th>Unit Price</th>
<th>Typical Job Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usage-based</td>
<td>Short-term</td>
<td>Highest</td>
<td>Scientific computing, backend batch processing</td>
</tr>
<tr>
<td>Auction-based</td>
<td>Interruptible; no guaranteed deadline</td>
<td>Lowest</td>
<td>Word counting, multimedia processing</td>
</tr>
<tr>
<td>Volume-discount</td>
<td>Long-term</td>
<td>Discounted</td>
<td>Real-time web service, remote monitoring</td>
</tr>
</tbody>
</table>

Figure 1: A simple one-instance example of a CVSP that pools usage from three users, reselling them VMs from CSPs. Shaded regions indicate when jobs are running for each user, while the grid-shaded region indicates that user 2 has to wait until user 3 finishes. Blank regions indicate idle time.

¹If a CVSP attracts too many users, the CSP may refuse to rent VMs to the CVSP to avoid cannibalizing its business. Full consideration of the CSP’s actions is beyond the scope of this paper, but we show numerically that the CVSP does not completely take over the CSP’s business, allowing both to exist in the market (Section 5).
job runtimes are sufficiently small, then the CVSP can ensure finite waiting times and qualify for the discounts simultaneously; though shorter jobs consume fewer resources, sufficiently many short jobs will both consume enough resources to qualify for sustained-use discounts and allow for shorter user waiting times. However, if the threshold for the sustained-use discounts is too high, then the CVSP is not viable for any job runtimes: users’ waiting times will grow to infinity at usage levels compatible with these discounts.

The optimal CVSP strategy (Section 4): We use our system characterization to formulate the CVSP’s optimal (profit-maximizing) strategy, i.e., its optimal prices and number of VMs. We first introduce a model of user demand, in which we suppose that users choose the frequency of job submissions and the number of jobs that they submit to the CVSP depending on the CVSP’s QoS and price provided to users. We therefore observe a dependence among different users’ actions: each user’s demand affects the average waiting time in the system, which in turn affects other users’ optimal demands. We find the equilibrium job arrival rate given this dependence, and then use the viability conditions derived in Section 3 to find the CVSP’s profit-maximizing price and number of VMs to rent.

Experiments on a real-world data trace (Section 5): We finally simulate our model on a real-world user trace that contains the scheduling events of more than 600,000 jobs and 25 million tasks over one month. We first verify that users’ job arrival rates follow a Poisson distribution and that the job runtimes follow a Pareto distribution. We then simulate the market dynamics, using these to verify that by choosing the right price to charge users and number of VMs to rent from the CSP, the CVSP can (i) obtain a sustained-use discount while maintaining a tolerable waiting time for users; and (ii) make a positive profit. Moreover, we show that the CVSP’s market share is limited, giving the CSP more incentive to allow the CVSP to exist: the CVSP rents only a portion of the CSP’s total capacity, stabilizing demand for this portion of the CSP’s capacity and leaving the rest for the CSP to market directly to users.

2. RELATED WORK

Cloud and datacenter workloads have been extensively studied. User requests are often modeled as Poisson processes for analytic convenience [2,35], though a number of early studies showed that the workload interarrival times experienced by traditional datacenters were not exponen-

Table 2: Key terms and symbols.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>Number of users who subscribe to the CVSP.</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of instances that the CVSP rents from the CSP.</td>
</tr>
<tr>
<td>$N$</td>
<td>Expected number of tasks within one job.</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Poisson distribution parameter for the $i$th user’s arrival rate.</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>Poisson distribution parameter for the system arrival rate, where $\Lambda = \sum_{i=1}^{M} \lambda_i$.</td>
</tr>
<tr>
<td>$\overline{\Lambda}$</td>
<td>Instance arrival rate, where $\overline{\Lambda} = N\Lambda/M$.</td>
</tr>
<tr>
<td>$t$</td>
<td>Time duration of two adjacent job arrivals.</td>
</tr>
<tr>
<td>$\tau, \tau'$</td>
<td>Job runtime and the minimum runtime.</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Pareto distribution parameter for job runtime.</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>Expected waiting time.</td>
</tr>
<tr>
<td>$T$</td>
<td>A month’s time.</td>
</tr>
<tr>
<td>$\theta$</td>
<td>The expected idle-to-runtime ratio of an instance’s usage.</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Fraction of an instance’s usage of the total time in a billing cycle.</td>
</tr>
<tr>
<td>$p$</td>
<td>Unit price that users pay the CVSP.</td>
</tr>
<tr>
<td>$\pi$</td>
<td>Full unit price without sustained usage that the CSPs charge.</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Fraction of full price that the CVSP pays.</td>
</tr>
</tbody>
</table>

tially distributed [17]. However, as datacenter services become more popular and users become more experienced in scaling and managing their workloads, these traffic dynamics are changing. Recent measurements on different traces have suggested that job arrivals are in fact Poisson distributed [29,36,37], consistent with our own findings in this work. Furthermore, other works have used the Pareto distribution to model job service times [10,25], as we do here, while still others have characterized cloud workloads without leveraging user behavior [21,31].

Other works have considered cloud resource provisioning and dynamic scheduling from a purely operational perspective [2,5,6,16,26,38]. Power usage is a particularly important concern for CSPs, e.g., the authors of [26,38] used the heterogeneity of VM resources and workloads to minimize power consumption and scheduling delay, while [5,6] considered the tradeoffs between power consumption and scheduling.

3. CVSP VIABILITY

In this section, we consider the CVSP’s ability to balance user QoS with qualifying for sustained-use discounts. To do so, we analyze a simple job scheduler for the CVSP that allows us to find users’ expected job waiting times and the expected system idle time. We suppose that users’ jobs are all run on the same type of VM instances and that they have equal priorities: each job request is fulfilled as soon as enough CVSP instances are available. We first formalize the user arrival distribution (Section 3.1), and then derive the job waiting time and the system idle time, using these to establish CVSP viability in Section 3.2.

3.1 System Model

We consider a system of $L$ users, each of whom is expected...

2While the scheduler does not consider all nuances of user jobs, e.g., dependencies between job tasks, we expect that its qualitative results will hold in practice, and we numerically validate our assumptions in Section 5.
to submit jobs consisting of $N$ tasks at a time.\(^3\) Each task is required to run on a separate instance, i.e., they cannot simultaneously share resources on the same instance. We suppose that the CVSP has rented $M$ ($M \geq N$) instances to allocate to its users. Without loss of generality, we assume that the $l$th user’s job arrival rate follows a Poisson distribution with mean $\lambda_l$, $l = 1, 2, \ldots, L$ [29, 36, 37]. Thus, the arrival rate from the point of view of the system (our focus in this section) is denoted by $\Lambda = \sum_{l=1}^{L} \lambda_l$, and the time $t$ between two job arrivals is exponentially distributed. As a heavy-tailed distribution is often used to model job runtimes [10, 25], we assume that the time $\tau$ for which each job will run in the system follows a Pareto distribution with parameter $\alpha > 1$ and a minimum runtime $\tau\_0$.\(^3\) We suppose that each task within a given job must run for the same amount of time, which has the expected value $\frac{\tau\_0}{N}$. All times in this paper are assumed to be given in hours. We summarize our notion in Table 2.

We assume that users request resources from the CVSP independently over a continuous time interval. After receiving a job request of $N$ tasks from a user, the CVSP randomly allocates the tasks to $N$ instances. Since we do not distinguish between different instances, each instance has the same probability of being available at any given time, and thus of being assigned a task. The probability that an instance will be chosen for a given job request is $\frac{1}{M}$, where $\binom{M-1}{N-1}$ is the binomial coefficient representing the number of combinations of selecting $N$ items from a set of $M$ items. Now, it can be established that the task arrival rate for each instance also has a Poisson distribution:

**Lemma 1.** If (i) job arrivals follow a Poisson distribution with parameter $\Lambda$, (ii) each submitted job requires $N$ tasks, and (iii) the CVSP can run the jobs on $M$ instances, then the task arrival rate for each of the instances follows a Poisson distribution with parameter $\frac{N}{M}\Lambda$.

**Proof.** Suppose that for a given instance, $t$ is the time interval between the starting times of two adjacent requests. We can derive the probability density function of $t$:

$$f(t) = \sum_{j=1}^{\infty} \left( \frac{N}{M} \right) \left( 1 - \frac{\Lambda}{M} \right)^{j-1} \frac{\Lambda^j t^{j-1} e^{-\Lambda t}}{(j-1)!} = \frac{N}{M} \Lambda e^{-\Lambda t} \sum_{j=1}^{\infty} \left( 1 - \frac{\Lambda}{M} \right)^{j-1} \frac{t^{j-1}}{(j-1)!} = \frac{N}{M} \Lambda e^{-\Lambda t} \left( \frac{1}{1 - \frac{\Lambda}{M}} \right)\left( 1 - \frac{\Lambda}{M} \right)^{j-1} = \frac{N}{M} \Lambda e^{-\frac{\Lambda t}{M}}.$$ 

To understand the above derivations, we note that $\frac{\Lambda^j t^{j-1} e^{-\Lambda t}}{(j-1)!}$ is the probability of the $j$th Poisson arrival in time $t$ according to the Erlang distribution, $\left( 1 - \frac{\Lambda}{M} \right)^{j-1} \frac{\Lambda^j}{(j-1)!}$ is the probability that the first $j-1$ users’ jobs are all assigned to the other instances, and one of the $j$th user’s jobs is assigned to this instance with probability $\frac{N}{M}$. Since $f(t) = \frac{N}{M} \Lambda e^{-\frac{\Lambda t}{M}}$ is the probability density function of an exponential distribution with parameter $\frac{N}{M} \Lambda$, the job arrival rate for this instance follows the Poisson distribution with parameter $\frac{N}{M} \Lambda$. \(\square\)

Henceforth, we refer to $\Lambda$ and $\frac{N}{M} \Lambda$ as the *system arrival rate* and the *instance arrival rate*, respectively. For ease of notation, $\Lambda = \frac{N}{M} \Lambda$ will denote the instance arrival rate.

Although the result in Lemma 1 is not qualitatively surprising, it allows us to quantify the expected time between two task arrivals at an instance as $\Lambda^{-1} = \frac{M}{N}$. Thus, if the next task is expected to arrive before the current task finishes running, i.e., $\Lambda^{-1} < \frac{\tau\_0}{N}$, the expected task runtime), we would expect to observe larger waiting times that could diverge to infinity. Conversely, if the expected task runtime is shorter than the expected time between adjacent task arrivals, i.e., $\Lambda^{-1} \geq \frac{\tau\_0}{N}$, the system may experience idle time between jobs. We formalize this intuition in the next section.

### 3.2 Balancing QoS with System Idle Time

We now evaluate the CVSP’s viability using the above system model by first finding the conditions for finite job waiting times and then the conditions under which the CVSP’s system idle time is low enough to qualify for sustained-use discounts.

#### 3.2.1 User Waiting Time

We assume that each instance runs its assigned tasks in a first-come-first-served manner: a new arrival to an instance will only begin to run as soon as all of the tasks that arrived before it have completed. We let $\varphi_k$ denote the waiting time of the $k$th arrival, as illustrated in Figure 2: the $k$th task first waits for time $\varphi\_k$, and then spends time $\tau\_k$ to run. Two possibilities can then happen to the $(k+1)$st task: either it arrives before the current task has finished running (Figure 2(a)); $t < \varphi\_k + \tau\_k$ and has to wait for time $\varphi\_{k+1} = \varphi\_k + \tau\_k - t$ before it is launched, or it arrives after the current task finishes (Figure 2(b)); $t \geq \varphi\_k + \tau\_k$ and does not wait ($\varphi\_{k+1} = 0$).

Taking these two possibilities into consideration, the expected waiting time of the next task arrival can be written...
in terms of the waiting time of the previous task: \( \phi_{k+1} = \int_{\tau}^{\infty} (e^{\phi_k + \tau} - \lambda e^{-\lambda \tau}) \frac{\alpha}{\alpha - 1} \Gamma(-\alpha, \Lambda\tau) \), where we have abused notation and use \( \phi_{k+1} \) to refer to the expected waiting time of the \((k+1)\)st task instead of the actual waiting time. This expression can be further simplified to
\[
\phi_{k+1} = \phi_k - \frac{1}{\Lambda} + \frac{\alpha}{\alpha - 1} \Gamma(-\alpha, \Lambda \phi_k) \Gamma(-\alpha, \Lambda \phi_k),
\]
where \( \Gamma(s, z) = \int_z^\infty x^{s-1} e^{-x} dx \) is the upper incomplete gamma function.

Note that (1) is a fixed-point function for the expected task waiting times, and, in particular, is a recursion \( \phi_{k+1} = g(\phi_k) \) for the implied function \( g \). If the CVSP does not rent enough instances, i.e., if \( M \) is too small, it is possible that \( \phi_{k+1} \) will diverge to infinity. In such cases, the CVSP would not be viable, since users would eventually have to wait forever. To ensure finite waiting times, we derive a lower bound on \( M \) for which the waiting time converges to a fixed point:

**Proposition 1.** If the number of instances rented by the CVSP satisfies
\[
M \geq \left\lfloor \frac{\alpha N}{\alpha - 1} \Lambda \right\rfloor,
\]
then asymptotically as \( k \to \infty \), all of the tasks have a finite expected waiting time
\[
\phi = \frac{1}{\Lambda} \log \left( \frac{\alpha}{\alpha - 1} \Lambda \right) \left( -\alpha, \Lambda \phi \right),
\]
where \( \log \) denotes the natural logarithm.

**Proof.** We show that the fixed-point iteration (1) converges if and only if (2) holds. For ease of notation, we first rewrite (1) by replacing \( a = \frac{1}{\Lambda} - \frac{\alpha}{\alpha - 1} \) and \( b = \frac{\alpha}{\alpha - 1} \Lambda \) and obtain:
\[
g(\phi_k) = \phi_k - a + be^{-\lambda \phi_k}.
\]
To show that (2) is a necessary condition, we note that (2) is equivalent to \( a \geq 0 \). If \( a < 0 \), then since \( b > 0 \), we have \( g(\phi_k) \geq \phi_k - a = \phi_0 - ka \to \infty \) as \( k \to \infty \), so the iteration cannot converge.

To show that (2) is a sufficient condition, we use Banach’s fixed-point theorem. We first show that \( g(\phi_k) \) maps \([0, R] \) to itself for some \( R > 0 \), and then that \( g'(\phi_k) \in (-1, 1) \) for all \( \phi \), i.e., that \( g \) is a contraction mapping on \([0, R] \). Since \( \phi_0 = 0 \), i.e., the first waiting time is 0 (since there are no preceding tasks), this is sufficient to show convergence.

We first show that if \( \phi_k \in [0, R] \), then \( g(\phi_k) \geq 0 \). Since \( g(\phi_k) \) is convex with respect to \( \phi_k \), by letting its first-order derivative \( g'(\phi_k) = 1 - b\lambda e^{-\lambda \phi_k} \), we have
\[
\min_{\phi_k} g'_{k+1} = g_{\min}(\phi_k) = g \left( \frac{1}{\Lambda} \log b + \log \Lambda \right)
\]
\[
= \frac{1}{\Lambda} \log \left( b + \log \Lambda \right) - \frac{a}{\Lambda} + \frac{1}{\Lambda} \log \Lambda + \frac{a}{\alpha - 1} \geq 0.
\]
We now verify that for some \( R > 0 \), if \( \phi_k \in [0, R] \), then \( g(\phi_k) \leq R \). Since \( g \) is a convex function, we have \( g(\phi_k) \leq \max \left\{ R - a + be^{-\lambda \phi_k}, b - a \right\} \). Thus, we require that \( R \geq \max \left\{ R - a + be^{-\lambda \phi_k}, b - a \right\} \), i.e., that \( R \geq b - a \) and that
\[
a \geq be^{-\lambda R} \iff \log \left( \frac{a}{b} \right) \geq -\lambda R,
\]
so that \( R \geq -\frac{\log(a/b)}{\lambda} \). For \( R \geq \max \left\{ b - a, -\frac{\log(a/b)}{\lambda} \right\} \), \( g \) maps \([0, R]\) to itself.

We now show that \( |g'(\phi_k)| < 1 \). Since \( b > 0 \) and \( \Lambda > 0 \), we see that \( g'(\phi_k) = 1 - b\lambda e^{-\lambda \phi_k} < 1 \) for \( \phi_k \geq 0 \). To show that \( g'(\phi_k) < 1 \), we note that \( \min g'_{\phi_k} = g'(\min \phi_k) \) due to the monotonic increase of \( g'(\phi_k) \). We thus deduce that
\[
1 - b\lambda e^{-\lambda \min \phi_k} < 1 \iff -\frac{\alpha N}{\alpha - 1} \Lambda < \log 2,
\]
which always holds since \( \alpha > 1 \). Thus, the recursion (1) converges to an equilibrium. Furthermore, by setting \( \phi_k = \phi_{k+1} \) in (1), the result in (3) can be obtained. \( \square \)

Note that a finite task waiting time \( \phi \) necessarily implies a finite waiting time for the job as a whole. As a remark, we observe that the condition in (2) is equivalent to \( \Lambda^{-1} \geq \alpha \tau / (\alpha - 1) \), i.e., the expected time between task arrivals should be larger than the expected runtime, and this necessarily means that the denominator in (3) is positive.

Intuitively, to ensure a finite waiting time, the next task should on average arrive after the previous task has finished running. Proposition 1 implies that finite waiting times are more likely to occur when jobs have a shorter runtime (\( \alpha \) is larger) and arrive less often (\( \Lambda \) is smaller). These conditions imply that jobs require fewer resources, allowing the CVSP to rent fewer VMs while still maintaining an upper bound on users’ expected waiting times. We can mathematically verify this intuition in the following corollary:

**Corollary 1.** The waiting time \( \phi \), as defined in (3), increases with the instance arrival rate \( \Lambda \).

**Proof.** Although Corollary 1 is intuitively true, its proof is not straightforward. To show the monotonic increase of \( \phi(\Lambda) \), we prove that, for any \( z \geq 1 \), \( \phi(\frac{1}{2} \Lambda) \) decreases with \( z \). Similar to the proof of Proposition 1, we first rewrite \( \phi(z) \) by replacing \( a(z) = \frac{1}{2} - \frac{\alpha}{\alpha - 1} \) and \( b(z) = \frac{\alpha}{\alpha - 1} \Lambda \) and obtain \( \phi(z) = \frac{1}{2} \log \left( b(z) a(z)^{-1} \right) \). Due to the monotonic increase of the logarithm function, \( \phi(z) \) monotonically decreases if \( g(z) = (b(z) a(z)^{-1})^z \) monotonically decreases.
By taking the first-order derivative of \( g(z) \) with respect to \( z \), we have
\[
\frac{\partial g(z)}{\partial z} = \left( \log \frac{b(z)}{a(z)} \right) \left( \frac{b(z)}{a(z)} \right)^z a(z) \left( \frac{\partial b(z)}{\partial z} a(z) - b(z) \frac{\partial a(z)}{\partial z} \right),
\]
where \( \frac{\partial a(z)}{\partial z} a(z) \leq b(z) \frac{\partial a(z)}{\partial z} \) is equivalent to
\[
\tau \left( z - \frac{\alpha}{\alpha - 1} \tilde{\Lambda}_z \right) e^{-\frac{1}{\Lambda} \tilde{\lambda}_z} \leq \alpha (z - \tilde{\Lambda}_z) \int_\tau^{\infty} \tau^{-\alpha - 1} e^{-\frac{1}{\Lambda} \tilde{\lambda}_z} \, \text{d} \tau.
\]

By leveraging the condition in (2), \( \frac{\alpha}{\alpha - 1} \tilde{\Lambda}_z \leq \log 2 \) leads to
\[
\int_\tau^{\infty} \tau^{-\alpha - 1} e^{-\frac{1}{\Lambda} \tilde{\lambda}_z} \, \text{d} \tau \leq \alpha (z - \tilde{\Lambda}_z).
\]
Combining with the fact that \( \int_\tau^{\infty} \tau^{-\alpha - 1} e^{-\frac{1}{\Lambda} \tilde{\lambda}_z} \, \text{d} \tau \), we find that
\[
\frac{\partial g(z)}{\partial z} a(z) \leq b(z) \frac{\partial a(z)}{\partial z} \text{ always holds.}
\]

To illustrate Corollary 1, Figure 3 shows the joint effects of the number of instances \( M \) that the CVSP rents and the expected number of instances \( N \) that each user will request on the waiting time \( \phi \). As expected, the waiting time decreases with the number of rented instances (as shown by the solid curves with grey markers). Also, the instance arrival rate \( \tilde{\Lambda} \equiv N \Lambda / M \) decreases as the number of instances \( M \) increases. However, the waiting time increases with \( N \), as does \( \tilde{\Lambda} \) (as shown by the dashed curves with blue markers). As \( \Lambda \) approaches the upper bound in (2), we see that the waiting time increases rapidly, eventually approaching infinity as predicted by Proposition 1.

### 3.2.2 System Idle Time and CVSP Viability

The second requirement for the CVSP’s viability is to ensure that its expected idle time falls below the threshold required to qualify for a sustained-use discount. Intuitively, less idle time occurs when users submit jobs more frequently and fewer instances have been rented by the CVSP, i.e., the opposite conditions as required for a finite waiting time in Proposition 1. We now find conditions under which both hold.

We define the **idle-to-runtime ratio** of the system to be the expected ratio of each instance’s idle time to the time for which jobs run on the instance. To derive this ratio, we take an integral over the range \( \tau \leq t \), and arrive at the following proposition:

**Proposition 2.** The expected idle-to-runtime ratio is
\[
\theta = \alpha \left( \tilde{\Lambda}_z \right)^{\alpha} \Gamma \left( -\alpha - 1, \tilde{\Lambda}_z \right).
\]

**Proof.** When \( \tau \leq t \), the idle time is \( t - \tau \) after a job finishes running and before the next job arrives. So the idle-to-runtime ratio for the system is given by \( \frac{\tau - \tilde{\Lambda}_z}{\lambda \tau + 1} \). Since \( \tau \) and \( t \) follow the Pareto and exponential distributions respectively, the expected idle-to-runtime ratio is integrated over \( \tau \leq t \) and \( \tau \geq \tau \). The proof is readily obtained by evaluating
\[
\int_{\tau}^{\infty} \left( \int_\tau^t \frac{1}{\tau} \frac{\alpha \tau^\alpha}{\alpha + 1} \, \text{d} \tau \right) \tilde{\Lambda}_z e^{-\lambda t} \, \text{d} t = \int_{\tau}^{\infty} \left( \frac{\alpha \tau^\alpha}{\alpha + 1} e^{-\alpha t} + \frac{\alpha}{\alpha + 1} \tilde{\Lambda}_z e^{-\lambda t} \right) \, \text{d} t = \frac{\alpha}{\alpha + 1} \left( \tilde{\Lambda}_z \right)^{\alpha - 1} e^{-\lambda t} = \frac{\alpha}{\alpha + 1} \left( \tilde{\Lambda}_z \right)^{\alpha} \Gamma \left( -\alpha - 1, \tilde{\Lambda}_z \right).
\]

Using integration by parts, i.e., \( \Gamma(-\alpha, \tilde{\Lambda}_z) = \Gamma(-\alpha - 1, \tilde{\Lambda}_z) + (\tilde{\Lambda}_z)^{-\alpha - 1} e^{-\lambda \tilde{\Lambda}_z} \), the above integral can be further reduced to \( \alpha \left( \tilde{\Lambda}_z \right)^{\alpha} \Gamma(-\alpha - 1, \tilde{\Lambda}_z) \).

The CVSP qualifies for a sustained-use discount if the idle-to-runtime ratio is sufficiently low. Suppose that the CSP offers sustained-use discounts once the overall usage of each CVSP’s instance exceeds a fraction \( \epsilon \in (0, 1) \) of the total time in an instance billing cycle. Equivalently, the CVSP must satisfy \( \frac{\epsilon}{\Lambda \tau} \geq \epsilon \), where \( \frac{\epsilon}{\Lambda \tau} \) is the fraction of time used to run tasks when the instance is either idle or running a task. This condition holds for higher instance arrival rates (larger \( \tilde{\Lambda} \)):

**Corollary 2.** The idle-to-runtime ratio \( \theta \) given in (4) decreases as the instance arrival rate \( \tilde{\Lambda} \) increases. Furthermore, the CVSP qualifies for a sustained-use discount if the number of instances that it rents satisfies
\[
M \leq \left( \frac{1}{\alpha + 1} \right) \left( \frac{\epsilon}{\tau} - 1 \right) \Lambda \tilde{\Lambda}_z,
\]

**Proof.** By taking the first-order derivative of \( \theta \) with respect to \( \Lambda \), we have
\[
\frac{\partial \theta}{\partial \Lambda} = \alpha \frac{\tau^\alpha}{\alpha + 1} (\alpha \Gamma(-\alpha - 1, \tilde{\Lambda}_z) - \tilde{\Lambda}_z)^{-\alpha - 1} e^{-\lambda \tilde{\Lambda}_z} \]

\[
\leq \alpha \left( \frac{\tau^\alpha}{\alpha + 1} \tilde{\Lambda}_z \right)^{-\alpha - 1} \left( e^{-\lambda \tilde{\Lambda}_z} \frac{\alpha \tilde{\Lambda}_z}{\alpha + 1} + \alpha \Gamma(-\alpha, \tilde{\Lambda}_z) \right) \leq 0,
\]
\[
\text{where (a) is due to } \Gamma(-\alpha, \tilde{\Lambda}_z) = (-\alpha - 1) \Gamma(-\alpha - 1, \tilde{\Lambda}_z) - \tilde{\Lambda}_z)^{-\alpha - 1} e^{-\lambda \tilde{\Lambda}_z}. \]

Since \( \theta \) decreases with \( \Lambda \), we then need to prove \( \theta \leq \frac{\epsilon}{\tau} - 1 \) at \( \tilde{\Lambda} = 0 \). By substituting \( \lim_{\tilde{\Lambda} \rightarrow 0} \Gamma(-\alpha - 1, \tilde{\Lambda}_z) = \frac{\alpha \tilde{\Lambda}_z}{\alpha + 1} \) and combining with \( \theta \leq \frac{\epsilon}{\tau} - 1 \), we have \( \theta \leq \frac{\epsilon}{\alpha + 1} \left( \frac{\alpha \tilde{\Lambda}_z}{\alpha + 1} \right)^{-1} \leq \frac{\epsilon}{\alpha + 1} - 1 \), which leads to (5).

We thus find that the CVSP is viable if the conditions in Proposition 1 and Corollary 2 are simultaneously satisfied:
\[
\left[ \frac{\alpha N}{\alpha - 1} \tilde{\Lambda}_z \right] \leq M \leq \left[ \left( \frac{1}{\alpha + 1} \right) \left( \frac{\epsilon}{\tau} - 1 \right) \Lambda \tilde{\Lambda}_z \right],
\]
so that users experience finite waiting times and the CVSP qualifies for a sustained-use discount. Indeed, we find that (6) has a solution when \( \alpha \geq \sqrt{\frac{1 - \epsilon}{1 - 2 \epsilon}} \), leading to

**Corollary 3.** There exists an instance arrival rate \( \tilde{\Lambda} \) for which (6) is satisfied, i.e., the CVSP is viable, if
\[
\alpha \geq \sqrt{\frac{1 - \epsilon}{1 - 2 \epsilon}},
\]
which has a positive solution \( \alpha \) only if \( \epsilon < \frac{1}{2} \).

Since the expected runtime decreases as \( \Lambda \) increases, we conclude that jobs with shorter runtimes are more suitable for the CVSP. Intuitively, if the majority of users’ job runtimes are sufficiently small, then even if many jobs are submitted to the system, each job will not have to wait for very long. Thus, the CVSP can maintain low waiting times and low idle-to-runtime ratios, thus qualifying for a sustained-use discount, by attracting smaller jobs. Indeed, these smaller jobs are exactly those that ought to be attracted to the CVSP: jobs with runtimes naturally qualify for a...
sustained-use discount at the CSP and need not make use of the CVSP.

However, if the sustained-use threshold $\epsilon$ is too large, shorter average runtimes are not enough to ensure finite job waiting times. As $\epsilon$ grows, the CVSP must attract more and more jobs to lower the system idle time; after a certain point, jobs will need to wait for too many preceding jobs to finish, and the waiting time will grow to infinity despite the short job runtimes. While we do not expect the threshold of $\epsilon = 0.5$ in Corollary 3 to hold exactly, this result indicates that even relatively generous thresholds, like $\epsilon = 75\%$ utilization, may not allow for CVSP viability.

4. THE OPTIMAL CVSP STRATEGY

By leveraging the characteristics of the CVSP workload derived in Section 3, we can now derive the users’ and the CVSP’s optimal strategies. Both must trade off between possibly conflicting objectives: users would like both low waiting times and low instance prices, while the CVSP desires as little idle time as possible in order to qualify for a larger sustained-use discount. The user and CVSP decisions can be broken down as follows:

- **User demand (job arrival rates):** Users’ demands are dictated by their job arrival rates $\lambda_l$, $l = 1, \ldots, L$, which determine the frequency of job submission. Intuitively, users’ demands increase as their waiting times $\varphi$ decrease and the CVSP’s price $p$ drops. We assume that users adjust their demands to maximize their expected utilities, which are a function of these factors.

- **Waiting time (user QoS):** Though each user’s demand $\lambda_l$ is expected to decrease as the waiting time $\varphi$ increases, $\varphi$ increases with the system arrival rate $\Lambda$ (Corollary 1), which paradoxically corresponds to a higher demand $\lambda_l$ from user $l$. Moreover, each user’s demand depends on the other users’ demands via the waiting time $\varphi$. Given this dependence, we find an equilibrium system arrival rate at which all of the users can simultaneously maximize their utilities. Since $\varphi$ also depends on $M$, the number of instances rented by the CVSP, this equilibrium demand indirectly depends on $M$.

- **CVSP profit (idle-to-runtime ratio):** We suppose that the CVSP’s objective is to maximize its profit, which depends on the idle-to-runtime ratio $\theta$: a lower $\theta$ (less idle time) leads to the CVSP obtaining a higher sustained-use discount from the CSP. The CVSP can influence $\theta$ through two decision variables: the price $p$ that it charges users, which in turn influences users’ demands $\Lambda$, and the number of instances $M$ that it rents from the CSPs. Intuitively, a smaller $M$ can lead to a lower $\theta$, but may also lead to a longer waiting time and thus lower user demand. Therefore, different values of $M$ and $p$ can lead to lower or higher profit.

Figure 4 visualizes the above discussion (Proposition 3 is given in Section 4.1).

In the rest of this section, we first derive a relationship between the user demand, the CVSP price, and the expected waiting time (Section 4.1). We then formulate the CVSP’s profit maximization problem (Section 4.2), which the CVSP solves to determine the optimal $M$ and $p$.

4.1 User Demands

We first derive users’ optimal demands by considering their utilities. We define an overall utilization rate for each user as the ratio of his or her expected job runtime to the expected waiting time, multiplied by the user’s job arrival rate and the number of tasks per job, i.e., $r_l = \lambda_l (\alpha \tau N) / (\alpha - 1)$. User utility generally increases with this rate, but with diminishing returns (i.e., only increasing modestly when the runtime is already much larger than the waiting time). As such, we model this using the standard concave utility function $\log(1 + r_l)$ [20,39], with the $l$th user’s utility given by:

$$U(\lambda_l | p) = \gamma_l \log \left( 1 + \lambda_l \frac{\alpha \tau N}{(\alpha - 1) \varphi} \right) - p \lambda_l \frac{\alpha \tau N}{\alpha - 1}. \quad (8)$$

Here, $p \lambda_l \frac{\alpha \tau N}{\alpha - 1}$ is the expected amount that user $l$ pays to the CVSP given its expected job runtime $\frac{\alpha \tau N}{\alpha - 1}$, and $\gamma_l > 0$ is a normalization constant that encodes the user’s relative utilities from its waiting time and payment to the CVSP.

Note that the waiting time $\varphi$ depends on all users’ job arrival rates. Thus, due to $\lambda_l$’s contribution to the waiting time, the utility in (8) for user $l$ may not be concave in user $l$’s demand $\lambda_l$. However, we see in Figure 5 that user $l$’s utility does first increase and then decrease in $\lambda_l$. For instance, given a price $p = 0.1$, the user’s maximum utility occurs at $\lambda_l = 4.2$, corresponding to a waiting time of 0.046 hours. Higher arrival rates decrease user utility due to (i) higher...
costs and (ii) longer expected waiting times. User utility can therefore be maximized by setting \( \frac{\partial U(\lambda_l | p)}{\partial \lambda_l} = 0 \).

We now derive the system’s job arrival rate \( \Lambda = \sum_{l=1}^{L} \lambda_l \) assuming that all users maximize their own utilities, i.e., \( \frac{\partial U(\lambda_l | p)}{\partial \lambda_l} = 0 \) for all \( l = 1, \ldots, L \). We find that each user’s utility-maximizing arrival rate satisfies \( \gamma(\varphi - p\varphi^2) = \lambda_l(\gamma \frac{2\varphi}{\pi} + p\frac{\varphi}{\pi} N\varphi) \), leading to the following equilibrium system arrival rate:

**Proposition 3.** If all users choose the job arrival rates that maximize their utilities, then the system arrival rate satisfies

\[
\Lambda = \sum_{l=1}^{L} \frac{\gamma l \varphi - p l \varphi^2}{\gamma l + \frac{p l}{\pi} N \varphi}. \tag{9}
\]

We thus find that \( \Lambda \) decreases for higher prices: if the CVSP charges users a higher price \( p \), they are less willing to endure larger job waiting times, leading to a lower demand. We illustrate in Figure 5 that the utility-maximizing \( \Lambda \) decreases with \( p \), as shown in the bolded black arrow curve.

### 4.2 Profit Maximization

We now characterize the CVSP’s sustained-use discount in terms of the idle-to-runtime ratio \( \theta \). Letting \( \pi \) denote the CSP’s full unit price without discounts, we expect the discount to increase as \( \theta \) decreases, i.e., the unit price should be cheaper when the CVSP has less idle time. Letting \( 1 - \omega \) denote the discount, i.e., \( \omega \) is the fraction of the full price that the user must pay, we define \( \omega \) as a linear function of the idle-to-runtime ratio \( \theta \):

\[
\omega(\theta) = \delta_1 \theta + \delta_2, \tag{10}
\]

where \( \delta_1 > 0 \) and \( \delta_2 > 0 \) are two small fractions, satisfying \( \omega(\theta) \in (0, 1) \) for any \( \theta \leq \frac{1}{\pi} \). This threshold corresponds to \( \epsilon \leq \frac{1}{\pi} \), i.e., the fraction of time during which some tasks are running should be larger than \( \epsilon \). In Appendix A, we give a real-world example of (10) for Google Cloud Platform.

The CVSP’s objective in choosing how many instances to rent and how much to charge is to maximize its own profit. The monthly payment to CSPs and the revenue received from users are \( \omega(\theta) \pi \frac{T}{\theta + 1} \) and \( \frac{p T}{\theta + 1} \), respectively, where \( T \) represents a month’s time, and \( \frac{T}{\theta + 1} \) corresponds to the expected amount of time that a job is running on each instance. The CVSP thus solves the following optimization problem to maximize its profit:

\[
\begin{align*}
\text{maximize} & \quad M \left( p - \omega(\theta) \pi \right) \frac{T}{\theta + 1} & \tag{11a} \\
\text{subject to} & \quad \omega(\theta) \pi \leq p \leq \pi & \tag{11b} \\
& \quad \omega(\theta) = \delta_1 \theta + \delta_2 & \tag{11c} \\
& \quad \left[ \frac{\alpha N}{\alpha - 1} \Lambda \right] \leq M \leq \left[ \frac{\alpha + 1}{\alpha} \frac{1}{\epsilon} N \Lambda \right] & \tag{11d} \\
\text{variable:} & \quad M \in \mathbb{Z}^+, p \in \mathbb{R}^+ & \tag{11e}
\end{align*}
\]

where (11b) ensures that the price is lower than the full price and higher than the price with sustained-use discount, so that users are motivated to use the CVSP in the first place and the CVSP can have positive profit. The left-hand side of (11d) ensures a finite waiting time as in Proposition 1, and the right-hand side ensures a usage larger than \( \epsilon \) as stated in Corollary 2. The waiting time \( \varphi \), idle-to-runtime ratio \( \theta \), and equilibrium system demand \( \Lambda \) used in (11) are respectively given in (3), (4), and (9).

If a joint solution to (3), (4), and (9) can be found subject to the constraints (11b–11d), then the profit maximization (11) has a solution. We expect that such a solution does exist, since these three equations can be reduced to one nonlinear equation in \( p \) and \( M \). Although (11) is a discontinuous, mixed integer, nonlinear programming problem, it can be numerically solved by exhaustively considering all possible values of \( M \) and doing a line search for the optimal \( p \).

In the next section, we analyze how the CVSP profits from different combinations of \( M \) and \( p \). This not only provides insights into the interactions between the CVSP’s strategy and user behavior, but also demonstrates that there is a feasible set for (11), i.e., that the CVSP can make money in the IaaS market.

### 5. DATA-DRIVEN EVALUATION

To verify our models and results, we employ a trace from Google’s production compute cluster, spanning 672,903 jobs over roughly a month-long period in May 2011 [34]. We begin in Section 5.1 by analyzing the job arrival and runtime distributions, showing that they match our assumptions within a tolerable margin of error. Then, in Section 5.2, we use simulations to validate the system characterizations within a tolerable margin of error. Finally, in Section 5.3, we illustrate that all three parties – CSPs, CVSP, and users – can benefit from an optimal cloud resource reselling mechanism.

#### 5.1 Model Validation

**Data trace.** The user trace contains timestamp records of machine events, job events, and task events; as the resource utilization of different jobs was studied in [26,38], we do not consider these parameters in our analysis. When a job is submitted, the user can specify its priority as one of 12 integer groups from 0 to 11. In general, a higher numbered group will be used for a more urgent job, while lower-prioritized jobs may be, e.g., remote monitoring products or backend batch processing. Since jobs’ priorities will affect their waiting times and runtimes, e.g., due to higher-priority

3Since the value of \( M \) is at most 1000 for all practical purpose, (11) can be solved in a reasonable amount of time.
jobs being allocated more resources faster, we consider the priority groups separately.

Figure 6 shows the number of jobs in each priority group. For brevity, we show only the results for the most used groups in the body of the paper. Overall, we find that the job arrival and runtime distributions are comparable to the groups in the body of the paper. Overall, we find that the priority groups 0, 1 and 9 have non-rejected $p$-values.

Poisson-distributed arrival rates. We validate our assumption of Poisson arrivals by examining the distributions of job interarrival times for the priority groups with substantial sample sizes, as shown in Figure 7. In all of the plots, the black dotted line gives the empirical cumulative density function (CDF), and the blue dashed line represents the best-fit CDF from an exponential distribution. Visually, the curves are qualitatively similar in each case. To investigate these fits statistically, we use the Lilliefors test on the curves to test the hypothesis that the waiting times come from an exponential distribution. The resulting p-values are given in the captions; the Lilliefors test does not reject the null hypothesis that the waiting times come from an exponential distribution. For priority group 0, the test returns a p-value of 0.0015. Qualitatively, the CDFs appear to be very similar for both groups. The $R^2$-squared fit statistics for the Pareto and Generalized Pareto (GPD) fits respectively for priority group 0; $R^2 = 0.997, 0.872$ for the Pareto and Generalized Pareto distributions assumed in Section 3.

Pareto-distributed job runtimes. Figure 8 depicts the number of jobs with various runtimes in each priority group, identified by the stacked color bars. We notice that the longest running jobs, i.e., those running for more than one day, as shown in the red bars with solid outlines, are mostly in either the highest or lowest priority groups. Jobs with lower priority may be long-running computational jobs, while higher priority jobs may be real-time, long-term applications that cannot tolerate interruptions.

As with the arrival rates, we choose to examine only the Pareto distributions for the Pareto and GPD fits respectively for priority group 0; $R^2 = 0.9913, 0.9319$ for the Pareto and GPD fits respectively for priority group 4. Figure 9: Comparison of the empirical and piecewise-fitted CDFs of the job runtime distributions. Qualitatively, the CDFs appear to be very similar for both groups. The $R^2$-squared fit statistics for priority group 0; $R^2 = 0.997, 0.872$. The total number of jobs in Figure 8 is less than that shown Figure 6 because we additionally exclude the jobs that were unable to finish within the trace period; we cannot determine the total runtimes of those jobs.
The average number of tasks for all jobs recorded in the trace is 10, instances that require more tasks than the CVSP’s number of rented idle-to-runtime ratio (cf. Proposition 2). Moreover, jobs affect the instance arrival rate (cf. Lemma 1), and hence the expected waiting time (cf. Proposition 1) and the property of the jobs is the number of tasks; as in Section 3, α to 1; since all runtimes are in practice finite, we assign a 1, implying an infinite expected runtime in theory, it is close to 1; visually, and quantitatively all of the instances, forcing these jobs to use services from the CSP instead and allowing both the CVSP and CSP to coexist in the IaaS market.

Figure 11 shows the numbers of tasks for jobs in each of the priority groups. We observe that, as we would expect from Figure 10, most jobs have fewer than 100 tasks. There is little visual consistency between the numbers of tasks for jobs with different priorities, but priority groups 0 and 4 clearly have the most jobs of all the priority groups, as is consistent with Figure 8. Interestingly, both of these priority groups appear to have somewhat more jobs that require a large number of tasks. We conjecture that priority groups with more jobs are more likely to include relatively rare jobs that have large numbers of tasks.

5.2 Trace-based Simulations

We use jobs from the trace that belong to priority group 0 to simulate the behavior of the CSPs, CVSP, and users. We first consider the CSP’s revenue from these jobs with sustained-use discounts, before the CVSP enters the market. We then consider the CVSP’s revenue and user utility after the CVSP enters the market. This trace was taken before Google introduced sustained-use discounts, so we cannot fully measure the effect of the sustained-use discounts in practice, but the job workload data still allow us to approximate its anticipated effects.

![Figure 10](image_url)

**Figure 10:** Number of jobs comprising different numbers of tasks in different ranges of job runtimes. Those with shorter runtimes (10(a)) have more tasks than those with longer runtimes (10(b)).
5.2.1 CSP Revenue without the CVSP

We take the full price offered by the CSP to be \( p = 0.17 \), which is in between the current prices that Google charges for different instance types [14]. Assuming that the users of the CSP acted so as to maximize their utilities, we can then use the workload trace to reverse-engineer the users’ utility parameters. From (8), we write \( U(\lambda | \tau) = p \log (1 + \lambda (\tau - M \tau) / \alpha) - p \lambda \alpha / \alpha + N \), assuming that all users have the same \( \gamma \) parameter for simplicity. As in Proposition 3, we can solve for the system arrival rate as

\[
\Lambda = \frac{L(\gamma - p \alpha)}{p \gamma (\alpha N - 1)}.
\]

We take the system arrival rate to be \( \Lambda = 200 \), as discovered in Figure 7(a). We also find from the workload trace that the expected number of tasks per job is \( N = 138 \), with \( L = 306 \) unique users submitting jobs. Furthermore, the jobs experience an average delay of \( \varphi = 6.85 \times 10^{-3} \) hours between when they are submitted and the time they begin to run. We can then use (12) to find that \( \gamma = 9 \).

Given these user utilities, we now calculate the CSP’s revenue under the sustained-use discounts, assuming no change in user demand (i.e., the CVSP has not yet entered the market). We suppose that the CSP follows the pricing discounts specified in Appendix A. In Figure 12(a), we count the number of jobs that fall into each runtime range of the piecewise discount function, e.g., jobs falling into the \((0,0.25]\) range run for less than one-quarter of the month discovered in the dataset. We can then obtain the total instance hours consumed by the jobs in each range by calculating \( \sum_{\tau_i} \text{[All jobs]} N_i \tau_i \), as shown in Figure 12(b). Though there are about the same number of jobs in the ranges \((0.25,0.5]\), \((0.5,0.75]\), and \((0.75,1]\), those in the range \((0.25,0.5]\) have a much larger number of instance hours, suggesting that these jobs have a larger average number of tasks. In Figure 12(c), we show the average sustained-use discount for all jobs in each usage range, and we finally obtain the revenue of the CSP from jobs in each range in Figure 12(d). Jobs in the range \((0,0.25]\) each run for less than a quarter of the month, so we expect them to have relatively low per-job revenue. However, there are enough jobs in this range for them to dominate the CSP’s total revenue.

This result raises the question of whether the CSP would allow the CVSP to exist in the market: given that the CSP makes most of its revenue from shorter jobs, it might be reluctant to allow these jobs migrate to the CVSP. However, the CVSP will not be able to handle all of these jobs: it can only admit jobs whose number of tasks \( N \) does not exceed \( M \), the number of instances rented by the CVSP. Thus, by limiting the CVSP’s number of instances, the CSP can limit its revenue loss. Indeed, the CVSP itself has an incentive to keep its number of instances limited, since a larger value of \( M \) will increase the idle time on each instance, decreasing the sustained-use discount that the CVSP receives (cf. the bounds in (6)). We show in the next section that it is optimal for the CVSP to rent only a few hundred instances. Losing this limited number of jobs can in fact increase the CSP’s profit, reducing its per-job account tracking and billing costs, as verified later in Figure 14. The CVSP’s lower unit price might even attract more user job submissions than the CSP could attract on its own, increasing the CSP revenue overall due to higher user demand.

5.2.2 CVSP Profit and Impact on CSP Revenue

We now show that the CVSP makes a positive profit. We assume that users will offload jobs to the CVSP as long as (i) the price offered by the CVSP is cheaper than what the users can obtain from their CSPs and (ii) the CVSP has enough instances to accommodate the job’s tasks. Thus, the number of jobs that the CSPs will lose depends on the CVSP’s price \( p \) and the number of instances \( M \). While in reality user demand may increase due to the CVSP’s lower prices, we consider a conservative scenario in which jobs merely defect from the CSP, so the overall demand does not increase. Indeed, we show in the next section that user utilities do not change significantly when the price changes: users’ utilities are much more sensitive to the waiting time and number of instances \( M \) than they are to the price.

Table 3 summarizes the number of users \( L \) who have at least one job that defects to the CVSP as well as their average number of tasks per job \( N \) and the resulting system arrival rate of the CVSP \( \Lambda \). We see that \( \Lambda \) increases as the number of rented instances \( M \) increases and as the price \( p \) decreases: more instances allow the CVSP to support jobs with more tasks, and a lower price means more jobs can lower their costs by defecting to the CVSP. As we would expect, the average number of tasks per job \( N \) also increases with the number of rented instances, but it decreases as the price \( p \) decreases. As \( p \) decreases, jobs with longer runtimes can lower their costs by defecting to the CVSP, as the lower price \( p \) at the CVSP becomes even lower than their sustained-use discounts from the CSP. These jobs are likely to have fewer tasks (cf. Figure 10).

In Figure 13, we plot the idle-to-runtime ratio and CVSP profit as the CVSP’s decision points \( M \) and \( p \) are varied.
The minimum price, \( p = 0.12 \), represents the maximum sustained-use discount offered by the CSP; the CVSP will not offer a price lower than 0.12 as in that case its revenue would be negative. We observe in Figure 13(a) that the system has less idle time with a smaller number of instances and a lower price: as the price \( p \) decreases, \( \Lambda \) increases, yielding fewer available resources and less idle time. In all cases, the idle-to-runtime ratio \( \theta \) is \( \leq 3 \), indicating that \( \frac{1}{\theta} \geq 0.25 \) and the CVSP can qualify for a sustained-use discount, earning a positive profit.

We confirm this reasoning in Figure 13(b). The CVSP’s profit, however, is not monotonic: Figure 13(b) shows that if relatively few instances are available \( (M < 300) \), then a higher price \( p \) can yield higher CVSP profit as in (11). For a small number of instances, the CVSP cannot support as many jobs without increasing users’ expected waiting time, making a lower demand (as driven by higher price) desirable. However, even though less idle time can increase the CVSP’s sustained-use discount from the CSP, the lower arrival rate caused by the fewer available resources can drive the profit down. Numerically, we find that the CVSP’s maximum profit is roughly $8,000, for \( M = 350 \) and \( p = 0.12 \). Thus, the CVSP limits itself to only a few hundred instances; we show in the next section that this represents only a limited number of user jobs, indicating that the CSP loses relatively little revenue. The CSP thus has little incentive to drive the CVSP out of the market.

Figure 14 compares the CSP revenue before and after the CVSP enters the market. Figure 15 shows the number of jobs that defect from the CSP to the CVSP. The dashed line represents its revenue before the CVSP enters the market.

5.2.3 User Utility at the CVSP

We now analyze users’ utilities at the CVSP after the CVSP enters the market. As in Table 3, we again assume that users will offload jobs to the CVSP as long as the price offered is cheaper than what the users can obtain from their CSPs and the CVSP has enough instances to accommodate the job’s tasks.

Figure 15 shows the number of jobs that defect to the CVSP for different usage ranges, price \( p \), and number of rented instances \( M \). The left, center, and right bars in each group corresponds to \( M = 100, 300, 500 \) respectively. A larger \( M \) and lower \( p \) lead to more jobs defecting.

CVSP reduces the CSP’s cost of tracking those user accounts and billing users for those jobs. The CSP may also benefit from an increase in user demand at the CVSP, due to users taking advantage of lower CVSP prices and submitting more jobs than they would otherwise have submitted to the CSP.

5.2.3 User Utility at the CVSP

We now analyze users’ utilities at the CVSP after the CVSP enters the market. As in Table 3, we again assume that users will offload jobs to the CVSP as long as the price offered is cheaper than what the users can obtain from their CSPs and the CVSP has enough instances to accommodate the job’s tasks.

Figure 15 shows the number of jobs that defect to the CVSP for different usage ranges, price \( p \), and number of rented instances \( M \). The left, center, and right bars in each group corresponds to \( M = 100, 300, 500 \) respectively. A larger \( M \) and lower \( p \) lead to more jobs defecting.

CVSP reduces the CSP’s cost of tracking those user accounts and billing users for those jobs. The CSP may also benefit from an increase in user demand at the CVSP, due to users taking advantage of lower CVSP prices and submitting more jobs than they would otherwise have submitted to the CSP.
as they can qualify for the sustained use discounts on their own. Even some jobs with shorter running times, i.e., usage in the range $[0, 0.25]$, do not defect, as they have more tasks than the CVSP has instances. More jobs defect when the price is cheaper and when the CVSP rents more instances, since under these conditions more jobs can save money at the CVSP and are eligible (i.e., have few enough tasks) to run at the CVSP, respectively.

Figure 16 shows the average waiting time and utility for users at the CVSP, given the defected jobs as calculated in Figure 15. We observe that neither the waiting time nor utility changes very much with price. This result suggests that user utility, and thus user demand, is largely determined by the relative large weight $\gamma = 9$ that we derived from (12) for the waiting time component of user utility. Figure 16(a) also illustrates that more rented instances $M$ intuitively yield a shorter waiting time (Corollary 1). Consequently, user utility increases with the number of rented instances, as shown in Figure 16(b).

6. CONCLUSION

CVSPs can take advantage of sustained-use IaaS discounts to reduce cloud computing costs for users with short-term jobs, without a significant decrease in CSP revenue. In this work, we give conditions under which the CVSP’s business model is viable: we show that sustained-use discount thresholds that are too large, as well as job runtimes that are too long, result in job waiting times growing to infinity at the CVSP. We use our characterization of the CVSP’s job scheduling to find users’ optimal demands at the CVSP in order to maximize a utility function of the job waiting times, the CVSP price, and the user demand. This determines the CVSP’s optimal profit-maximizing price, as well as the optimal number of instances that it should rent from the CSP. We verify our job workload assumptions with a month-long Google datacenter trace and show that it is optimal for the CVSP to rent only a limited number of instances from the CSP. Thus, we obtain a win-win situation: the CVSP can earn a positive profit, and users can save money, without significantly impacting the CSP revenue.

As a first investigation into the viability of CVSPs, our work does not incorporate all practical features of the IaaS market. In particular, we do not explicitly model the CSP’s optimal behavior, i.e., the sustained-use discounts it should offer so as to maximize its own profit. Since multiple CSPs may offer different sustained-use discounts in order to attract jobs from their competitors, this results in the variety in formulating CVSP strategy depending on the deal with each CSP. We expect that including this CSP competition can lead to a more in-depth understanding of the CVSP’s role in the IaaS market. We also plan to investigate the robustness of our findings to our assumptions of Poisson job arrivals and Pareto runtime distributions.
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APPENDIX

A. SUSTAINED-USE DISCOUNTS

Users can get a better deal from their CSPs for long-term commitments. Google Cloud Platform offers no discount for the first quarter of usage, and then 20%, 40%, and 60% off for the second, third and fourth quarter of the monthly usage respectively [14]. For instance, at the third quarter of the usage, the discount is calculated as $(0.25 \times 1 + 0.25 \times 0.8 + (\frac{1}{\theta} - 0.5) \times 0.6)/\frac{1}{\theta}$ for $0.5 < \frac{1}{\theta} \leq 0.75$. Thus, we have the following sustained-use discount expression to model the Google Cloud Platform:

$$\omega(\theta) = \begin{cases} 1, & \theta \geq 3 \\ 0.050 + 0.85, & 1 \leq \theta < 3 \\ 0.150 + 0.75, & \frac{1}{3} \leq \theta < 1 \\ 0.30 + 0.7, & 0 \leq \theta < \frac{1}{3} \end{cases}$$

which is consistent with the formulation in (10). However, in this case, the sustained-use discount is piecewise linear.
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