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ABSTRACT

Storyboards, a grid layout of thumbnail images asogates

representing video, have received much attention viteo

retrieval interfaces and published studies throtighyears, and
work quite well as navigation aids and as facititatfor shot-

based information retrieval. When the informatioeed is tied
less to shots and requires inspection of storielsa@noss stories,
other interfaces into the video data have been dstrated to be
quite useful. These interfaces include scattesplot timelines,

choropleth maps, dynamic query preview histograams, named
entity relation diagrams representing sets of hedsir or

thousands of video stories. One challenge forédctere video

search is to move beyond support for fact-findind also address
broader, longer term search activities of learnimgalysis,

synthesis, and discovery. Examples are shownrfmadzast news
and life oral histories, drawing from empiricallpliected data
showing how such interfaces can promote improvegzoeatory

search. This paper surveys and reflects on a bbdlyformedia

interface work dealing with news, folding in foretfiirst time an

examination of exploratory transactions with an | onéstory

corpus.

Categories and Subject Descriptors
H.5.1 [Information Interfaces and Presentatior]: Multimedia
Information Systems wideo

General Terms
Human Factors
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1. INTRODUCTION

The overall market for online video is growing atrapid clip,
with YouTube the prime example accounting for o28#6 of all
videos watched online in November 2007: during thmainth,
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three quarters of Internet users in the UnitedeStatatched on
average 3.25 hours of online video [15]. As morersislock to
online video and as online video collections dracadly expand
in size, how do users interact with the video and fideo items
of interest? One primary way is through authorsusdi tags and
user community-defined tags and recommendationsit glext
descriptors that grow with the community of usersSuch
“folksonomy” indexing dominates online multimediepositories
like YouTube, del.icio.us, and Flickr today, witmeo challenge
for the video research community being to levethigeffort and
enhance it through automatic information extractéml indexing
methods. Another challenge is to establish benedit such
automated indexing methods beyond what is freetiicaed and
established in video folksonomies. It may be fbafact-finding
and lookup of specific topics, folksonomies and vpeltals that
produce ranked lists of scrollable results areigefit for the task.
Rather than focus on fact-finding, this paper loaks different
sort of information searclexploratory searchand discusses why
ranked lists of results or even traditional stogtus are not
sufficient.  Folksonomies can obviously improve enaictive
exploratory search interfaces as well, but thisepapoks at what
is possible without such social community recruittneand
involvement in tagging and recommendations. Evihowt such
additional descriptors, automated processing fdewican extract
and populate a number of information facets in suppf
exploratory search, as illustrated here with Camedellon
University (CMU) Informedia processing of two vedjfferent
archives: broadcast news, and life oral histotgririews.

Marchionini breaks down three kinds of search &@is: lookup,
learn, and investigate, noting exploratory searsheapecially
pertinent to learning and investigation [19].  Hertlier
deconstructs these activities as follows [19]:

« Learn: knowledge acquisition, comprehension/ingtgtion,
comparison, aggregation/integration, socialization

* Investigate: accretion, analysis, exclusion/negati
synthesis, evaluation, discovery, planning/forangst
transformation

Not surprisingly, high school and college teactesd professors
working with the Informedia research group throutle years
have been quite interested in the use of the dligiteeo library
for these latter activities both for themselves diod their
students. Likewise, the intelligence analyst comityuhas been
interested in these activities that go beyond fyaig a stated
need through fact-finding and direct lookup [8, .10However,
many traditional information retrieval studies, afadums like



NIST's TRECVID, remain rooted in directed searcll ameasures
of precision and recall because there is a cletr fgaassessment
given these quantitative metrics. This paper prssmany uses
of interactive video search, starting with TRECVirk and
fact-finding but moving to exploratory search, whialso moves
the interface requirements beyond storyboards.

This paper shows the current state of Informediaybbards first,
as storyboards are the most frequently employeerfade into
video libraries seen today. That does not mean tthey are
sufficient. On the contrary, a 2007 workshop iniad the BBC
[1] witnessed discussion over the shortcominggarf/boards and
the need for playable, temporal summaries and ditrens of
video surrogates for review and interactive integfafor control.
A BBC participant stated that we have had storytiedor over
ten years now (more, if we go back to Mills’ workithwv
storyboards and QuickTime interfaces [20]), and thdustry is
looking to the multimedia research community foe thatest
advances. Playable video surrogates are repartdedtail in that
workshop [1] and so will not be emphasized herés Paper will
focus on three challenges in interactive videocdear

(1) Moving beyond fact-finding to exploratory search.

(2) Moving beyond broadcast news to interfaces supmprti
diverse video corpora.

(3) Evaluating such video interfaces for exploratorgrehb.

The discussion will move from storyboards to numsr@ther
ways of accessing information from video librariess
implemented in the CMU Informedia interface.

2. STORYBOARDS AND TRECVID
Storyboards work well for shot-based directed deamformation
retrieval. This task has been used for TRECVIDat#ons, and
for such evaluations, storyboards consistently
overwhelmingly produce the best performance [4,16,26].

Consider the TRECVID 2006 task to “find shots wéthview of
one or more tall buildings (more than 4 storieg) #re top story
visible.” The user when given this stated needhmigsue the
text or-query “downtown city” returning 519 segmentith 959
shots matching one or both text terms in the Intatia interface,
with the resulting storyboard shown in part in Faya.

1l 959 matching shots, 519 segments
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Figure 1. Informedia storyboard, TRECVID 2006 corps.

and

Motivated users have been shown to navigate throlighsands
of thumbnails representing shots in such storybdayduts as
witnessed in the Video Olympics demonstration€AIR 2007
With the Informedia storyboards as shown, useraw@rage can
navigate through 2487 shots in the 15-minute timpedod per
TRECVID 2006 topic [7]. Clearly, the packed visual
representation of thumbnails in this view allow foany shots to
be reviewed efficiently. When the topic is verguwal, as this one
is regarding tall buildings, the user can scantthenbnails and
quickly isolate those potential candidates, fornepke the sixth
shot on the top row. By adding trivial interact@ntrol, here the
ability to blow up the thumbnail pointed to by thr®use to full
screen resolution by pressing the “Shift” key oe keyboard, the
image can be verified for relevancy. A differehbgcut key can
cycle through a short burst of imagery from thetgbdet motion
and temporal information be reviewed quickly. Téteryboard
provides the overview, with details on demand adéd through
further drill-down actions by the user. This “oview first, zoom
and filter, details on demand” cycle, the Inforroati Seeking
Mantra [24], is often witnessed in novice user audi (users
unfamiliar with TRECVID, CIVR and Informedia) when
addressing TRECVID topics [4, 6, 8]. Experiencagrs highly
motivated to succeed on TRECVID tasks primarilyy steith
storyboard overviews, eschewing zoom and detadgictipns for
greater shot visual review efficiency of thousanfishots within
15 minutes [4, 6, 8].

When given a stated need, a short period of timéulfdl that
need, many answer candidates, and an averageipnegistric to
measure success, storyboards produce the bedsrgsull, 26].
Consider the same data set as used for Figureolighh and a
precise need to find the one shot of downtown GQjdoaith a fire
truck and people in the foreground. Consider aenugren-ended
need to contrast vehicular flow in different Eurapecities.
Consider a need to report on pedestrian traffielamg Kong, or
the role of weather in urban/rural residency patein Africa.
Such different needs may make use of the visualkvewe
provided by a storyboard of 959 shots matching “alimwn city”
but so much more could be offered in the interfaxesupport
these actions. Other supporting views could bevigea that
leverage from more diverse, automatically deriveetadata for
video collections and an emphasis on other datetdalsesides
visual thumbnails for shots.

3. THERE IS MORE TO SEARCH THAN
FACT-FINDING

An exploratory search “may be characterized bypresence of
some search technology and information objects thed

inherently meaningful to users ...often motivated ebgomplex
information problem, and a poor understanding ofnieology

and information space structure” [27]. True endrsis& video

collections — not the video indexing researcheemtelves, but
the end user community — often have poor understgraf what

dimensions are available for searching and exmoima video
collection: e.g., face detection seems to workpeople detection
should work just as well, or specific face recoigmif automated
speech recognition produces fine transcripts df italthe studio,
so it should work just as well for field reporting>f course, the
CIVR publishing community knows there are many pitfalis
automated multimedia content-based indexing antlsheh end
user assumptions often result in disappointmentchallenge in



building search interfaces is to account for vadligbin the
correctness of the underlying metadata and letuder explore
through it, e.g., deciding whether to increase igiea by
dropping out low-confidence automated measuresnorease
recall by including them.

Gersh et al. discuss how exploring a set of infdionacan help
an analyst synthesize, understand, and present heresd
explanation of what it tells us about the world][10/archionini
and Geisler discuss agile views of files in the ©pé&deo Digital
Library [18, 19]: overviews of collections of videggments and
previews of specific video objects, supporting Stieeman’s
Information Seeking Mantra with dynamic interactigaerying.
The CMU Informedia
multiplicity of views for information seeking, enamging
exploration, and providing insight from interactowith a large
video corpus. Numerous published studies have realy
tested the usability of particular aspects of titerfaces [4, 6, 7,
8]. This paper looks broadly at the capabilitidded through the
years to the Informedia interface to support expprideo, using
2 collections as examples:

1. Broadcast news from CNN (English) and AZN (Mandprin
from January-May 2006: 240 hours, 11,191 story ssgs)
183,654 shots

2. Life oral history interviews from The HistoryMakers
recorded from 1993 through August 2005: 913 hoB@S,
interviewees, 18,254 story segments (1 shot peneeg

Experiences of CMU and University of Pittsburghdstots and
staff through the years are reflected in the conimmemade here.
Direct quotes come from two pools of users. Fordcast news,
six government intelligence analysts used the viegerted here
over a two-day period [8]. For HistoryMakers, 0% students,
including many from the Carnegie Mellon Universitistory

Department, made use of the views during the FAlIFsemester;
their transactions and reports are published toerthé first time.

4. STORYBOARDS AS EXPLORATORY
INTERFACES

Storyboards have been used for interactive sear¢chiRECVID
experiments by numerous research groups, with lihekyp dense
layout of Figure 1 being the most consistent prisgEm.
Storyboards emphasize temporal flow within a stovith shots
from the same video segment being displayed irsthigyboard in
time order. Recently, many researchers have loukether ways
of displaying shot thumbnail imagery to foster exption along
different dimensions than just temporal story flofuwo examples
are Imperial College’s Lateral Browser whereby g #tmimbnail
is plotted in the center with temporally adjacembts represented
in traditional linear storyboard fashion, but wélcircular plot of
thumbnails added to show shots related to the kegttucture,
color, texture, or other features [11]. A user nwgrt with
temporal shot navigation through storyboards bentjump to
one of the circular plotted thumbnails to explatetally along a
dimension.

The MediaMill team achieved great success with rauve
search of TRECVID topics using the CrossBrowseg, [28]
which reduces the thumbnail set from the storybogrid of
Figure 1 to horizontal and vertical intersectingipst that

repopulate as the user scrolls in either the hotao(temporal,
the time thread) or vertical (selected concept,, elauilding”)
direction. Additional MediaMill layouts showing m®
thumbnails at once include the SphereBrowser
GalaxyBrowser [28].

and

Both the CrossBrowser and Lateral Browser layouatsgies
sacrifice thumbnail density for clarity. In exténg Informedia
storyboards we wished to retain the ability to pat&ny shots
simultaneously before the user's eyes, to accomteotksks
where such an approach works well, e.g., identfyinsually
distinct shots like green soccer fields. We algshed to allow
users to interactively control when there was adrfee greater

research group has emphasized aresolution over greater simultaneous display, sdrivially added

the toolbar shown at the top of Figure 1 and Figuit® adjust
thumbnail resolution. Most importantly, we added ability to

explore within the storyboard space through dynamiery

sliders, interface widgets having proven successsépporting
exploratory search [2, 19]. Consider a user wighibrowse the
959 shots of Figure 1 rather than linearly scamtheBy using
two filters to keep shots automatically tagged witledium or
greater confidence as being bathtdoor andbuilding shots, the
user sees the 20 shots shown in Figure 2.

1l 20 of 959 matching shots, 519 segments &\
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Figure 2. Using outdoor and building filters to reluce
complexity of Figure 1 down to manageable size (936 20).

Through such sliders supporting confidence-badeatifig across
LSCOM-Lite concepts [21], the user is left in cahtas to
whether precision is more important (e.g., redudtigure 2 to
only tall building shots), or whether recall is mamportant (e.g.,
allowing less confident outdoor-classified shotshow in Figure
2 so that perhaps 100 must be reviewed, but mbdbuadings

are then retained in the display). This storybodisplay gives
the user maximal control in terms of layout, thumbresolution,
and thumbnail inclusion criteria, supporting expltion of the
visual material in shots.



For many corpora, e.g., the HistoryMakers corpushidfly head-
and-shoulders framed interviews, there are othenedsions
worth exploring beyond visual detail. The nexttget presents
interfaces appropriate to this corpus as well aséws.

5. AMULTIPLICITY OF VIEWS FOR
EXPLORATORY SEARCH

When the information need is non-visual, thumbreibuts like
storyboards are not sufficient.  For real-world rasdike

government intelligence analysts and History stigleheir needs
were often not addressed by storyboards at all. cofmon

framework across both these user groups, and acobtiseatured
collections used in this paper (news and oral hiesdd, is that
time (when), location (where), and people (who) Enportant
information dimensions. These dimensions can liFesded in
part through storyboards coupled with dynamic q&tiders, e.g.,
location as in Figure 2, or emphasizing people bitering

storyboards to include faces but exclude televisinohorpeople.
Hence, storyboards still play an important role éxploratory
search in video, as they offer a rich window inke tvisuals.
However, there are more facets with which to irdgraand

Informedia work through the past 13 years has kedtbouhe ones
discussed in this section.

A representative screen shot of the Informediarfate with
HistoryMakers data is shown in Figure 3, with thés holding
sets of video produced by query and browsing astiorfFor

example, clicking on the purple term “Vietham War'the View
Controller window would open a new tab filtered nfro130
segments in the shown tab to just those 87 matdhiaeghrase
“Vietham War.” The View Controller in the upper teff every
tab allows the video set to be rendered in diffensays, i.e.,
checking a view “on” displays an additional windamto the
video set held in the tab. These windows each iglpee in
highlighting particular attributes of the video ,sehd lets users
filter down to a subset in specialized ways. THeaatage of the
different views is to let the user explore the @evideo data in
varied means, rather than be restricted to a thaihlgnid as
shown in the storyboard of the Shot Thumbnails vidvigure 3
shows three views:

e Segment Grid view emphasizing video story segmeaiter
than shots, along with additional overlays of caioded
relevance score and term contributions.

* Nested Lists view, a text hierarchy of story seginittes
organized by interviewee (discussed in Section.5.4)

 Named Entity view showing people, places, orgaionat
and their temporal associations (discussed in @eétis).

With the HistoryMakers, most shots show a talkirgdh With
this corpus, a Segment Grid view, showing one tmaibper
interview story segment, is visually the same asnéig a Shot
Thumbnails storyboard view, one thumbnail per slast, each
segment holds but one shot.

The HistoryMakers interviews presented with Carnegie Mellon Informedia technology

File Search Wiew

|"K0rean Wwhar' "Wietnam War'
Enter text abave or drop a picture here, and click "Search.” Adwanced Search

Alldata | [Hilary Clinton] (Bill Clint... | Obama “Korean war'" "Vistnam War"

Search
| P&

0 olle Foorean Wa etna 1 a

Lernur Search: 130 segments, "Forean War" "istnam War"

Iv Mested Lists [grouped by interview)
™ WIBE Plot [plotted against query terms)
™ Map View [plotted against a map)

v Segment Grd [one image per story seament)

™ Shat Thumbmails [all shats in the top stories)

™ Timeline Yiew [plotted against a timeline)

™ Common Test [test lists of common phrases, et

v Mamed E ntity View [people/place/organizatio

=& John Brittan interview, tape 5 (1) ~
T John Britton describes the impact of the Vietnarm 'Wwar on Motown F |
+ Q Brooke, Edward william [2]
+ Q Brooking, Howard 1]
+ Q Brooks, Hary . [2]
+ Q Brown, Darathy (2]
. Frowar Marar (11

|[> Score: 10,2 to 100 Mamed pnnection view o 0 segme 0 3 : 0 h e

| [ Interview Date: 12/7/1999 to 8/5/2005 I Peaple Wietnam ~
- [¥ Flace 15— Modes Hew York I3
| [» Duration: 01:03 to 10:51 ¥ Diganization Chicago v
Ramona Edelin recalls stories of the terrible struggles
black soldiers endured during the Vietnam War, 3:01
07/14/2003
3 |52

Figure 3. Informedia interface: query/browse actim creates a video set shown in a tab; each set sopis multiple views; views
integrated through techniques from information visualization like brushing (here, mouse cursor over Raona Edelin story in
Segment Grid pops up text title there and highlighé Vietham-King named entity link from that story in the NE View).



5.1 Timeline View dating back to multimedia collage work in 2002 [3Figure 4
shows an interaction sequence against the 2006 rs=iis
following a query on “earthquake tornado volcanwéttproduces
128 segments. The plot shows interesting patiaerAgril so the
user clicks “Apr” to drill into that month, and thdounds a stack
of stories that map to April 3, 2006. Through arstut key these
“9 of 128" active segments can populate their ovdew set (tab)
and with the Common Text view and filtered storytsb&hot
Thumbnails view, the user gets a clear picture @etdils of the
tornadoes from that day.

The Timeline view emphasizes time, with the vettiaais by

default the search action relevance score butsalpporting other
attributes like segment duration if selected frdra tombo box
shown in the upper left of the view. Each green Kualwt-box)

represents at least one but possibly many videmeets. Users
can drill down in the timeline by rubber-band dragvia selection
rectangle in the plot area, or by clicking on aaxis button. Ease
of use and satisfaction with such interactive aanlrave been
confirmed through numerous user studies with cellstudents

1| Timeline view: 128 active segments i Timeline view: 59 of 128 activ i Timeline view: 9 of 128 active

SCORE (=] Reszet] |SCORE |[[%) FlesetT

|SCORE (%) ResetTimeline View

100.00 - ] 100.00 - 53.70 -
82.05 - 82.05 - 45.01 -
64.10 - c4.10 - [ 36.32-
46.15 - 46.15- 27.63 -
28.20 - .' B 2520 I L 1594
10.25 - -f == J=  EPPPER. lp= oy "= "iNs 10.25 -

May < April
2006 2006 P ) apr 2008

Text Search: 9 segments, filtered : earthquake tornado volzano

[ Segment Grd [one image per stor segrent) [ Explorer View [movie-segmert tree)
v Shat Thumbnailz [all shatz in the top stanies) [ %IBE Plat [plotted against query terms)
[ Timeline Yiew [platted against a timeling) [ MapYiew [plotted against a map)
W Commaon Text [test lists of common phrazes, etc.) [ Mamed Entity View [people/place/organization)
i
27 people 1 12 of 8% matching shots, 9 sesments
lazt night —
least 27 I"!'] 1 léI Ya A IEE
leazt 27 people 12789
tornado ripped !
23 people i | Drop Face ﬂ . | Drop T Studio ﬂ .

average number
deadly tornadoes
dyer county

five times

furnel cloud
hardest-hit state 5 i s — -
fanuarﬂﬂ BT M AT o e i . '-n':w-” T
Azt vear

massive tornado
powerful thunderstorms
severe storms

three times

western Tennessee

YWordz per phraze [at least): i 2 Sort " Alphabetically
ort:
Segments per phraze [at least): [ 2 {* By Frequency

Figure 4. Timeline interaction: starting with 128segments from "earthquake tornado volcano" query (pper left), interacting with
timeline (middle upper) leads to nine segments onphil 3, 2006 (upper right), which when loaded as & own video set shows only
matches to “tornado”, and a list of common phraseand non-face imagery that illustrate tornadoes andesulting damage.




For broadcast news, time plotting has been sireglifio this

point, using the very accurate broadcast datedbegach story to
the day along the x-axis, but without additionaftsireg of time

references within the news stories. With oraldriss, the date of
the interview is not nearly as helpful as the dztéhe broadcast
for news. A steady stream of daily news allowsifderactions
like that shown in Figure 4, but oral histories a@ recorded
daily. However, oral histories contain a rich netkvof memories
and time references, and these timeframes are areaplotted,

rather than the recording date [5]. For examplexé search on

Korea Vietnamproduced 245 segments in the video set. The

Timeline View notes 132 active segments as showhidare 5.
The other 113 segments in the video set eitheradamnention a
timeframe, or the archivists coupled with automapedcessing
missed the timeframe, so these segments are naeglwithin
this view. The metadata emphasizes precision ogeallf so
tagged time references are very accurate, but sssgenents
where the timeframe maybe could be inferred areginan the
perhaps ambiguous time reference and so not plditeuing the
mouse over a plot-box shows a tooltip with inforivettext, in
the shown case indicating that this interview staith William
M. Taylor (born 1930) contains a time reference 1868
(indicated as its own line “1968") responsible fhe green box
that brushes yellow when the mouse arrow cursaresiover it.
In addition, all other time references from thersegt(s) under
the mouse are brushed yellow. Brushing works acvisss, so
the segment(s) under the mouse and their assowatize
highlighted yellow in other views in this video st well, e.g., in
Figure 3 the named entities from the pointed-tonssg are
brushed yellow. In this case, Taylor’s story alss heferences to
Nov. 1978; 1980; March 24, 1989; and 1991; showipgas
additional yellow-colored plots in the timeline.

i Event timeline view: 132 active segments X

R - .
Taylor, Wiliam Mckinley Jr., 1930-
1365

= ¥l -::”‘.-!::

‘ 187“3‘ 1EH[Is‘ 1H.‘I[Is‘ 15[II]:| 151I]s| lSZI]s| 193[Is‘ 194“3‘ 155[Is‘ 155“8‘ 15?I]s| 158I]s| l!]!][ls| 2000s ‘ |

Figure 5. Timeline view following "Korea Vietnam" query in
The HistoryMakers corpus.

5.2 Map View

The Map View emphasizes geographic distribution tbé

locations mentioned by the segments in the vidéoAsgomatic

named entity processing is run against the texadaa for video
segments, e.g., the spoken transcript. A confileneasure is
added to every tagged location reference based hon
disambiguation provided in the sentence, segmeidt,fall video

broadcast/interview, along with heuristics regagdicommonly
mentioned cities, states, and countries. For el@mpmention of
London is taken with high confidence to be Lond@mtario if

that is how it is referenced in the transcript, amiddle

confidence as London England if there is no stateauntry

qualifier mentioned in the story. A location Sfield remains
at low confidence unless additional disambiguattantainer
locations qualify it to a city within a particulatate or country.

The user has control over whether to consider joigth
confidence locations (favoring precision) or coesidll tagged
locations (favoring recall) just like the storybddilters provide
interactive control in Figure 2.

The Map View presents an overview for exploring abans

represented in a video set, and for filtering thigieo set to a
smaller active subset via locations. Consider f@ngple a query
on Hillary/Bill/President Clinton, which returns 2&Gegments as
shown in Figure 6. Gray states are not mentioned,bsy default

the mentioned states are colored green, just likedefault plot

color in timeline and VIBE plots are green. If aeMi Controller

slider “Color-code” is checked, the user can seas #lider's

relationship to plotted states, e.g., the lowestisag segments are
from the north central, northeast, and northwest.

E |

Lemmur Search: 204 segments, (Hillary Clinton) (Bill Clinton) (Frezident Clinton)
[ Mested Lists [grouped by inkerview)
[™ WIBE Plat [plotted agairst query terms)
¥ Map Wiew [plotted against a map)
[™ Mamed Entity View [people/place/arganization]

[ Segment Grid [one image per stor segment)

[™ Shat Thumbnails [all shots in the top staries)

[ Timeling Wiew [plotted against a timeling)

[ Common Test [test ists of common phrases, etc.)

< Score: 0.49t0 100 ¥ Color-code @

0.49 4 Bins: 25 3 00
wowiin > [T <]
| [» Intervisw Date: 12/15/1939 to 3/25/2005 ™ Colorcods ¥
| b Duatior: 000610 14:21

™ Colorcode ¥

i | Map view of 204 active segments

TITme O

Countries

States

Show: v [ <D
= ¢--Click to hide location list

with nomap

Location List
Location Mame Matched Segm + Aclive  +
» _NONLOCATION 25 Tiue
ILLINDIS 2F Tiue
NEW YOREK 22 Tiue
ARKANSAS 2 Tiue
CALIFORNIA 13 Tiue
MASSACHUSETTS 1o Tiue

Figure 6. Map view of query results color-coding teites based
on query engine relevance score.

As an example of views allowing exploration, therusould open
the timeline for the set of Figure 6 and click “B80to drill down
just to the segments with 2000 decade referenitiesiny the set
from 204 to 24. Opening this subset in its own I&tb the user
see the map plot shown in Figure 7. The differeéncemap plot
shows the U.S. Southeast remains an emphasis inessto
discussing Clinton with 2000 time references. Sexploration
could be the basis for follow-up research invesitge, and such
views as shown in these figures can form illusbrai used in
analysis reports. The African American oral higtarorpus
included many U.S. state references along with wgun
references, so for that domain, the support of ‘f@oes” or
“States” as the basis for the Map View works welther corpora
of course may require different or additional layef detail.



Lermur Search: 24 segments, filtered : (Hillary Clinton) (Bill Clinton) (Fresident Clinton)
™ Segment Grid (ore image per story segrment]
™ Shat Thumbnails [all shots in the top stories]

[ Timeline Yiew [plotted against a timeling)
™ Common Test (test lists of commeon phrasss, etc.]

™ Mested Lists [grouped by interview)

™ WIBE Plot [plotted against queny terms]

¥ tap Wiew [plotted against a map]

™ Mamed Entity View [people/placeorganization)

= Score: 082 to 90.3 ¥ Colorcode 9
042 4 Einz: 25 3 a0 3

v owitin > [ I — —</

‘ [ Interview Date: 571242000 to 3/25/2005 ™ Calorcode *

‘ [ Duration: 00:06 to 05:41 ™ Calorcode *

1 |Map view of 24 active segments

Countries States

Figure 7. Video from Figure 6, filtered down to just 2000-
2005 time references, shows shift in geographicahern.

5.3 VIBE View

VIBE stands for “Visualization By Example” and ipeesentation
technique first developed at the University of $tittrgh School of
Library and Information Science [22]. It uses thaery terms
(words for text queries, matching cities/statesntnas for
geographic searches) as anchors for the plot, leemd distributes
the video segments on the plot based on theirivelatore from
each of the anchors. It is most useful for explgnialationships
between multiple matching query terms.

As an example, consider a map search on the “FotmeZs” U.S.

states against the HistoryMakers corpus, produ8Bfysegments
in the resulting video set with 4 matching termsat) Colorado,
New Mexico, and Arizona. The VIBE View for this &d set is

shown in Figure 8, with the 4 states serving as ahchors.
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Figure 8. VIBE View for query term relations, heredrilling
down to see a story discussing both Colorado and &ona.

Through user interaction,
understanding of relative contributions of multimaery terms.
Pressing and moving the mouse while over an andhrags the
anchor to a new location. All the segments thatchhétat anchor
are likewise repositioned. Such interaction lets tiser see from
this plot that of 24 segments mentioning Utah, 28/ enention

the VIBE View provides an

Utah with the other mentioning just Utah and Coallaraand 2
stories mention Arizona and New Mexico but neitbetUtah or
Colorado: the plot-box for these 2 stories is ledabetween the
Arizona and New Mexico anchors. Unchecking an andham
the list (checklist not shown) removes it from MKBE plot and
deactivates segments that only match that ancheris, e.g.,
unchecking Utah leaves “339 of 362 active segmiewts.with
the timeline, users can brush over the points atdapltip titles
for the segments, right click on them to get a mehactions, and
can draw a rubber band zoom box on the plot afeeels right-
click on a plot-box that represents a single segnibay can play
its video, show its movie info, or navigate toadtsdine biography,
just like with thumbnail representations. If th@tpbox represents
more than one video, users can post the set ofesggno a new
tab with the “Show set in new tab...” menu item.

5.4 Text Views: Common Text, Nested Lists
Hearst discusses two popular methods for groupi(b)
clustering, grouping items according to some measof
similarity; and (2) hierarchical faceted categareeset of category
hierarchies each of which corresponds to a diffefacet relevant
to the collection to be navigated [14]. The Comni@xt View
supports clustering based on simple statisticshfertext metadata
associated with a video segment. This text mesachaist often is
the transcript of the narrative provided througbseld captioning
and human transcription or supplied through speechgnition,
along with recognized overlay text and any addalomext
descriptors that might be provided through formaams like
human archivist titling or informal means like salatollaborative
tagging. The Common Text View presents the mostnaon
phrases from a video set's metadata, organizedfitaced by
phrase length and frequency. An example is shawRigure 4.
The list as currently implemented could be triwiathproved with
some redundancy removal (e.g., Figure 4 showst‘@apeople”
but also “least 27" and “27 people”), but eventgdurrent form
this view has received the most use by Historyestitgl exploring
the HistoryMakers corpus in the Fall of 2007.

The Nested Lists View organizes the segments aowmprib a
domain-specific hierarchy. For oral histories, segments can be
nested under the speaker, and speakers nested timeier
HistoryMaker category, eg., “PoliticalMakers” or
“BusinessMakers.” For news, the segments are ehestder the
broadcast date and then the broadcaster and beiddoguage.
The facets to use depend both on the corpus andntiepated
needs of the users, with the Nested Lists View. (d=gure 3)
supporting scrolling through hierarchical viewsefted text.

5.5 Named Entity View

The maps in Section 5.3 are useful for showing gmguiyc
distribution, and the text list accompanying thepnfiaghown in
Figure 6) helps in promoting small regions that miget
overlooked in a choropleth map display. Another w@ show
locations is to chart them as boxes, with linesneating the
boxes if the locations are mentioned together iarNnore story
segments, with N under control of the user. Siryilahe chart
can show organizations and people named entitiegeAisusing
the automated named entity extraction method &msployed by
Informedia processing to generate collage integf§8g

An example is shown in Figure 1, with 39 segmenptmected to
the user-selected center of focus, “Vietnam”, tiglouN=2



segments or more mentioning “Vietham” and the pbthamed
entity. The difficulty with users seeing this vidar the first time
is that initial plots may be criss-crossing websomplexity: too
many links to too many boxes (i.e., nodes). Ther gan change
the center of focus, and reduce the plot complewith a
maximum number of nodes to plot. As with the Comni@xt
view, there should also be better redundancy remewva, the use
of canonical named entities so that both “King” afMartin
Luther King, Jr.” are not plotted as shown in FigGc

Depending on user background, this view was eithery
promising or ignored. History students ignoreéhifavor of the
linear lists of the Common Text view. The governme
intelligence analysts familiar with tools producisgnilar plots
were eager to use it and drilled down with it towhvideo skims
emphasizing how two named entities are related. ekample, in
Figure 3 there is a link between “Muhammad Ali” divletham”
produced by 3 stories in the set of 130 mentiortimgse two
entities in close temporal proximity. Through gpg menu, a
video skim emphasizing the Ali-Vietnam connecti@nplayed,
composed of relevant extracts from the 3 storiesThis
combination of named entities to provide an ovewyieiser
zooming to identify a neighborhood of interest, am# of that
action to define a video summary, addresses thma discussion
of [1] in a different way: the playable video summgnas not
defined a priori but only through user interactiom,this case
setting up Ali-Vietnam as the portions of interest.

6. FURTHER USAGE DATA

38 HistoryMakers corpus users opted in to survay®sly

students, 15 female, average age 24) showing teer@erienced
web searchers but inexperienced digital video bemsc  For
“Do you search any web/online information system@®Not at

all, 5=Very frequently (several times daily), thenswer

distribution was 1-1-5-13-18 while for “Do you usay digital

video retrieval system (video stored and searchale a

computer)?” with the same scale, the distributi@s &3-12-10-2-
1. The latter two questions have been asked in roumse
Informedia studies, e.g., see [6] with similar #pgnt groups,
and since 2002 the web search experience has dgromrmodest
to frequent, and video search experience from nall &0 modest.
It is anticipated that as video search sites likeiYube maintain
popularity that encourages numerous imitating s[tes], the

college student of the future will have even greatgerience in
online video searching.

Six intelligence analysts (1 female; 2 older th@n 3 in their 30s,
1 in 20s) used the stated news corpus (Sectiors 3yefl as for

TRECVID studies reported in [8]. These analysts garad to the
university students participating in cited Inforrmeedtudies, were
older, more familiar with TV news, just as expeded with web

search systems and frequent web searchers, buéxpssienced
digital video searchers. Their expertise was inimgjriext sources
and text-based information retrieval rather thasewi search. Of
course working with even more analysts would haweenb
desirable to better represent the user pool of lpemning open
broadcast sources for information as their professiGlobal

political situations, demands on analysts’ timed dogistics

limited our access to six individuals over a twg-gariod.

For both groups, users commented on the potertihleovarious
views of Section 5, with general praise in conahgdisurvey

remarks, e.g., “views (named entity, map, etc.)fulsdor
exploratory topics.” The Storyboard was noted fdratvis does
best: “quick presentation of great volume in intgden general,
the feedback was positive, e.g., one analyst rezdari his is the
fourth information retrieval system | have evalabite my analyst
role, and it is the easiest to learn and use, gesvigreat
functionality and features, and has great utilitiythe Intelligence
Community.”

However, there was not much use of views as evitkno
collected transaction logs for both user commusitie The
exception was the Common Text view, which was dssgliently
even by these first-time users (both groups). Tidig for video
segments and text transcripts were also heavilgsaet. A prior
eye-tracking empirical study looked at digital vadsurrogates
comprised of text and thumbnail imagery to represiecuments,
and found that participants looked at and fixatadext far more
than pictures. They used the text as an anchorvbith to make
judgments about the list of results [16]. Herep,téirst-time
system users accessing either oral history or ngdeso began
with and stayed primarily with text-based repreagahs. There
were exceptions, e.g., one History student gatbedata for a
term paper made repeated use of the Map View tesiipate
differences on a topic between the New York ancc&jo areas.
For the six analysts, transaction logs show callelst 1433 video
plays and 433,031 shot scans on their own exploratearches,
with some probing of timelines and named entityrtshaOverall,
though, the analysts were cautious in their usehef system,
staying with default settings as is typical of mosage studies of
information visualization systems for the initigbt sessions.

7. CONCLUDING REMARKS:
EVALUATION HURDLES

Empirically evaluating interfaces like the multipleiews
presented in Section 5 has proven to be difficiiartly this is
due to the interface complexity. If low-level siapasks are used
for evaluation, it is easier to attribute differercin task
performance to the different visualization attrimt but the
simple tasks may bear little resemblance to realdvtasks. |If
complex tasks that come closer to real-world tasksused, then
more factors may confound the observed outcomds [Afiother
difficulty is in determining the appropriate megico use.
Measures for efficiency, satisfaction, and effestiess are
recommended in general [9], but these may be diffito assess
for visualization interfaces where browsing, quegyinavigating,
and scanning are all actions interwoven in therinfiiion access
process [12, 13, 23]. For example, do users wkadpnore time
with a visualization system act so because it ptemexploration
of potentially relevant areas, or are they spendimye time
because of problems comprehending the interface? simple
fact-finding tasks, effectiveness can be easilyesssd, but the
task is not well suited for visualization. If thuser is asked to
solve a precise information need, then the statewiethat need
can obviate the use of a browsing, exploratoryriate (hence,
the reason why exploratory visualization interfaca® not
necessary for TRECVID tasks where the topics aaeedtwith
adequate text and visual detail). The user coudd ¢nter that
precise query itself into the system and checkidipeanswers, or
prepare for intense visual inspection and scrolbhgtoryboards
of thousands of shots. However, if the informatimed is more



ambiguous and vague, then evaluation of effects®ri@ecomes
tricky: was the need solved and to what degree@dG@nformation
visualization promotes a cycle of exploration anderstanding that
does not fit the traditional usability evaluationetnics of
effectiveness and efficiency.

Plaisant suggests three “first steps” for improviideractive
information visualization evaluation [23]: “the \ddopment of
repositories of data and tasks, the gathering 6é cdudies and
success stories, and the strengthening of theofdigolkits.” The
first two are within the realm of new directiong fBRECVID: to
help in benchmark-based open evaluation of infdonat
visualization interfaces targeting large video cogpby providing a
test repository and suitable exploratory tasks,reviseich tasks are
motivated and defined based on gathered case stofieal-world
exploratory video use.

Informedia storyboards were evaluated primarilytigh discount
usability techniques, two of which were heuristialeation and
think-aloud protocol [4]. Storyboards were fourdbte an ideal
roadmap into a video possessing a number of saotsyery well
suited to the TRECVID interactive search task emspieg the
retrieval of shots relevant to a stated task, produexcellent fact-
finding performance [4, 6, 7, 11]. The evaluatiohthe non-
storyboard views for exploration in video corpas3uist beginning.
In a first hour with the Informedia system thesditohal means are
not utilized, perhaps because of inherent defiggsnbut also very
likely due to their being different from more traolnal “issue text
search, get ranked list of results” informationkiop interactions.
Only by working with a set of users over time mititese additional
views get noticed and employed in exploratory tasksth
guantitative usage data and qualitative feedbafdring insights
into their true utility. Plaisant and Shneidermaropose new
research methods to deal with complex systems hadging use
over time with “Multi-dimensional In-depth Long-terCase-studies
(MILC)” [25]. Ideally, MILC research could be coacted with
intelligence analysts, History students and faculyd other
representative user groups for different corporar dime, to see
changing patterns of use and utility as those gr@gin familiarity
and experience with the system. In the term “Mudilthensional In-
depth Long-term Case studies” the multi-dimensi@sglect refers
to using observations, interviews, surveys, as asllautomated
logging to assess user performance and interféicaasf and utility.
The in-depth aspect is the intense engagementeofetbearchers
with the expert users to the point of becomingrénea or assistant.
Long-term refers to longitudinal studies that begith training in
use of a specific tool through proficient usage teads to strategy
changes for the expert users. Case studies @féret detailed
reporting about a small number of individuals wogkon their own
problems, in their normal environment. A Historyihdes corpus-
Informedia interface beta test is underway acrossumber of
universities including CMU with plans to conductiuongitudinal
work. In general, there are three significant hesdhat should be
addressed in evaluating interactive, exploratorgriaces for video,
each discussed in its own subsection.

7.1 Corpus Size

Users want and need a large corpus to explore. riEtgre of
exploratory search is that users will rummage thhoperipheral
material, discover some aspect of interest in geia) and in that
tangent go probing for additional material withoumning into the
boundaries of the test corpus. If the corpus islamge enough,

there will not be a rich enough periphery for amyvrdiscoveries,
and there will not be enough material to supporioua tangential
directions of inquiry.

In their first hour interacting with the HistoryMails system, 38
participants in a study considered the corpus emfdust a bit too
much content. On a 1 (too little content) to 5o(tauch content)
scale, the average rating was 3.43. It is anteipthat these users
will desire more data as they spend more time thighsystem, with
plans to eventually grow The HistoryMakers corpusmf 400
interviewees to 5000. With the broadcast news umrghe
intelligence analysts were immediately impatienthwdorpus size.
Within their two day workshop they could exploratwihe system,
and attempted some investigations that were dedsl-eecause of
small corpus coverage. One analyst tried to descoslationships
between the Libyan leader’s family and other cdestior 2005 but
found only a few stories on the leader, none oniljamembers.
Another analyst authored the information need ‘rahtu
environments affected by global warming” which diat have much
support in the corpus. For this topic for examfiie,same 3 “stock
CNN topics” on bears, glaciers, and hurricanes datad the found
support materials. If the corpus covered more e sources, one
could envision materials on volcanoes, tsunamig\ifib, etc., now
being available to draw into support materials.

7.2 Task Definition

Users want to explore their own topic, not someelise’s stated
topic. The very nature of stating the topic alseatves it toward
more directed search. The motivation for findietevant material
is not as strong as when the user provides the thsk example,
when given TRECVID tasks and procedure, the armadbistnot feel
compelled to find hundreds of relevant shots, eveth the
instructions to “find as many as possible in thendifutes.” They
felt that the tens of shots already collected veerficient to fulfill
the task and were satisfied with their relativehat answer sets [8].
The analysts were also not interested at all imtspopics, scoring
relatively low on these topics but high on othessnpared with
student performance in TRECVID experiments [8]. m8o
participants in a HistoryMakers experiment where tasks were
stated indicated frustration that they could naircle their own
information needs. Even when given an open-endetbmatory
task, they wanted more control over the searclctofiine student
typed in an online survey form “I think this woulge a fantastic
resource to browse and get ideas ABOUT topics tearech”
(emphasis from student). Another typed “It wa® dlard to jump
in and search on a topic that | hadn't thought ebhaad of time”
and a third typed “Trying to search for info thaneone ELSE
specifies, rather than coming up with your OWN dspiis
frustrating. If I'd been searching for topics withich | had more of
a personal stake and/or background knowledge, hintigve been
more satisfied/successful.”

7.3 Time with the Users

Users will start simple and with what they know nfroprior
experience. As discussed in Section 6, users cprtonthe
Informedia system for the first time tend to beyvexperienced and
comfortable with web-based search like Google degatrch, and less
familiar with video search, but this is changingo, first user trials
with the Informedia system by History students taudlty stay with
text search and a reliance on text-centric vieks the Common
Text view, as evidenced by transaction logs fronil R807.



Similarly, the analysts began working with the hnfiedia system by
issuing numerous, often complex text queries. berimews, the
most common remark (by 4 of the 6) was that theae two little
time to get into the other provided views, e.ggdTittle time to get
a full grasp of the system — more days would baleg¢o know
about the advanced features and to get practicesing the
advanced features.” Their transaction logs shost the most
frequent operations performed were text searcln, vi@ws like the
named entities connection graph, map visualizewline, and the
visualization-by-example scatter plot touched upahnot used in
detail. If evaluations are only done on “first irapsions” with users
new to an exploratory search system, the exploratidl not be
very deep and the users will stay with what they familiar with
from other systems and contexts. The most impodiaalienge for
evaluating exploratory video search systems i®tmlact long-term
investigations, the “L” from the MILC framework [R5 Then, as
users’ search strategies mature and their congfeetd and expertise
with a system increase, the utility of other feasulike the many
views overviewed in Section 5 can be truly assessed
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