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Abstract. It is now well understood that social media plays an increasingly important role
in consumers’ decision making. However, an overload of social media content in product
search engines can hinder consumers from efficiently seeking information. We propose a
structural econometric model to understand consumers’ preferences and costs on search
engines to improve user experience under unstructured social media. Our model combines
an optimal stopping framework with an individual-level random utility choice model and
analyzes click behavior in conjunction with purchase choices. Our model accounts for
three major constraints in a consumer’s decision-making process: (1) interdependency in
decision making for different alternatives, (2) sequential arrival of information revealed by
click-throughs, and (3) nonnegligible search cost. Our approach allows us to jointly esti-
mate consumers’ heterogeneous preferences and search costs under the interplay of social
media and search engines, and to predict search and purchase behavior for each con-
sumer. We validate the model using an individual session-level data set of approximately
seven million observations resulting in room bookings in 2,117 U.S. hotels. Interestingly,
our analysis allows us to quantify the trade-off between consumers’ benefits and cognitive
costs from using large-scale unstructured social media information during decision mak-
ing. Our policy experiments show that providing a carefully curated digest of social media
content during the earlier stages of consumer search (i.e., on the search results summary

page) can lead to a 12.01% increase in the overall search engine revenue.
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Supplemental Material: The online appendix is available at https://doi.org/10.1287 /mnsc.2017.2991.
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1. Introduction
With the growing pervasiveness of social media, the
volume and complexity of information product search
engines need to access from their own platforms has
been increasing rapidly. For example, websites such
as Amazon.com, TripAdvisor.com, and Yelp.com can
attract hundreds or even thousands of review postings
that compete for users’ attention. The onslaught of the
exploding social media content can lead to significant
information overload for consumers during product
search. Such excess content can hinder consumers’ effi-
ciency in seeking information and making decisions
(e.g., Iyengar and Lepper 2000). Even worse, it may
discourage consumers from searching and cause unex-
pected termination of searches (e.g., session dropout).
During the past decade, product search engines have
been trying to combine advanced techniques from
information retrieval (e.g., Google Product Search) and
recommender systems (e.g.,, Amazon.com) into their
ranking design to improve the user search experience.
Recent studies show that product search engines can
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improve the ranking design and the user search experi-
ence based on the prediction of consumer preferences
(e.g., Ghose et al. 2012, De los Santos and Koulayev
2017). Because consumers want the most desirable
results early on, search engines can reorder the results
by the predicted probabilities of consumer preferences
(e.g., clicks or purchases).

Previous studies have examined how to estimate cus-
tomer preferences based on online purchase informa-
tion only (e.g., Ghose et al. 2012). However, consumer
footprints on search engines provide us with a tremen-
dous amount of information that reveals their prefer-
ences, even in the absence of purchases (e.g., Koulayev
2014, Kim et al. 2010, De los Santos and Koulayev
2017). When this search behavior is combined with
purchases, the signals become even more comprehen-
sive and useful. However, although many studies have
worked on using either historical click-throughs or con-
versions separately to estimate consumer preferences,
there is little work on jointly analyzing the search
and purchase behavior to infer individual consumer
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preferences and identify the products that satisfy most
the user needs.

With the deluge of structured and unstructured
social media content, consumers’ cognitive costs in
searching and evaluating product information become
nonnegligible. As a result, search costs also play an
important role in affecting consumers’ choices in prod-
uct search engines. Therefore, a major goal of our study
is to better understand consumers’ online footprints
accounting for consumers’ heterogeneous preferences
and search costs, using both click and purchase infor-
mation. However, this task can be challenging, because
the cause of an observed search behavior by a consumer
ishard to identify—e.g., the fact that a consumer prefers
to click product A over product B may be because of
a higher valuation for A, or because the consumer has
incurred a lower search cost in searching for A than
for B.

More generally, the challenge in predicting consumer
choice with search cost is to simultaneously identify
consumers’ heterogeneous preferences and search costs
(Hortacsu and Syverson 2004). A consumer may stop
searching either because of a high valuation for the
products already found or because of a high search cost.
Either the preferences for product characteristics or the
moments of the search cost distribution can explain
the same observed search outcome (Koulayev 2014).
Keeping the above in mind, another major goal of our
study is to identify heterogeneous search costs under
the social media context, examine their effect on con-
sumer search behavior, and provide insights to prod-
uct search engines on better design and management
of social media content to improve user experience. The
key identification strategy for consumer search cost in
our study relies on the exclusion restriction that con-
sumer preferences enter the decision-making processes
of both search and purchase, whereas consumer search
cost enters only the search decision-making process.
Once the consideration set is generated after search,
the conditional purchase decision should depend only
on the consumer preferences. Our unique data set con-
taining both consumer search data and purchase data
allows us to identify these effects. In addition, we model
search cost as a function of an exclusive set of vari-
ables. From an empirical identification perspective, we
can simply view the search cost variables as additional
product characteristics.

In summary, we propose a structural economet-
ric model to understand consumers’ preferences and
search costs on product search engines to improve
user experience under large-scale, unstructured social
media. It combines an optimal stopping framework
with an individual-level random utility choice model.
It allows us to jointly estimate consumers’ hetero-
geneous preferences and search costs. Based on the
results, we are able to predict the probability that a

consumer clicks or purchases a certain product and
provide a better understanding of what drives con-
sumer engagement. Our analysis also allows us to
quantify the trade-off between consumers’ benefits and
cognitive costs from using large-scale unstructured
social media information during decision making. Our
policy experiments offer insights to search engines on
what product information they should display during
different stages of consumer search (i.e., on the search
result summary page versus product landing page), to
improve user experience, click/purchase probabilities,
and search engine revenues.

Our model is validated by a unique data set from the
online hotel search industry. We have detailed individ-
ual consumer session-level search and transaction data
from November 2008 through January 2009, contain-
ing approximately seven million observations result-
ing in room bookings in 2,117 hotels in the United
States on Travelocity.com. Our model provides more
precise measures of consumer price elasticity and het-
erogeneous preferences than does a static mixed logit
model that does not account for consumer search cost
or the sequence of the prior clicks. Our model also pro-
vides better predictive performance than does a click
model that purely relies on the click information. More
specifically, our model demonstrates the best perfor-
mance in predicting the consumer click and purchase
probabilities compared to other benchmark models.
We see a 14.92% and an 18.77% improvement in the
out-of-sample prediction using our model compared to
the next-best-performing model, with respect to click-
through and conversion probabilities, respectively.

Our policy experiments show that providing addi-
tional product information, especially the location-
related information, on the travel search engine sum-
mary page will lead to a 22.16% increase in the overall
search engine revenue. By contrast, although hiding
all hotels” price information from the search summary
page may lead to higher user “engagement” (when
engagement is measured by number of clicks), it can
hurt the travel search engine eventually by leading to
a 7.08% drop in the overall search engine revenue. On
the contrary, providing a carefully curated digest of
social media textual content on the search results sum-
mary page can lead to a 12.01% increase in the over-
all search engine revenue. This finding suggests that
it is important for product search engines to leverage
the economic value of large-scale unstructured social
media information, while in the meantime reducing
the cognitive burden of consumers by automating the
extraction of such information and presenting it to the
consumers during the earlier stages of the decision-
making process.

2. Prior Literature
Our paper draws from multiple streams of work. We
summarize them in this section.
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2.1. Search Cost and Consumer
Information Search

First, our work builds on the literature on search cost
and consumer information search. Recent studies have
found that consumers have cognitive limitations, and
search costs exist during the information search pro-
cesses. Disregarding consumers’ cognitive limitations
and the limited nature of choice sets can lead to biased
estimates of demand (e.g., Mehta et al. 2003, Kim et al.
2010, Brynjolfsson et al. 2010).

The existing literature in this field holds two dif-
ferent views of the nature of consumer search: non-
sequential search and sequential search. The former
strand of research follows Stigler’s (1961) original
model, assuming that consumers first sample a fixed
number of alternatives and then choose the best
from among them (e.g., Mehta et al. 2003, Honka
2014, Moraga-Gonzalez et al. 2017). By contrast, the
other view, arising from the job-search literature (e.g.,
Mortensen 1970), argues the actual consumer search
should follow a sequential model in which con-
sumers keep searching until the marginal cost of
an extra search exceeds the expected marginal ben-
efit. Weitzman (1979), in single-agent scenarios, and
Reinganum (1982), in multiagent scenarios, have laid
theoretical foundations for sequential search models.
In our paper, we assume consumers search sequen-
tially on product search engines. This assumption is
consistent with the mainstream research by the web
search community (e.g., Chapelle and Zhang 2009). In
addition, many recent studies in economics and mar-
keting have also adopted the sequential search strategy
for examining consumer search in an online environ-
ment (e.g., Kim et al. 2010, Koulayev 2014, Chen and
Yao 2017).

With the growing interests and the recent develop-
ment of information technologies that have made many
intensive computation tasks more tractable today,
empirical work to date has increased. Hong and Shum
(2006) were the first to develop a structural method-
ology to recover search cost from price data only.
Moraga-Gonzalez and Wildenbeest (2008) extend the
approach of Hong and Shum to the oligopoly case
and provide a maximum-likelihood estimate of the
search cost distribution. Both papers focus on markets
for homogeneous goods, using both sequential and
nonsequential search models. Hortacsu and Syverson
(2004) examine markets with differentiated goods and
develop a sequential search model to recover search
cost from the utility distribution. More recent empir-
ical studies on nonsequential search tend to focus on
the offline market with search frictions to study price
dispersion (e.g., Wildenbeest 2011), endogenous choice
sets and demand (e.g., Moraga-Gonzalez et al. 2017),
or the identification of search cost from switching cost
(Honka 2014). Recent empirical work on sequential

search examines consumers’ limited search and the
associated demand, with a focus on the online search
market (Koulayev 2014, Kim et al. 2010). Meanwhile,
De los Santos et al. (2012) use web browsing and
purchasing behavior based on book-price distribution
across 14 online bookstores to compare the extent to
which consumers are searching under nonsequential
and sequential search models.

One common practice in the existing empirical stud-
ies on both types of search models is that they typ-
ically model search cost as an inherent attribute of
the consumer. Two exceptions are Kim et al. (2010),
who model search cost as a function of the product’s
appearance frequency on Amazon.com, and Moraga-
Gonzalez et al. (2017), who consider explanatory vari-
ables such as geographic distance from a consumer’s
home to different car dealerships. In our model, search
cost is not only an inherent attribute of a consumer, but
also a consequence of the social media context in which
consumers of today are embedded. Note that, consis-
tent with prior literature, the search cost in our study
is modeled as exogenous to the consumer’s search. By
modeling consumer search cost as a random-coefficient
function of the textual variables that are related to the
unstructured social media content, we aim to examine
the nature of search cost given the increasing interplay
between product search engines and social media.

Finally, another related stream of consumer search
literature has analyzed optimal search behavior when
consumers are uncertain about the distribution of
the product price or utility (e.g., Rothschild 1974,
Rosenfield and Shapiro 1981, Bikhchandani and
Sharma 1996, Koulayev 2013, De los Santos et al. 2017).
For example, the recent work by De los Santos et al.
(2017) has relaxed the assumption that consumers
“know” the distribution of offerings while deciding on
their search strategy, and allows for learning of the util-
ity distribution. More specifically, consumers learn the
utility distribution by Bayesian updating their Dirichlet
process priors while sampling information about prod-
ucts and retailers. Our study is related to this stream
of work in that we also consider the sequential arrival
of information during different search stages, which
allows for consumer update of the initial belief toward
product utility via information search.

2.2. Search Engine Ranking and User-Generated
Content

Our work is also related to the literature on search
engine ranking. Examining the rank-position effect on
the click-through rate and conversion rate on search
engines has attracted a lot of attention. A number of
recent studies focus on the context of search-engine-
based keyword advertising and find significant empir-
ical evidence on the rank-order effect (e.g., Ghose and
Yang 2009, Goldfarb and Tucker 2011, Agarwal et al.
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2011, Yao and Mela 2011). Other studies focus on
search engine ranking for commercial products. For
example, Baye et al. (2009) use a unique data set on
clicks from one of Yahoo's price comparison sites to
estimate the search engine ranking effect on clicks
received by online retailers. Ellison and Ellison (2009)
focus on the competition of retailers ranked on price
search engines and find that the easy price search
makes demand highly price sensitive for some prod-
ucts. Ghose et al. (2012) propose a utility-gain-based
ranking (using data from past purchases, only, and not
browsing behavior) that recommends products with
the highest expected utility. The lab experiments indi-
cate a strong preference for utility-based ranking com-
pared to existing state-of-the-art alternatives. Ghose
et al. (2014) combined a hierarchical Bayesian model
and randomized user experiments to examine the
search engine ranking and personalization effects from
a causal perspective.

Finally, our work also relates to the stream of re-
search on social media and user-generated content
(e.g., Godes and Mayzlin 2004, Chevalier and Mayzlin
2006, Dellarocas et al. 2007, Duan et al. 2008, Forman
et al. 2008). It especially builds on the recent research
from a multidimensional view of the customer reviews
(e.g., Archak et al. 2011, Ghose et al. 2012, Netzer et al.
2012, Chen et al. 2018). In this paper, we aim to exam-
ine the role of social media from multiple dimensions
in affecting not only the product utility evaluation but
also the search cost of consumers.

2.3. Comparisons with Recent Literature

Our model builds on Weitzman’s (1979) optimal se-
quential search framework. To the best of our knowl-
edge, five existing studies use similar methodologies
to ours: Kim et al. (2010, 2014), Koulayev (2014), De los
Santos and Koulayev (2017), and Chen and Yao (2017).
However, our research differs from these studies in the
following ways. (i) Our model incorporates not only
consumers’ search behavior, but also their purchases.
Kim et al. (2010), De los Santos and Koulayev (2017),
and Koulayev (2014) consider only consumers’ search
information as an approximation of their actual pur-
chase decisions. (ii) Our observations include detailed
click-throughs from each ranking position on a page,
which allows us to precisely model the individual
click probability for each product, rather than for a
page with a bundle of products (i.e., a page of 15
hotels as in Koulayev 2014). More broadly speaking,
Koulayev (2014) and our paper are complimentary:
Koulayev models the costly process of discovering new
hotels by flipping pages, but stops short of model-
ing what happens between click and booking. Our
paper focuses on the second stage, starting from the
costly click to the final booking. (iii) We conduct our
analysis at the individual-consumer level as opposed

to at the aggregate market level (Kim et al. 2010,
2014). Such individual-level data allow us to lever-
age the detailed information of the sequence of clicks
per session, rather than only the independent click-
throughs. (iv) Chen and Yao (2017), De los Santos
and Koulayev (2017), and Koulayev (2014) focus on
constructing models that examine the joint use of
search refinement tools (e.g., sorting) during consumer
search. However, search refinement is not our focus
in this paper. (v) Kim et al. (2010, 2014) and Chen
and Yao (2017) assume a simpler information struc-
ture where consumers do not update their informa-
tion set during search, whereas our paper allows for a
more realistic information structure by allowing con-
sumers to update their information set before and after
click-through. (vi) Most importantly, our paper initi-
ates a special focus on the interplay between consumer
search and social media. Our goal is to use the struc-
tural econometric approach as a tool for analytics by
product search engines to improve the user experi-
ence, especially under an overload of the unstructured
social media content. We model the trade-off between
the value and the cognitive cost associated with the
large-scale unstructured social media information. We
aim to examine how search engine policies regarding
social media content, such as what information to show
on the search summary page versus product landing
page, may affect consumer search/purchase behaviors
and search engine revenues.

In addition, in two recent papers, Ghose et al. (2012,
2014) also initialized their focus on the interplay of
search engine and social media. This paper distin-
guishes from these two studies in the following ways.
(i) Ghose et al. (2012) studied only the consumer pur-
chase decisions, not search/click decisions, whereas
this paper jointly studies the click and purchase deci-
sions. (ii) Ghose et al. (2012, 2014) both focused on
only the “benefit” of social media on consumer eval-
uation of product quality for the purchase decision,
but did not consider the “cognitive cost” associated
with processing social media information during con-
sumer search. This is one major unique advantage of
this paper. None of the previous work has studied the
“cost” of social media content in affecting consumer
search and purchase decisions on product search
engines. (iii) Ghose et al. (2012, 2014) both used aggre-
gated data on click/purchase share at product level,
while this paper models consumer decision at individ-
ual level. (iv) From a methodology perspective, differ-
ent from Ghose et al. (2012, 2014), this paper accounts
for three unique constraints in the model: (1) interde-
pendency in clicks/purchases among different prod-
ucts, (2) sequential arrival of information revealed by
click-throughs, and (3) nonnegligible search costs.

A summary of the differences between this paper
and the existing studies is shown in Table 1.
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3. Data

Clickstream and Transaction Data. Our data set comes
from Travelocity.com, a leading online travel search
agency. The data set contains detailed information
on session-level consumer search, click, and purchase
events from November 2008 through January 2009,
with a total of 7,059,122 observations from 969,033 indi-
vidual sessions resulting in room bookings in 2,117
hotels in the United States." A typical online session
observed in our data set involves the following events:
the initialization of the session, the search query, the
hotel listings returned from that search query in a par-
ticular rank order, whether the consumer has used any
special sorting criteria to rerank the hotels, clicks on
any hotel listing, the login and actual transactions in
a given hotel, and the termination of the session. We
observe the hotel listings displayed to the consumer
during the search session (regardless of whether any
click occurs). If a click occurs, we observe hotel listings
the consumer observed prior to that click. Moreover,
we also observe the sequence of the clicks.

Notice that we also have detailed information asso-
ciated with each event for every corresponding hotel,
such as nightly room prices and the hotel’s posi-
tion in the set of listings returned by the search
engine (i.e., “page” and “rank”). We have the detailed
transaction-level information from Travelocity.com
that is linked to the entire session-level consumer
search data, including the final transaction price and
the number of room units and nights purchased in each
transaction. This information allows us to model con-
sumer preferences for both the search and the purchase
processes.

Hotel General Information. We collected hotel-related
information from Travelocity.com, such as hotel class,
hotel brand, number of amenities, number of rooms,
reviewer rating, number of reviews, and the textual
content of all of the reviews up to January 31, 2009 (the
last date of transactions in our database).

Hotel Location Information. In addition, we have in-
dependently collected supplemental data on hotel lo-
cation-related characteristics using automatic social
geo-mapping techniques together with image data
mining. We use geo-mapping search tools (in particu-
lar the Bing Maps API) and social geo-tags (from geon-
ames.org) to identify the number of external ameni-
ties (e.g., shops, bars) in the area around the hotel. We
use image classification methods together with human
annotations (from Amazon Mechanical Turk, AMT) to
extract whether a beach, lake, or downtown area is
nearby, and whether the hotel is close to a highway or
public transportation. We extract these characteristics
from different zoom levels of the satellite images of a
hotel location within a 0.25-, 0.5-, 1-, and 2-mile radius.
We also collect local crime rates from FBI statistics.

Hotel Service Quality Information Extracted from So-
cial Media. To fully exploit the information about hotel
service quality, we combine text mining and senti-
ment analysis to examine the natural-language text of
the customer reviews. For example, the helpfulness
of the hotel staff is a service feature one can assess
by reading the consumer opinions. Toward extract-
ing such information, we build on the previous work
of Archak et al. (2011) and Ghose et al. (2012). First,
we extract the important hotel features. Following the
automated approach introduced previously (Archak
et al. 2011, Ghose et al. 2012), we use a part-of-speech
tagger to identify the frequently mentioned nouns and
noun phrases, which we consider candidate hotel fea-
tures. We then use WordNet (Fellbaum 1998) and a
context-sensitive hierarchical agglomerative clustering
algorithm (Manning and Schutze 1999) to further clus-
ter the identified nouns and noun phrases into clusters
of similar nouns and noun phrases. The resulting set
of clusters corresponds to the set of identified product
features mentioned in the reviews. For our analysis, we
kept the top six most frequently mentioned features,
which were hotel staff, food quality, bathroom, parking facil-
ities, bedroom quality, and check-in/out front desk efficiency.

For sentiment analysis, we extracted all of the evalu-
ation phrases (adjectives and adverbs) that were used
to evaluate the individual service features (for exam-
ple, for the feature “hotel staff,” we extracted phrases
such as “helpful,” “smiling,” “rude,” “responsive”).
The process of extracting user evaluation phrases can
be automated. To measure the meaning of these eval-
uation phrases, we used AMT to exogenously assign
explicit polarity semantics to each word. To compute
the scores, we used AMT to create our ontology, with
the scores for each evaluation phrase. Our process for
creating these “external” scores was done using the
methodology of Archak et al. (2011). Finally, to han-
dle the negation (e.g., “I didn’t think the staff was
helpful”), we built a dictionary database to store all
of the negation words (e.g., “not,” “hardly”) using an
approach similar to NegEx (http://code.google.com/
p/negex; accessed September 10, 2015).

Consumer Cognitive Cost Indicators Extracted from
Social Media. Although the textual content of cus-
tomer reviews can reveal important information about
hotel quality, there is a nonnegligible cognitive cost
associated with processing such information. To cap-
ture consumers’ cognitive costs in reading the user-
generated reviews, we analyzed two sets of review text
features that are likely to affect consumers’ intellectual
efforts in internalizing review content: “readability”
(i.e., textual complexity, syllables, and spelling errors)
and “subjectivity” (i.e., mean and standard deviation).
Research has shown that both have had a significant
impact on consumer online shopping behavior in the
past (e.g., Ghose and Ipeirotis 2011). To derive the
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probability of subjectivity in the review’s textual con-
tent, we apply text-mining techniques. In particular,
we train a classifier using the hotel descriptions of
each of the hotels in our data set as “objective” doc-
uments. We randomly retrieved 1,000 reviews to con-
struct the “subjective” examples in the training set.
We conduct the training process by using a 4-gram
dynamic language model classifier provided by the
LingPipe toolkit (http://alias-i.com/lingpipe; accessed
September 10, 2015). Thus, we are able to acquire a sub-
jectivity confidence score for each sentence in a review
and then derive the mean and variance of this score,
which represent the probability of the review being
subjective.

In addition to review textual readability and sub-
jectivity, we also extracted an additional cognitive cost
indicator based on the topic complexity of the customer

Table 2. Definitions and Summary Statistics of Variables

reviews. In particular, built on prior literature (Gong
et al. 2019), we analyzed the entropy value for the dis-
tribution of topics extracted from all customer reviews
for each hotel (“Topic Entropy”). This entropy value
measures the diversity of topics covered by the cus-
tomer reviews for each hotel. Prior literature suggests
the diversity in search results affects consumer search
behavior (e.g., Weitzman 1979, Dellaert and Hé&ubl
2012). In addition, consumer psychology theories sug-
gest that as the information become noisier, users are
more likely to abandon their search (e.g., Jacoby et al.
1974, Dhar and Simonson 2003), because users tend
to get overwhelmed and discouraged by the complex-
ity of information, and therefore lose their interest or
trust in the search results. Therefore, we derived a topic
entropy score using probabilistic topic models from
machine learning and natural language processing to

Variable Definition Mean Std. dev. Min Max
PRICE_DISP Displayed price per room per night 230.98 179.76 16 2,849
PRICE_TRANS Transaction price per room per night 148.08 108.18 52 2,252
CLASS Hotel class 3.62 0.70 1 5
AMENITYCNT Total number of hotel amenities 14.37 6.22 2 23
ROOMS Total number of hotel rooms 210.12 258.27 12 2,900
BRAND Dummies for 9 hotel brands: Accor, Best western, Cendant, — — 0 1
Choice, Hilton, Hyatt, Intercontinental, Marriott, and
Starwood
PAGE Page number of the hotel 20.86 13.44 1 192
RANK Screen position of the hotel 12.09 4.32 1 25
SPECIALSORT Dummy for a special sorting method 0.10 0.30 0 1
BEACH Beachfront within 0.6 miles 0.19 0.36 0 1
LAKE Lake or river within 0.6 miles 0.23 0.44 0 1
TRANS Public transportation within 0.6 miles 0.31 0.45 0 1
HIGHWAY Highway exits within 0.6 miles 0.70 0.42 0 1
DOWNTOWN Downtown area within 0.6 miles 0.66 0.45 0 1
EXTAMENITY Number of external amenities within 1 mile, i.e., restaurants, 4.63 7.99 0 27
shopping malls, or bars
CRIME City annual crime rate 194.99 127.22 3 1,310
Social media variables (cognitive cost)
COMPLEXITY Average sentence length per review 17.50 3.77 4 44
SYLLABLES Average number of syllables per review 246.81 50.53 76 700
SPELLERR Average number of spelling errors per review 1.17 0.33 0 3.86
SUB Review subjectivity—Mean 091 0.03 0.05 1
SUBDEV Review subjectivity—Standard deviation 0.02 0.03 0 0.25
TOPICENTROPY Entropy score to measure topic complexity 2.88 0.13 1.58 2.99
Social media variables (hotel quality)
REVIEWCNT Total number of reviews 13.56 25.60 0 202
RATING Overall reviewer rating 3.94 0.39 1 5
STAFF Sentiment score for helpfulness of staff 0.35 0.62 -3 3
FOOD Sentiment score for food quality 0.69 0.66 -3 3
BATHROOM Sentiment score for bathroom quality 0.42 0.74 -3 3
PARKING Sentiment score for parking facilities 0.16 0.58 -3 3
BEDROOM Sentiment score for bedroom quality 0.49 0.86 -3 3
FRONTDESK Sentiment score for check-in/out front desk efficiency 0.54 0.55 -3 3
Model computed search cost (in U.S. dollars)
¢ Search cost for a hotel j derived from the model estimation 6.18 0.38 3.43 7.75
Total number of sessions: 969,033 Total number of hotels: 2,117
Total number of observations: 7,059,122

Time period: November 1, 2008—]January 31, 2009
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capture the “noisiness” of information provided by
the customer reviews. Topic models are unsupervised
algorithms that aim to extract hidden topics from
unstructured text data. In particular, we measure the
topic complexity of reviews for each product by esti-
mating a topic model using a latent Dirichlet alloca-
tion model (LDA) (Blei et al. 2003) and subsequently
computing the entropy (i.e., diversity) of the topic
distribution of reviews for that product. We provide
more technical details on the topic modeling in Online
Appendix E.

For a better understanding of the variables, we
present the definitions and summary statistics of all
variables in Table 2. Note that the data set in this paper
uses not only the transaction data (i.e., purchases), but
also the complete session-level data (i.e., both clicks
and purchases). The resulting data set contains approx-
imately seven million observations from one million
individual user sessions.

3.1. Model-Free Evidence of Limited
Search by Consumers

Before we describe our model, we seek from the data
suggestive evidence that could motivate our assump-
tion of consumers’ limited search. First, we plot the
distribution of the total number of pages a consumer
browses in a search session. Figure 1(a) illustrates this
distribution in detail, with the x axis representing the
page counts and the y axis representing the density.
We notice that over 25% of consumers browse only
one page, over 50% of consumers browse less than
three pages, and less than 10% of consumers browse
more than 15 pages during their search for hotels.
This finding is consistent with prior industry evidence
that consumers seldom search more than three pages
(e.g., Sterling 2008). Second, we further look into the
distribution of the average number of click-throughs
made per page during each search session. Figure 1(b)
illustrates this distribution, with the x axis represent-
ing the click-throughs per page and the y axis repre-
senting the density. We find that on average, consumers

Figure 1(a). (Color online) Distribution of Number of Pages
Browsed (Session Level)
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Figure 1(b). (Color online) Distribution of Number of
Click-Throughs per Page (Session Level)
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click less than one hotel (out of a total of 25 hotels)
per page during their search. In fact, a large majority
of consumers click less than 0.5 hotels per page, on
average. Besides, over 97% clicks occurred on the first
page. These two figures provide us preliminary evi-
dence that consumers incur nontrivial search costs and
that consumer search is limited.?

4. A Structural Model of Consumer

Sequential Search

Our data set contains the complete information on
the browsing session (e.g., list of hotels displayed, se-
quence of clicks) and the purchasing decisions that
consumers made. Consumers have three options for a
hotel during a search session: (A) do not click on the
hotel at all, (B) click on the hotel but do not purchase it,
and (C) click on the hotel and also purchase it. To iden-
tify option A from options B and C, we need to model
consumers’ click decision making. To identify option B
from option C, we need to model consumers’ purchase
decision making. As a key contribution of this analyt-
ical study, we build a holistic model of user behavior
that models both the clicking and purchasing behavior.
Our model, in summary, works as follows.

Before Click:

1. A consumer session starts with consumer brows-
ing hotels on the search results summary page. A con-
sumer can obtain any hotel information provided
on the search results summary page (with no clicks
needed) at zero cost.

2. Before clicking on a hotel, the consumer does not
observe the exact information shown on the “details”
landing page for that hotel. Instead, she forms a belief
about what information would appear on the land-
ing page, conditional on the information observed in
the search results summary page. Because no click is
needed to form the belief, we assume the consumer
incurs zero cost at this step.



Ghose, Ipeirotis, and Li: Modeling Consumer Footprints on Search Engines

Management Science, 2019, vol. 65, no. 3, pp. 1363—-1385, ©2018 INFORMS

1371

3. Given the observed information on the search
results summary page and the conditional belief of the
unobserved information on the landing page, the con-
sumer is able to infer the expected utility of each hotel
before the click-through at zero cost.

4. Meanwhile, before clicking on a hotel, the con-
sumer also forms a belief about what the expected
search cost would be if she were to click on the hotel
(e.g., due to the additional cognitive efforts needed for
processing the unstructured information on the land-
ing page), conditional on the information observed
from the search results summary page. Again, no click
is required to form the belief of search cost, and we
assume the consumer incurs zero cost at this step.

After Click:

1. The consumer session continues with a series of
clicks, where the consumer decides to click on the land-
ing pages of some hotels and to find out the exact
utilities from these hotels. The goal of search (i.e., via
click-through) is to reveal any uncertainty in the utility
(i.e., uncertainty in the landing-page characteristics as
well as the unobserved error). The set of clicked hotels
and the order of the clicks reveal information about the
preferences and search costs of the user.

2. The consideration set is being generated during
the search process. It contains all of the hotels the con-
sumer has clicked. After the costly click-through, the
consumer knows the actual utilities (rather than the
expected utility) of the clicked hotels, which form
the consideration set.

3. The consumer stops searching new hotels (and
hence stops clicking) when the expected marginal ben-
efit of doing so is less than the expected search cost.
We adopt the concept of “reservation utility” from
Weitzman (1979) to define when the consumer stops
searching. The decision of whether to continue search-
ing or to stop relies on the actual utilities of the hotels in
the consideration set at that moment® and her expected
utilities and expected search costs of the upcoming
hotels.

4. Once the consumer stops searching, the consid-
eration set is fixed. Based on the final consideration
set, the consumer makes a purchase decision (or skips
purchasing anything at all).

4.1. Model Setting
Product Utility. Assume the utility of hotel j for con-
sumer i to be a random-coefficient model as follows:

_ 5 4 /L
uy=Vi+Vi+ey, M

where V;; = V;? + V].? represents the hotel utility from the
hotel characteristics displayed on the website. It con-
sists of two conceptual components: (i) a deterministic
component, VS, the exact utility from “summary-page”
hotel characteristics consumers can directly observe on

the search summary page, and (ii) a stochastic com-
ponent, the additional utility, Vz?, from “landing-page”
hotel characteristics consumers cannot directly observe
before the click-through but can observe after the click-
through. To evaluate the overall expected utility before
the click-through, a consumer i forms a belief of the
distribution of the unobserved landing-page utility
f (V,.?) based on Vs . This belief comes from the con-
sumer’s knowledge about the utility distribution for
hotel j conditional on the observed summary-page
characteristics for this hotel. The consumer makes the
click decision based on the exact value of the summary-
page utility Vg and the expected value of the landing-
page utility E(V};). Once the consumer decides to click
on the hotel, the click-through will reveal the actual
value of the landing-page characteristics, and the con-
sumer updates the expected value E (Vlﬁ) with the
actual value Vl.L.. Moreover, we let e;; represent the
unobserved uncertainty in the consumer’s evaluation.
The consumer does not know the realization of ¢;;
unless she clicks on hotel j and visits its landing page.
In particular, we assume ¢;; to be i.i.d. across consumers
and hotels, and to follow a type I extreme value distri-
bution e;; ~ Type TEV(0,1).*

In summary, our utility setting assumes that the con-
sumer does not know the full realization of the util-
ity of hotel j before the click-through. However, the
consumer knows the distribution of the utility. This
assumption is critical and is consistent with Weitzman
(1979) and many recent studies that have examined
consumers’ sequential search behavior in the online
search contexts (e.g., Kim et al. 2010, Chen and Yao
2017, Koulayev 2014). Hence, the goal of search (i.e.,
click) is to solve the uncertainty in the consumer’s eval-
uation toward both the landing-page characteristics
and the unobserved error to reveal the true utility of a
hotel.

More specifically, let X; be a vector of summary-page
characteristics for hotel j. Let P; represent the Price for
hotel j that is also directly available to consumers on
the search results summary page. Thus, we can model
the summary-page utility as V;; = X; B, —a;P;, where g;
and «; are consumer-specific parameters capturing the
heterogeneous preferences of consumers. We assume
B ~N(B, X;), where B is a vector containing the means
of the random effects and >} 8 is a diagonal matrix con-
taining the variances of the random effects. Similarly,
we assume @; ~ N (&, 02).

Meanwhile, we model the expected value of the
preclick stochastic part of the utility as E(Vi?) =L it
where L; represents the consumer expectation toward
the landing-page characteristics for hotel j conditional
on the observed summary-page characteristics (X, P;).
Note that L; may not equal the actual values of the
landing-page characteristics. We use the tilde sign to
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distinguish L ; from the realization of its determinis-
tic value, L;. Using a similar approach proposed by
Koulayev (2014), we approximate L; by taking the
mean of the bootstrap samples from the actual infor-
mation of the landing pages of the hotels that present
the same summary-page characteristics. This approach
allows consumers to infer knowledge about the utility
distribution of a hotel based on the average knowledge
from the population with similar experience (i.e., who
are also exposed to (X i P j)). The consumer estimatNes
the expected utility of the landing page based on L;.
She updates f]» with the deterministic value L; only
after she chooses to click on hotel j and reveals the
actual deterministic values of the landing-page charac-
teristics. Let A; represent consumer-specific parameter
to capture the heterogeneity. Consistent with previous
assumptions, we assume it follows a normal distribu-
tion A; ~N(A,X,).

Therefore, we have the overall utility function as
follows. Before the click-through, the expected utility
from hotel j for consumer i is

After the click-through, the realization of the actual
utility becomes

Search Cost. We model a consumer’s search cost as
a result of the landing-page-evaluation behavior asso-
ciated with a click (i.e., cognitive cost of processing
additional unstructured information). More specifi-
cally, let Q; denote the set of actual cognitive cost
variables for evaluating the landing-page unstructured
information of hotel j. We model the actual search cost
of consumer i after clicking on hotel j to follow a log-
normal distribution’:

Cij = eXP(QjVi)/ (3a)

where y; ~ N(y, ZV), y is a vector containing the
means of the random effects and 2, is a diagonal
matrix containing the variances of the random effects.
To model the consumer’s cognitive cost of evaluat-
ing the unstructured information on the landing page,
we consider different dimensions in the cognitive-cost
variables Q;, including both the readability and the
subjectivity of the textual content of online reviews.
However, because the landing-page information is
not directly observable to the consumer before click, to
decide whether to click on a hotel, the consumer needs
to form a belief of her expected search cost conditional
on the observed summary-page characteristics of that
hotel. This means that in our model, Q; is not directly
observable to the consumer before the click-through.
Similarly, the consumer forms an expectation based

on the observed summary-page characteristics. Let Q j
capture the consumer’s expectation toward the unob-
served cognitive-cost variables of hotel j. We approxi-
mate this expectation value by taking the mean of the
bootstrap samples from the actual information of the
hotels with the same summary-page characteristics.

Based on the discussion above, we can write the
(expected) search cost of consumer i for hotel j before
the click-through as the following:

Cij = exp(QjVi)- (3b)

Thus, before the click-through of hotel j, a consumer i
makes the click decision based on the expected search
cost for j.

Note that a consumer’s search cost is a sunk cost.
It enters only the consumer’s click decision process but
not the purchase decision process. Once the consumer
forms an evaluation about the expected search cost, she
will make a click decision based on this evaluation one
time and will not need it again in the future. There-
fore, the realized actual search cost after click-through
in Equation (3a) does not enter either the click model
or the purchase model in reality. Only the expected
search cost before click-through in Equation (3b) will
enter the model estimation process (i.e., click model).
Hence, we can treat the consumer’s expected search
cost as a deterministic value in modeling her search
(click) decision, which is consistent with Weitzman
(1979). For simplicity of notation, we therefore keep the
same notation c;; to denote the expected search cost,
although the expected search cost in Equation (3b) rep-
resents an expectation value (based on Q j-not Q j).

4.2. Problem Description and the Optimal
Search Framework

In general, our consumer search problem can be de-
scribed as follows. Assume a consumer searches se-
quentially (i.e., examines alternatives one by one) to
