
Statistical Modeling:
Bigger and Bigger

David Madigan

Rutgers University
stat.rutgers.edu/~madigan



“in data analysis there is no loner any problem of
computation”

- Benzécri, 2005



•Linear model for log odds of category
membership:

Logistic Regression

log               = ∑ βj xij = βxi

p(y=1|xi)

p(y=-1|xi)



Maximum Likelihood Training

• Choose parameters (βj's) that maximize
probability (likelihood) of class labels (yi's)
given documents (xi’s)

• Tends to overfit
• Not defined if d > n
• Feature selection



• Avoid combinatorial challenge of feature
selection

• L1 shrinkage: regularization + feature selection

• Expanding theoretical understanding

• Large scale

• Empirical performance

Shrinkage Methods
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Maximum likelihood plus a constraint:

Ridge Logistic Regression

Maximum likelihood plus a constraint:

Lasso Logistic Regression
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Bayesian Perspective



Group Lasso





“soft fusion”

Balakrishnan and Madigan (2007)



• Lasso not always consistent for variable selection

• SCAD (Fan and Li, 2001, JASA) consistent but non-
convex

• relaxed lasso (Meinshausen and Buhlmann),
adaptive lasso (Wang et al) have certain
consistency results

• Zhao and Yu (2006) “irrepresentable condition”

“Consistency”



• Open source C++ implementation. Compiled
versions for Linux, Windows, and Mac (soon)

• Binary and multiclass, hierarchical, informative
priors

• Gauss-Seidel co-ordinate descent algorithm

• Fast? (parallel?)

• http://stat.rutgers.edu/~madigan/BBR

Implementation



Aleks
Jakulin’s
results



1-of-K Sample Results: brittany-l1-of-K Sample Results: brittany-l
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words, raw tf
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Features
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errors

Feature Set

 89 authors with at least 50 postings. 10,076 training documents, 3,322 test documents.

BMR-Laplace classification, default hyperparameter

4.6 million parameters

Madigan et al. (2005)



The Federalist
• “The authorship of certain numbers of the ‘Federalist’

has fairly reached the dignity of a well-established
historical controversy.” (Henry Cabot Lodge, 1886)

• Historical evidence is muddled

Table 1 Authorship of the Federalist Papers

Paper Number Author

1 Hamilton

2-5 Jay

6-9 Hamilton

10 Madison

11-13 Hamilton

14 Madison

15-17 Hamilton

18-20 Joint: Hamilton and Madison

21-36 Hamilton

37-48 Madison

49-58 Disputed

59-61 Hamilton

62-63 Disputed

64 Jay

65-85 Hamilton



•Used function words with Naïve Bayes with Poisson
and Negative Binomial model

•Out-of-sample predictive performance





best

0.05Each Word

0.05Words (>=2)

0.05Wallace features

0.05484 features

0.08Words+POS
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0.19POS
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10-fold Error RateFeature Set





• Standard “ICISS” score poorly calibrated

• Lasso logistic regression with 2.5M predictors:

Risk Severity Score for Trauma

Burd and Madigan (2006)



Safety in Lifecycle of a Drug/Biologic product

Phase 1 Phase 2Pre-clinical Phase 3
A
P
P
R
O
V
A
L

Safety Safety
Efficacy

Safety
Dose-
Ranging

Safety

Safety Concern

Post-
Marketing
Safety
Monitoring



Databases of Spontaneous ADRs

• FDA Adverse Event Reporting System (AERS)
– Online 1997 – replace the SRS
– Over 250,000 ADRs reports annually
– 15,000 drugs - 16,000 ADRs

• CDC/FDA Vaccine Adverse Events (VAERS)
– Initiated in 1990
– 12,000 reports per year
– 50 vaccines and 700 adverse events

• Other SRS
– WHO - international pharmacovigilance program





Weakness of SRS Data

• Passive surveillance
– Underreporting

• Lack of accurate “denominator”, only “numerator”
– “Numerator”: No. of reports of suspected reaction
– “Denominator”: No. of doses of administered drug

• No certainty that a reported reaction was causal
• Missing, inaccurate or duplicated data



Existing Methods
• Multi-item Gamma Poisson Shrinker (MGPS)

– US Food and Drug Administration (FDA)

• Bayesian Confidence Propagation Neural Network

– WHO Uppsala Monitoring Centre (UMC)

• Proportional Reporting Ratio (PRR and aPRR)

– UK Medicines Control Agency (MCA)

• Reporting Odds Ratios and Incidence Rate Ratios

– Other national spontaneous reporting centers and drug safety research units



Existing Methods (Cont’d)

• Focus on 2X2 contingency table projections

– 15,000 drugs * 16,000 AEs = 240 million tables
– Most Nij = 0, even though N.. very large



The Different Measures



Relative Reporting Ratio
(RRij=Nij/Eij )

• Advantages
– Simple
– Easy to interpret

• Disadvantages
– Extreme sampling variability when baseline and

observed frequencies are small
(N=1, E=0.01 v.s. N=100, E=1)

– GPS provides a shrinkage estimate of RR that
addresses this concern.

Eij=Nij*N../Ni.N.j

N..N.j

Not Drugi

Ni.NijDrugi

Not AEjAEj



log RR
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Confounding

• Contingency table analysis ignores effects of drug-
drug association on drug-AE association
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Rosinex

 Ganclex                  Nausea

6813.07442.8Observed RR

683.0732.8GPS EBGM

74.091270.0
Laplace-CVBayesian

Logistic
Regression

1182621673N

RankValueRankValue

Nausea vs. RosinexNausea vs. Ganclex

P(Ros=1)=0.1

P(Gan=1|Ros=1)=0.9

P(Gan=1|Ros=0)=0.01

P(Nausea=1|Ros=1)=0.9

P(Nausea=1|Ros=0)=0.1



Logistic Regression

• log [P/(1-P)] = intercept + ∑ (each drug effect )
– P = Pr (report with these drugs will have the AE)

• 15,000 logistic regressions with n≈3million
• 15,000 main effects
• millions of pairwise interactions???



Current Work
• Model associations between groups of drugs and groups of adverse

events
• Bayesian generative approach applicable
• Sketch:

– assign every drug to a latent group
– assign every AE to a latent group
– for each set of drugs and set of AE’s, generate a report with probability

defined by latent group memberships

• Major computational challenges
• Blei, Feinberg, Ghahramani, Roweis, etc.





Hierarchical Model

Xi Yi

Dij

Sij

b0j b1j

i=1,…,n

j=1,…,5

µ0 τ0 µ1 τ1


