Is There “Too Much” Inequality in Health Spending Across Income Groups?*

Laurence Ales  
Carnegie Mellon University  
ales@cmu.edu

Roozbeh Hosseini  
Arizona State University  
rhossein@asu.edu

Larry E. Jones  
University of Minnesota  
lej@umn.edu

May 4, 2014

Abstract

In this paper we study the efficient allocation of health resources across individuals. We focus on the relation between health resources and income. In particular we determine the efficient level of the health care social safety net for the indigent. We assume that individuals have different life cycle profiles of productivity. Health care increases survival probability. We adopt the classical approach of welfare economics by considering how a central planner with an egalitarian (ex-ante) perspective would allocate resources. We show that, under the efficient allocation, health care spending increases with labor productivity, but only during the working years. Post retirement, everyone would get the same health care. Quantitatively, we find that the amount of inequality across the income distribution in the data is of the same magnitude as what would be justified solely on the basis of production efficiency. As a rough summary, in U.S. data the top to bottom income quartile spending ratio is about 1.3 for most of the working life, dropping to 1 at retirement. Efficiency implies a steady decline from about 1.3 (at age 25) to 1 at retirement. We find larger inefficiencies in the lower part of the income distribution and ages between 50 to 65.
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1 Introduction

The U.S Department of Health & Human Services reports that in 2009 median health expenditures for people with high income was $1700 while it was $781 for people described as poor.\(^1\) Is this gap in spending too high? How would an egalitarian social planner allocate health care resources across income groups? In this paper we provide answers to these questions.

We proceed in three steps. First, we use data from the Medical Expenditure Panel Survey (MEPS) to document how health care spending varies across individuals in different income quartiles.\(^2\) Second, following Hall and Jones (2007) we develop a life cycle model in which the sole impact of health care spending is in terms of increased survival. We assume that individuals have different life cycle profiles of productivity. We study the extent to which health care expenditures should be different across productivity types. Finally, we calibrate this model and compare the efficient health care spending implied by our model to the MEPS data.

When looking at MEPS data, we focus on individuals that are not experiencing catastrophic health shocks and are employed during MEPS interviews.\(^3\) We document three facts. One, individuals in the lowest income quartile receive about 21 percent of all health care spending when young (25 to 35 years old). Their share of total health spending rises to about 25 percent when they are old (70 to 80 years old). Two, individuals in the highest income quartile receive about 28.5 percent of all health care spending. Their share of total health spending falls to about 24 percent when they are old. Third, the ratio of spending on top to bottom income quartiles is between 1.2 and 1.4 until age 60. It falls to about 1 after age 65.

To provide an answer to the questions posed earlier, we develop a dynamic life cycle model in which health care spending affects survival. We assume that individuals have different life cycle profiles of productivity. We model these profiles as deterministic conditional on an initial productivity level and assume that they follow the standard hump-shaped pattern. Given our interest on aggregate health care spending across income (productivity) groups we abstract from individuals health shocks. Within this environment we characterize the

---

\(^1\)Source: Center for Financing, Access and Cost Trends, Agency for Healthcare Research and Quality: Medical Expenditure Panel Survey, 2009. Table 1.1. Poor is defined as individuals with income at or lower than poverty line. High income is defined as individuals with more than 4 times the poverty line.

\(^2\)The Medical Expenditure Panel Survey (MEPS) is a survey administered by the U.S. department of Health & Human Services. This data set collects information on total health expenditures at individual level (these expenditures include those directly by individuals, insurance companies and government programs).

\(^3\)As will be explained later, this is done to limit the feedback effect that very poor health has on income. Also, since we use wage income as a proxy for individual productivity, we focus only on employed individuals.
efficient allocation of health care resources: that is, the allocation chosen by an ex ante egalitarian social planner.

We show that the efficient allocation features two robust properties. First, the planner devotes more health care resources towards individuals with higher productivities before retirement. The idea is simple; the planner allocates higher levels of health care (hence granting a higher survival rate) to the highly productive since the opportunity cost of an hour of work from those types is higher to society. Thus, there is a pure (productive) efficiency reason for having different levels of health care spending across the productivity distribution. Second, under the efficient allocation, retired workers receive the same amount of health care independent of their productivity. Since all workers contribute the same output at retirement (namely each worker contributes zero), there is no efficiency gain from having any difference in health care expenditures between them. In this sense, the outcome of this model is similar to the uniform provision of health care post retirement as in Medicare.

The final step is to quantify how much inequality in health care expenditure the efficient allocation generates and compare it to what we observe in MEPS data. To do so we require two steps. We first estimate age specific parameters for the survival function (the map between health spending and survival rate at each age) using health spending levels from MEPS and age specific survival rates from the Center for Disease Control and Prevention. Next we go on to estimate the distribution and profile of productivities over the life-cycle using wage income data in the Panel Study of Income Dynamics (PSID) and MEPS. Preference parameters are chosen by matching average hours worked, the capital to output ratio and the Value of a Statistical Life.\footnote{Following Hall and Jones (2007) we use the Department of Transportation Estimates for the Value of Statistical Life as the target for our calibration.}

Quantitatively the model delivers four key findings. First, we find that the efficient level of spending is quite close to the aggregate data in terms of health spending as a share of GDP. However, the age profile of health spending is steeper than what is seen in MEPS data. Spending on younger ages in the MEPS data is higher than the (ex ante) efficient level while the opposite is true for older ages.\footnote{These are consistent with the findings of Hall and Jones (2007) at the aggregate level.} Second, we find that under the efficient allocation, 22 percent of all health care spending on young individuals (between ages 25 to 35) goes to bottom income quartile. This share rises to 25 percent for individuals at or above retirement age (65 years old in our model). Third, 30 percent of all health care spending on young individuals (between ages 25 to 35) goes to the top income quartile. This share declines to 25 percent among retirees in the model. Fourth, the ratio of spending on top to bottom income quartiles during the working life ranges between 1.34 (for ages 25 to 35) and 1.0 (at
The mechanism which generates inequality in health spending across income groups in the model is very intuitive and simple. Yet, we find this simple mechanism can generate a pattern of inequality in health spending that is remarkably similar to what we observe in MEPS data, both qualitatively and quantitatively. The only point at which the MEPS data demonstrates more inequality than the efficient allocation in the model is during ages 55 to 65 years old. For this age group, the share of spending at the bottom wage income quartile in MEPS is about 21.5 percent while efficiency implies a spending share of 24.8 percent. In MEPS data, the ratio of average spending between the top and bottom income quartiles for this age group is 1.27. The ratio implied by the efficient allocation is almost 1. After retirement however (after age 65), there is a sharp drop in inequality in the data in line with what occurs in the efficient allocation.

We also compare data quantities to what we call the “Laissez Faire” allocation in the model, in which each individual splits his/her own income between consumption and health care over the life cycle. This allocation gives rise to drastically higher levels of inequality than what is seen in the data. In this sense, the current allocation of health care spending in MEPS goes a long way in providing the efficient amount of social insurance (relative to each man for himself). There are still differences between the (ex ante) efficient outcome and what we observe in data, however. These are primarily concentrated among individuals near retirement at the lower end of the income distribution.

Our quantitative results are sensitive to the parameter that determines constant flow utility that individuals enjoy if they are alive. We show that increasing this parameter leads to higher and more equal levels of health care spending in the efficient allocation. We report these results in Section 6.1.

In Section 6.2 we explore implications of the model when productivity types are private information and the planner has to use the allocation of consumption and health care spending to induce truthful revelation of productivity types. One implication of this is that the allocation of health care is unequal even after retirement. We find that under this formulation the inequality in health spending at all ages is much lower in the data than what is implied by constrained efficient allocation (even after the retirement).

Related papers

The paper closest to ours is Hall and Jones (2007). As in their paper the principle motivation for health care spending is to reduce mortality risk. They focus on a representative

\[^{6}\]Like Hall and Jones (2007), we acknowledge that this is somewhat restrictive. Not all health care spending has an effect on survival (e.g., cosmetic procedures). Also, there are a variety of other kinds of
agent formulation to derive normative implications for overall spending on health care over time and compare this with US aggregate data. In our paper, we introduce heterogeneity across agents and pursue the implications of the model across the income distribution and compare this with household-level data in the MEPS. In this regard our paper can be seen as complementary to Hall and Jones (2007) studying the optimality of health expenditures in the cross-section.

Ozkan (2011) also looks at an environment similar to ours. The focus of the paper however, is in developing a positive description of household health care decisions. Health care expenditure patterns in his model are driven by wealth heterogeneity and moral-hazard-like market inefficiencies. Additional positive papers that study how health care affects lifetime decisions are Yogo (2009) focusing on the elderly portfolio composition, De Nardi, French, and Jones (2010) looking at the effect of health expenditures on life-cycle asset accumulation. Prados (2012) estimates the effect of health status on earning ability and explores implications of expanding health insurance coverage on individuals’ productivity and welfare. Cole, Kim, and Krueger (2012) also study the effect of expanding health insurance coverage in a model in which health affects individuals’ productivities. However, they focus on the insurance-incentive trade offs arising from individual’s private effort in leading a healthy life.

The question of the efficient allocation of health care has also been addressed by Arrow (1973) and Daniels (1985). The former discuss how the approach of Rawls (1971) extended to health care would be problematic: society would be dealing with a "bottomless pit" in which an ever increasing amount of resources are diverted to the most ill individual. The latter moves towards a characterization of a more desirable allocation of health-care. This is done by relaxing the assumption in Rawls that members of society are well functioning adults and introducing health care as a primary good (using the terminology of Rawls). The theory proposed suggest that a just allocation of health care should feature a minimal levels of health expenditure for the least well off member of society.7

Our paper is also related to a large literature that documents inequality in health outcomes and health status and it’s relation to income. Refer to Deaton (1999), Deaton and Paxson (1998, 1999), Wagstaff (2002), Skinner and Zhou (2004).

The remainder of the paper is organized as follows: we begin looking at the data on health expenditures in Section 2. In Section 3, we construct a normative model of health activities – e.g., non-health spending, environmental factors and life style choices – that also affect survival. We are abstracting from these. For a brief survey of the link between health spending and survival see Hall and Jones (2007) and references therein.

7See also Powers and Faden (2006) for a related approach.
expenditures and characterize the (first best) efficient allocation. In Section 4 we calibrate the model and in section 5 we compare its quantitative implications with the data. In Section 6 we perform some robustness calculations on our results. Finally, we conclude in Section 7. The Appendix contains additional information on our data sets and includes the proofs of theoretical results.

2 Health Expenditure Facts

In this section we present stylized facts on health expenditures over the life cycle. In particular, we show how health spending varies across different income quartiles over the life cycle. In Section 2.1 we first briefly discuss the data source and sample selection. We present our empirical findings in Section 2.2.

2.1 Data and Sample Selection

Our main data source is the Medical Expenditure Panel Survey (MEPS). This is a rotating panel containing individual level data on hours worked, income and demographic variables, along with extensive information on medical expenditures. The MEPS provides annual data continuously from 1996 to 2009. For each year the MEPS provides data for roughly 30,000 individuals. Refer to Appendix C for additional details on the MEPS data set.

We study individuals between 20 and 90 years of age. Our measure of health expenditure for each individual is the sum of all actual health expenditures incurred either by that individual or provided by other sources on his/her behalf over the course of a year. Our measure of income for each individual is the sum of income from all sources (includes wage, business, unemployment benefits, dividends, interest, pension, Social Security income, etc.)

Since we are interested in the link between productivity and health spending, we only keep observations whose wage income is at least 10 percent of their total income for working age individuals (those 20 to 65 years old). In addition we exclude those who are unemployed during all their survey interviews (there are five interviews in a period of two years). This procedure allows us to only consider observations with strong link between wage income (as a proxy for productivity) and health spending. We put no such restriction for retired individuals. Finally, we remove individuals who self report to be in poor health in all their

---

8This does not include “uncompensated care”. The MEPS defines expenditures as “payments made for health care services,” which excludes the cost of services for which there was no explicit and identifiable payment linked to a specific patient (except for services provided by public hospitals and clinics). For example, the MEPS does not count provider revenues from government appropriations to hospitals and Medicare and Medicaid disproportionate-share hospital (DSH) payments, since they are not payments for specific patients. See Hadley and Holahan (2003) and Miller, Banthin, and Moeller (2004) for more details.
We also exclude observations with extremely high health expenditures. To do this, we first divide the population in 5 year age-groups from age 20 to 90. In each age-group we calculate the 99th percentile of health expenditures. We then drop observations with health expenditures above the 99th percentile of the respective age-group in each year. The reason for the last restriction on the sample is a potential issue with the endogeneity of income. For example, if a high productivity person becomes sick, his/her ability to work is likely compromised. In this case, income is lower than what would be expected from the productivity and simultaneously medical expenditures are high. This effect biases upward the estimate of spending on low income individuals (by lumping in higher productivity types with them) and biases downward the estimate of spending on high income individuals (by classifying the very sick among them as low income). The individuals that are omitted, i.e. those with consistently poor health and those with extremely high health spending, are most prone to this type of bias. Our final sample includes 235,013 separate observations. For more details on how this procedure affects spending by age and income groups refer to Appendix C.

2.2 Facts on Health Care Spending Across Income Groups

We begin by looking at average spending on health by age. This is the dotted black line in Figure 1(a). In the data, expenditures starts at about $1,100 per person per year for 25 year old individuals and then gradually rises, reaching a peak of about $8,000 per person per year at 80 years of age. Also shown in Figure 1(a) are average expenditures for the top and bottom income quartiles for ages 25 to 85. As can be seen, up to age 65, spending is higher for individuals in the higher income quartile than in the lower income quartile. This can be seen even more clearly in Figure 1(b) where we plot the ratio of average spending between the top and bottom income quartile. Over the course of the working life this ratio is between 1.2 to 1.3. So that the highest income quartile on average spends between 20 to 30 percent more over the entire pre-retirement period. After age 65, we observe a sharp

---

9In a given year an individual is interviewed multiple times. In each interview he is asked to self report his overall health (the exact question asked is: “In general, would you say your health is?”). Self reported health status can take on five possible values: poor, fair, good, very good and excellent.


11Previous versions of this paper looked at a more restrictive sample focusing on individuals whose self reported health status is within the median range of the self reported health status for the corresponding age group. This approach limits the impact of health on income by limiting by how much health varies across people at the cost of dropping a significant number of observations. Using this sample we found similar results as in the current version of the paper. See Ales, Hosseini, and Jones (2012) for more details.

12Ozkan (2011) and Jung and Tran (2010) document the opposite pattern within the entire MEPS sample. This means that if we do not exclude extreme health expenditures, extreme poor health and unemployed (or zero wage individuals) then we observe higher spending on average at the bottom income quartile. This
increase in health spending of the bottom income quartile (this is mostly due to the effect of Medicare spending, as can be seen in Figure 17(b)). This leads to a sharp decline in the ratio of spending as well. After retirement, spending by the bottom income quartile is higher (the ratio drops to 0.9), however over age we observe an increase in inequality, so that by age 85 the highest income quartile spends 10 percent more than the lowest income quartile. This finding is not robust in many dimensions and it is driven by a few extreme health spending observations (which we exclude) and is prone to the income endogeneity issue we outlined earlier. To highlight this further we show in the Appendix D that for the entire MEPS sample, median health spending on the top income quartile is higher than on the bottom income quartile. Also, in the entire sample, the income elasticity of health spending is positive and significant.
Before proceeding, we give a summary on how our sample selection affects the distribution of health spending across income quartiles for various age groups. Figures 2(a), 2(b) and 2(c) show the fraction of all health expenditures that go to each income quartile for three different age groups, for both the entire MEPS sample and our selected sample. The main observation is that the sample selection lowers the share of spending attributed to individuals in the bottom quartile of the income distribution. In addition, for the age group going from 55 to 65 (Figure 2(b)) using our selected sample implies that there is monotonicity of health spending with respect to income (i.e., also for the second and third quartile).

3 A Dynamic Model of Health and Mortality

In this section we present a model in which the sole role played by health care spending is to decrease mortality risk. Our goal is to study the relationship between individual productivity and health expenditures implied by an ex ante efficient allocation with full information.

3.1 Environment

The environment we study is similar to Hall and Jones (2007). We depart from their setup in two basic ways. First, we assume that individuals are heterogeneous in their labor productivities. Second, we allow labor supply to be endogenous. We begin by studying the allocation of a single cohort. In later sections we consider an overlapping generation structure.

The economy is populated by a continuum of finitely lived workers. Workers are heterogeneous with respect to their profile of life-cycle productivity. Productivity types will be
labeled according to $\theta_i \in \Theta = \{\theta_1, ..., \theta_I\}$ of relative size $\pi(\theta_i)$. Assume that $\theta_{i+1} > \theta_i$ for all $i = 1, \ldots, I - 1$. Types are drawn at date zero when workers are born and they are permanent, they determine a conditionally non-stochastic life cycle profile of labor productivities. Each workers faces a positive probability of death at each age. We assume that there is a terminal age $A$ so that no worker can survive to age $A + 1$. Following Hall and Jones (2007), we assume that an agent’s survival rate depends on health spending which we allow to be type and age specific and we denote by $h_a(\theta)$.

The probability of surviving to age $a + 1$ for an individual of age $a$ with health spending $h$ is given by $P_a(h)$. By assumption $P_A(h) = 0$ for all $h$. We assume the following:

**Assumption 1** $P_a(h)$, is strictly increasing and strictly concave for all $a < A$. In addition $\lim_{h \to 0} P_a'(h) = \infty$, $\forall 0 \leq a < A$.

As notation we denote by $N_{a+1}(\theta)$ the fraction of workers of type $\theta$ who survive to age $a + 1$. Workers of type $\theta$ who are alive at age $a$ receive $c_a(\theta)$ units of consumption and work for $l_a(\theta)$ hours. Given an allocation $\{c_a(\theta), l_a(\theta), h_a(\theta), N_a(\theta)\}_{a,\theta}$, lifetime preferences of a worker of type $\theta$ are

$$\sum_{a=0}^{A} \beta^a N_a(\theta) u(c_a(\theta), l_a(\theta)).$$

We assume that the per period utility function is always positive and that the per-period utility function is additively separable between consumption and leisure:

**Assumption 2** Let $u(c, l) = u(c) + v(1 - l)$ where $u', -u'', v', -v'' > 0$.

A worker of type $\theta$ who supplies $l_a(\theta)$ hours of work at age $a$, produces $w_a(\theta)l_a(\theta)$ units of output. We assume that productivity, $w_a(\theta)$, is increasing in $\theta$ up to a fixed retirement age $a_{ret}$. At and following retirement, productivity goes to zero for all types. Resources can be transferred over time, let $R = 1/\beta$ be the rate of return on storage.

Our goal is to study a key efficiency channel that will introduce inequality in health spending: more productive individuals are societally more valuable given the higher output they can generate. We study this channel in a stylized environment. For example we are

---

13We assume $h_a(\theta)$ is the total health spending in terms of consumption goods so that the price of health spending in terms of consumption good is set to one.

14In the quantitative section we relax the assumption on monotonicity of productivity for each age.

15Here, for simplicity, we assume that the age of retirement, $a_{ret}$, is fixed across all types. In the quantitative work below, we assume that $a_{ret} = 65$. An interesting extension would be to add endogenous, type specific, retirement ages to the model. See Shourideh and Troshkin (2011) for a version of this with private information, but no health spending.

16In the quantitative section the return on storage will be endogenous.
intentionally leaving out many realistic features. To mention a few, in this model only current health care spending affects survival (as opposed to a stock of health model as in Grossman (1972) and Ehrlich and Chuma (1990) or an environment where life style choices affect survival probability); there are no health shocks and finally health care spending only affects survival (it does not impact productivity or the flow utility from consumption and leisure). We acknowledge that these are important features. However, including them in the model increases the complexity of the analysis—both theoretically and empirically—without adding substantial insights. For example, consider a model with agents receiving health shocks in each age. In this case, as long as the distribution of health shocks is identical across types, then the aggregate (per type) amount of health expenditures needed to achieve a certain level of survival will be identical across types. Hence adding this feature to the model will not affect the amount of inequality in the allocation across income groups, the main focus of this paper.

3.2 The Full Information Ex Ante Efficient Allocation

In this section we derive the properties of the allocation of health care resources in our normative benchmark. The approach used in this paper is to maximize the ex-ante equally weighted sum of utility as advocated in Wagstaff (1991).17 The solution to the utilitarian planner’s problem is a Pareto efficient allocation. In particular, this allocation can be viewed as the optimal insurance arrangement against the realization of individual productivities that would be agreed on before individuals are born. The utilitarian equally weighted planning problem is given by

\[
\max_{\{c_a(\theta), l_a(\theta), h_a(\theta), N_a(\theta)\}_{\theta, a}} \sum_{\theta \in \Theta} \pi(\theta) \sum_{a=0}^{A} \beta^a N_a(\theta) u(c_a(\theta), l_a(\theta)),
\]

17For a general discussion regarding the use of this approach in determining desirable allocations of health care expenditures refer to Powers and Faden (2006). For the purpose of this paper we see two main upsides of this approach. First, we are able to evaluate, from a normative standpoint, the entire distribution of health expenditures. In contrast, the approach described in Daniels (1985) and Powers and Faden (2006) can only effectively evaluate welfare and hence, the amount of health care resources for the worse off individual (or group). Second, the MEPS data set described in Section 2, provides all the necessary data needed to evaluate the distribution of health care expenditures. In contrast, theories as in Powers and Faden (2006) or as in Daniels (1985) would require information on all the essential dimensions of well being for the former or primary goods for the latter in order to determine which group is the worse off and thus determine the lower bound on health care expenditures. Neither of these is available.
subject to

\[ \sum_{\theta \in \Theta} \pi(\theta) \sum_{a=0}^{A} \frac{1}{R^a} N_a(\theta) \left[ c_a(\theta) + h_a(\theta) - w_a(\theta) l_a(\theta) \right] \leq 0, \quad (2) \]

\[ N_{a+1}(\theta) = P_a(h_a(\theta)) N_a(\theta), \quad \forall \theta \in \Theta, \quad 0 < a \leq A, \quad (3) \]

\[ N_0(\theta) = 1, \quad \forall \theta \in \Theta. \quad (4) \]

In our first proposition we focus on the allocation of health expenditure following retirement. We show that after retirement the ex ante efficient allocation requires that all workers have the same health expenditure. The intuition for this is simple. Following retirement no worker contributes to production. In addition, consumption and leisure are equalized across individuals for each type. This implies that the utility of each worker is the same at every age following retirement. Since the planner values each individual equally, then there is no gain to the planner from having a higher number of a certain type survive to higher ages. On the other hand, the cost of producing health is convex and the return in terms of increasing survival rate is concave. This implies that it is ex ante efficient for everyone to receive the same level of health care and hence, they survive to higher ages at the same rate.

**Proposition 1** Suppose the utility function satisfies Assumptions 1 and 2. Let \( h^*_a(\theta) \) be the solution to the planner’s problem (1) for age \( a \) and type \( \theta \). Then \( h^*_a(\theta) = h^*_a(\theta') \) for all \( \theta \) and \( \theta' \) in \( \Theta \), and all \( A \geq a \geq a_{ret} - 1 \).

**Proof.** In Appendix A.1. \( \blacksquare \)

A key step driving the previous result is that following retirement all agents receive the same flow of utility. In Section 6.2 we introduce private information on agent’s own productivity. Incentives required to extract this information will cause the agents to be ex-post heterogenous. In particular, highly productive agents will receive a higher level of consumption and health expenditures in post retirement years than those with lower productivites.

We now look at health expenditures prior to retirement. Our next proposition establishes that more productive workers must have higher health expenditures at all pre-retirement ages. To show and provide intuition for this result, it is convenient to introduce a recursive formulation for the planner’s problem. The state variables will be given by: the current age of the cohort \( a \); the fraction of type \( \theta \) workers who survive to age \( a \): \( N_a(\theta) \); and the total (net) saving in the economy up to age \( a \): \( k_a \). Define the function \( V_a(N_a(\theta_1), N_a(\theta_2), ..., N_a(\theta_I); k_a) \)
as the solution of the following problem

\[
V_a(N_a(\theta_1), N_a(\theta_2), ..., N_a(\theta_I); k_a) = \max \sum_{\theta \in \Theta} \pi(\theta) \sum_{a' = a}^{A} \beta'^{a-a} N_a'(\theta) [u(c_a'(\theta)) + v(1 - l_a'(\theta))]
\]

\[
s.t \quad \sum_{\theta \in \Theta} \pi(\theta) \sum_{a' = a}^{A} \frac{1}{R^{a'-a}} N_a'(\theta) [c_a'(\theta) + h_a'(\theta) - w_a'(\theta)l_a'(\theta)] \leq k_a
\]

\[
N_a' + 1(\theta) = P_a'(h_a'(\theta)) N_a'(\theta) \quad \forall \theta \in \Theta, \forall a \leq A.
\]

During pre-retirement ages, higher productivity workers provide more labor effort and produce more output. As we will show in the next proposition, the planner always prefers to have fewer low productivity workers and a higher number of high productivity workers. The reason is that, when there are more high productivity workers, resources are higher and the planner can afford to have everyone work less and enjoy more leisure. The planner can affect the type-composition of the population by providing different amounts of health care (and hence, survival probabilities) to different types. Given that a higher number of more productive workers is desired, it is clear that the planner will provide them with a higher level of health care expenditures leading to higher survival probabilities. The following proposition formalizes this argument.\textsuperscript{18}

**Proposition 2** Suppose that the utility function satisfies Assumptions 1 and 2. Let \( h_a^*(\theta) \) be the solution to the planner’s problem (1) for age \( a \) and type \( \theta \). Then for all ages \( a < a_{ret} - 1 \), and all \( \theta_i' > \theta_i \) it follows that \( h_a(\theta_i') > h_a(\theta_i) \).

**Proof.** In Appendix A.2. □

### 3.3 The Equilibrium Allocation

In this section we briefly describe the steady state version of our environment in an overlapping generations setting. This will be the benchmark environment used in our quantitative analysis (Section 4).

The model we presented above can be interpreted as the steady state of an overlapping generations economy in which a new cohort is born in each period \( t \). Assume that there is no

\textsuperscript{18}Previous versions of this paper considered the case where health status appears as a state variable as in Grossman (1972). In this case, the pre-retirement behavior of the efficient allocation is similar to the present: more productive workers receive higher health spending than less productive workers. Upon retirement, the effect is reversed. Less productive workers initially receive a higher level of health spending. This is because at retirement less productive workers are endowed with a lower health stock. In the long run every agent receives the same amount of health expenditures. Details are available upon request.
population growth. Output is generated by a constant returns to scale production function $F(K_t, L_t)$ where $K_t$ is the aggregate capital and $L_t$ is the aggregate amount of efficiency units of labor in period $t$. Let $c_{t,a}(\theta)$, $l_{t,a}(\theta)$, $h_{t,a}(\theta)$ and $N_{t,a}(\theta)$ be consumption, hours worked, health spending and the fraction of people alive for type $\theta$ individuals at age $a$ in cohort born in period $t$. Each cohort is assigned a cohort planner who takes the return on aggregate capital, $R_t$, and wage, $W_t$, as given and maximizes the ex-ante expected welfare of its cohort. The cohort planner solves the following problem:

$$\max \sum_{\theta \in \Theta} \pi(\theta) \sum_{a=0}^A N_{t,a}(\theta) \beta^a [u(c_{t,a}(\theta)) + v(1 - l_{t,a}(\theta))]$$ (5)

subject to

$$\sum_{\theta \in \Theta} \pi(\theta) N_{t,a}(\theta) [c_{t,a}(\theta) + h_{t,a}(\theta)] + k_{t,a+1} \leq R_{t+a} k_{t,a} + W_{t+a} \sum_{\theta \in \Theta} \pi(\theta) N_{t,a}(\theta) w_a(\theta) l_{t,a}(\theta)$$

$k_{t,0} = 0$, together with the law of motion for $N$ in (3) and (4). Cohort planners’ allocations must be feasible, i.e.,

$$C_t + H_t + K_{t+1} = F(K_t, L_t) + (1 - \delta) K_t, \quad \forall t, \quad (6)$$

$$K_t = \sum_{a=0}^A k_{t-a,a}, \quad L_t = \sum_{a=0}^A N_{t-a,a}(\theta) w_a(\theta) l_{t-a,a}(\theta),$$

$$C_t = \sum_{\theta} \pi(\theta) \sum_{a=0}^A N_{t-a,a}(\theta) c_{t-a,a}(\theta), \quad H_t = \sum_{\theta} \pi(\theta) \sum_{a=0}^A N_{t-a,a}(\theta) h_{t-a,a}(\theta).$$

Our focus is on steady states. In this case the return on aggregate capital and efficiency units of labor are given by $R = F_K(K, L)$ and $W = F_L(K, L)$. Note that at the steady state, the problem in equation (5) is identical to problem (1) studied in the previous section.

### 3.4 The Laissez Faire Allocation

The full information, ex ante efficient allocation discussed in the previous section features an extreme level of insurance: each agent receives full insurance against the realization of his own productivity type $\theta$. In this section, we introduce an alternative benchmark allocation. In contrast to the allocation studied above, this benchmark features no redistribution across productivity types. We will call this benchmark the “Laissez Faire” allocation. In this case, individuals choose leisure, consumption and health expenditures constrained by their
intertemporal budget constraints. We assume that each type has access to perfect annuity markets.\textsuperscript{19} The maximization problem faced by an individual of type $\theta$ is given by:

$$\max_{c_a, l_a, N_a} \sum_{a=0}^{A} \beta^a N_a u(c_a, l_a)$$  \hspace{1cm} (7)$$

$$\text{s.t.} \quad \sum_{a=0}^{A} \frac{1}{P_a} N_a [c_a + h_a - w_a(\theta)l_a] \leq 0,$$

together with the law of motion for $N$ in (3) and (4). Using similar steps as for the ex ante efficient allocation, it can be shown that $h_a(\cdot)$ is increasing in $\theta$.

4 Parametrization

Proposition 2 establishes that the ex ante efficient allocation of health expenditures is increasing in productivity. In this section, we study, quantitatively, the magnitude of this dependence.

In the simulations a period is set to one year. Individuals are assumed to enter the economy and start working at age 20 and retire at age 65. Mortality is determined endogenously, however, we impose that individuals live at most 100 years. In order to compute the allocation, we need estimates of: (i) the survival production function, (ii) the life cycle profile of wages for each type, (iii) preference and technology parameters. We describe each step in turn.

4.1 Survival Production Function

Let $h_a$ denote health spending on an individual of age $a$. Following Hall and Jones (2007), our survival production function is given by:

$$P_a(h_a) = 1 - \frac{1}{x_a} = 1 - \frac{1}{f_a(h_a)}, \quad \forall \ 20 \leq a < 100,$$

(8)

where $x_a$ is the inverse of mortality rate at age $a$. We assume that $f_a$ is given by:

$$x_a = f_a(h_a) = A_a h_a^{\eta_a}, \quad \forall \ 20 \leq a < 100.$$  \hspace{1cm} (9)

\textsuperscript{19}This implies that consumption claims contingent on survival are priced at their actuarially fair value for each type.
As stated earlier $P_{100}(\cdot) = 0$.

The estimates of Hall and Jones (2007) for both productivity ($A_a$) and elasticity ($\eta_a$) of health expenditures are based on age specific health spending data which they scaled up so as to match the aggregate values as reported by the BEA.

In particular, their data includes nursing home expenditures as a part of health spending. Since MEPS does not include nursing home expenditures, by construction it does not match US aggregates (see Appendix C for further discussion). For this reason, we estimate the parameters $A_a$ and $\eta_a$ using the MEPS data directly instead of using the Hall and Jones (2007) estimates.

To do this, we use variations across observable demographic characteristics in both expenditures and survival rates. In particular we define an observation (group) as a unique combination of year/age/gender/race and census region of residence. Mortality by age for each group is taken from the compressed mortality tables at the CDC. We determine total mortality and subtract mortality due to homicides and suicides. Finally we drop groups that contain less than 20 separate observations in MEPS. This amounts to 4261 separate observations. We estimate (9) using a weighted regression (where weights are given by the number of distinct agents in each separate group) as described in Appendix B. Parameters are estimated for age groups of 5 years up to age 20 and 10 years thereafter. To generate parameter values for every age we then interpolate across age groups. Results are in Figure 3(a) and 3(b).

Our estimates of log productivity of the survival production function are similar to those in Hall and Jones (2007). Overall levels are different due to the different levels of aggregate health expenditures used in estimating the production functions. In our case, a smaller level of total spending is required to achieve the same overall mortality rates. An additional difference is the higher estimated elasticities for older individuals. The main reason for this is the absence of nursing home expenditures in the MEPS. Hence, using only the expenditures included in the MEPS to estimate the production functions makes it appear as if health spending is more effective at older ages: a smaller level of total spending is required to achieve the same overall mortality rates.

We have also experimented with a health production function with a baseline mortality so that $P_a(h_a) = 1 - 1/(\bar{\tau}_a + A_a h_a^{\eta_a})$. This specification provides a positive survival probability without any health spending. Baseline mortality parameters $\bar{\tau}_a$ were chosen to match survival probabilities in the US at the beginning of the 20th century as in Bell, Wade, and Goss (2005). We found that the inequality results were unaffected by this formulation. Details available upon request.

See, Meara, White, and Cutler (2004).

The issue of how to treat nursing home expenditures is a difficult one. While some of these expenses are clearly related to health care other parts are not. Moreover, these expenditures are particularly significant for median and low income earners and post retirement individuals. See also Kopecky and Koreshkova (2009).
4.2 The Life Cycle Profiles of Income

Our strategy is to estimate the life cycle profile of labor income using the heterogeneous income profile approach (HIP) as in Guvenen (2007, 2009). The motivation for using this approach is that it enables us to capture the large heterogeneity in lifetime labor income that is already established early in the work life.\footnote{See for example, Keane and Wolpin (1997).} For an individual $i$ at age $a$ our specification of log labor income is:

$$y_i^a = g_a + \alpha_i^a + \beta_i^a, \quad \forall \ a = \{20, \ldots, 65\}. \quad (10)$$

Where $g_a$ is the common (across individuals) lifecycle component of labor income. The pair $(\alpha_i^a, \beta_i^a)$ represents the source of uncertainty in our environment. As in Guvenen (2007, 2009) we assume that the parameters are jointly normally distributed with variances $\sigma^2_{\alpha_i}, \sigma^2_{\beta_i}$ and covariance $\sigma_{\alpha\beta}$. With respect to Guvenen (2007, 2009) we have two main points of departure. First $g_a$ will be point-wise determined at every age rather than being approximated by a cubic polynomial on age. Second we abstract from any additional uncertainty.\footnote{Guvenen (2007, 2009) allows for an additional autoregressive component affecting labor income.} Removing additional uncertainty does not affect our result. There are two reasons for this. First, when looking at a limited number of productivity types additional uncertainty averages out. Second, in our benchmark, the planner will provide full insurance against these observable
labor income shocks.

Figure 4: Properties of Labor Income.

To estimate the labor income process we will use two data sources. The first data set will be the MEPS described earlier; the second data source is the panel study of income dynamics (PSID).\textsuperscript{25} In both data sets we apply the same sampling procedure. For each household we consider both the head and its spouse. Following Guvenen (2009) we restrict the sample to individuals who work at least 520 hours per year and at most 5200. Finally, as described in Section 2, we filter out individuals that have low wages but high income. To make both data sets compatible (PSID data is available from 1967 to 2002 whereas MEPS is from 1996 to 2009) we remove cohort effects as described in Guvenen (2009) and Heathcote, Perri, and Violante (2010).

To determine our productivity types we proceed in several steps. The age dependent function $g_a$ will be estimated by looking at average labor income in MEPS over the course of the life cycle. This profile is shown in Figure 4(a); in this figure it can be seen that the age specific wage profile is similar in both MEPS and PSID. As a point of comparison with Hall and Jones (2007), note that our wage profile will be hump shaped.

We next estimate the joint distribution of $(\alpha^i, \beta^i)$. To estimate $\sigma^2_\alpha$, $\sigma^2_\beta$ and $\sigma_{\alpha\beta}$, we look at the variance of labor income over age in PSID. The profile of life cycle variance of labor income is displayed in Figure 4(b).\textsuperscript{26} The age profile of the cross-sectional variance in our

\textsuperscript{25}For additional information regarding the PSID refer to Heathcote, Perri, and Violante (2010).

\textsuperscript{26}We focus on PSID rather than MEPS for one key reason. Income in MEPS is top-coded at the top 1% (income is top-coded if any of the 14 sources of income considered is above the 1% threshold in it’s category). This implies a difference of an order of magnitude between top labor income earners in PSID and MEPS.
specification will be given by:

\[
\text{Var}(y_a) = \sigma_a^2 + 2\sigma_{\alpha\beta} a + \sigma_b^2 a^2.
\]

From the above, the values \(\sigma_a^2, \sigma_{\beta}^2\) and \(\sigma_{\alpha\beta}\) are estimated regressing the variance of income over age and age squared. We find the following values: \(\sigma_a^2 = 0.345, \sigma_{\beta}^2 = 0.000134\) and \(\sigma_{\alpha\beta} = 0.0021\). The value of \(\sigma_a^2\) we estimate is higher than what is reported in Guvenen (2009). This is expected since we do not consider the additional heterogeneity in income due to the autoregressive component. Our estimate of \(\sigma_{\beta}^2\) is similar but slightly lower than what is reported in Guvenen (2009). In addition, the covariance is of the opposite sign than found in Guvenen (2009). This is due to our focus on both the head of the household and the spouse. If, as in Guvenen (2009), we were to restrict to only heads of household we would estimate a similar value for both \(\sigma_{\beta}^2\) and \(\sigma_{\alpha\beta}\).

With the estimated values of \(\sigma_a^2, \sigma_{\beta}^2\) and \(\sigma_{\alpha\beta}\) we proceed and draw 10,000 pairs of \((\alpha^i, \beta^i)\). As a final step we approximate the empirical distribution of \((\alpha^i, \beta^i)\) by generating a grid of 100 points. We consider a grid of ten values over the distribution of \(\alpha\) and \(\beta\). The grid approximation is done using the procedure described in Tauchen (1986), where the grid on \(\alpha\) and \(\beta\) is “rotated” to take into account the covariance between these two values. The grid on \(\alpha\) contains 10 values corresponding to the adjusted deciles of the distribution. The grid on \(\beta\) is constructed by 8 deciles of the distribution on \(\beta\) (from the 2nd to the 9th), the lowest and highest values of the grid on \(\beta\) are estimated by looking at the 2nd and 98th percentile of the distribution of \(\beta_i\). This is done to ensure a correct approximation of the variance of labor income at older ages. The profile of the variance of log labor income in our approximation is displayed in Figure 4(b) where it is compared to the same profile from the PSID.

The final step is to map the 100 different profiles of labor income to the productivity types used in the model. In the model, a type is characterized by a given labor productivity. To estimate profiles of labor productivity we divide the yearly labor income profiles by the average yearly hours worked. We take average hours from MEPS. This step will generate 100 age profiles for labor productivity \(w_a\) each associated to one of the 100 types \(\theta \in \{\theta_1, \ldots, \theta_{100}\}\). Finally we assume that \(w_a = 0\) for \(a > 65\).
4.3 Technology and Preference Parameters

The production function is assumed to be Cobb-Douglas: \( F(K, L) = AK^\alpha L^{1-\alpha} \), where we set \( \alpha = 0.36 \). The utility function in each period is assumed to be of the form:

\[
U(c, l) = b + \frac{c^{1-\gamma}}{1-\gamma} + \psi \frac{(1-l)^{1-\epsilon}}{1-\epsilon}.
\]  

(11)

Here, the parameter \( b \) determines the flow value of being alive. The parameters \( \gamma \) and \( \epsilon \) determine the curvature of the utility function with respect to consumption and leisure, respectively. Finally, \( \psi \) denotes the weight of leisure in the utility function relative to consumption.

We begin by calibrating \( \epsilon \). Using data from CEX and PSID, Heathcote, Storesletten, and Violante (2009) estimate a micro-Frisch elasticity of labor equal to 0.38. In our utility specification the Frisch elasticity (\( \eta_F \)) for an individual working \( l \) hours is given by

\[
\eta_F = \frac{1 - l}{l}. \epsilon.
\]  

(12)

Using the approach of Browning, Hansen, and Heckman (1999) we calibrate our curvature parameter to match average yearly hours in MEPS.\(^{27}\) In MEPS, individuals aged 20 to 65 work an average of 39.5 hours per week. We assume that individuals, on average, work for 49 weeks per year. This implies average yearly hours equal to 1935.5. A standard value used for the number of feasible yearly hours is 5200 (normalized to 1 in our model). This implies that, on average, \( l = 0.38 \). Using (12), this implies that \( \epsilon = 4.29 \).

A key parameter of interest in this specification is \( b \). This parameter plays a key role in determining the value of life in the model – the higher \( b \) is, the higher is the value of a life in the model. As in Hall and Jones (2007), we choose this parameter to match the empirical value of statistical life, \( VSL \) hereafter. For 34-39 year olds in the year 2000 ($3 million).\(^{28}\)

In our benchmark calibration we calibrate jointly \( \beta \), \( b \) and \( \psi \) by targeting a capital-output ratio equal to 3, a value of statistical life equal to $3 million (at age 37) and average hours worked equal \( l = 0.38 \). In the first stage of the estimation process we minimize the equally weighted distance between model generated values and targets in the data. In a second stage we set \( A \) in the production function so that the output per person in the model matches

\(^{27}\)Refer to Browning, Hansen, and Heckman (1999) footnote a in section 3.4.1.

\(^{28}\)Greenstone, Ryan, and Yankovich (2012) also empirically find support for a VSL of $3 million. For additional discussion on the value of life refer to Hall and Jones (2007), Thaler and Rosen (1976) and Rosen (1988). Refer to Viscusi and Aldy (2003), Ashenfelter (2006) for a quantitative analysis. Technically, \( b \) is chosen so that \( VSL = 3,000,000 = |B_1(\theta) + B_2(\theta)| \) where \( B_1(\theta) \) is the value, in consumption terms of the discounted value of utility flows from age 37 on of a type \( \theta \) agent and \( B_2(\theta) \) is the value, to the planner of the excess production by a type \( \theta \). Details available from the authors on request.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Source/Target</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma )</td>
<td>Hall and Jones (2007)</td>
<td>2</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>labor supply elasticity of 0.38</td>
<td>4.2936</td>
</tr>
<tr>
<td>( \beta )</td>
<td>capital-output ratio of 3</td>
<td>0.9689</td>
</tr>
<tr>
<td>( \psi )</td>
<td>average hours of 0.38</td>
<td>( 6.6332 \times 10^{-6} )</td>
</tr>
<tr>
<td>( b )</td>
<td>VSL at age 37 = $3mln</td>
<td>( 1.3808 \times 10^{-4} )</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>capital share of income from NIPA</td>
<td>0.36</td>
</tr>
<tr>
<td>( \delta )</td>
<td>investment-output ratio of 0.235</td>
<td>0.0683</td>
</tr>
<tr>
<td>( A )</td>
<td>set ( F(K, L) ) equal to ( \frac{GDP}{\text{person 20yrs and older}} )</td>
<td>1.0142</td>
</tr>
</tbody>
</table>

Table 1: Baseline Parameters.

GDP per person older than 20 years of age in year 2005. The depreciation rate \( \delta \) is chosen to match the investment share of output. We find a value of \( \beta, b \) and \( \psi \) accordingly) on our results. The baseline parameters used for our simulation are summarized in Table 1.

5 Comparing Model and Data Quantities

In this section we compare our simulation results with the MEPS data. Before looking at the implications of the model for individual health expenditures we look at the performance of the model in terms of aggregate health expenditures.

<table>
<thead>
<tr>
<th>Ex Ante Efficient</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>In 2005 (^a)</td>
<td>$3789</td>
</tr>
<tr>
<td>As Share of GDP</td>
<td>6.39%</td>
</tr>
</tbody>
</table>

\(^a\) per person 20 years and older.

Table 2: Aggregate Health Expenditures: Ex Ante Efficient vs. Data.

In our model individuals are aged 20 and older. Therefore, we compare all per capita aggregate variables in the model with aggregate variables per person older than 20 years old in the data. As we see in Table 2, health care expenditures per person in the model are very close to those on individuals over 20 years old in the MEPS. However, the model implies higher per person health care spending than what is seen in our selected sample.

\(^{29}\) It is important that total resources in our model model be consistent with data since the share of expenditure on health care depends on the level of income. In addition, when calibrating the value of life parameter, \( b \), we use the dollar value of a statistical life. It is then important that the arguments in the utility function (consumption and leisure) have the appropriate units and scale. In the case of a model with exogenous output, we could follow the approach of Hall and Jones (2007) and normalize everything by output. However, in our model output is endogenous.
The efficient allocation in the model also implies a health care spending share that is very close to the MEPS data for individuals older than 20. However, these values are much smaller than health care spending as share of GDP in NIPA which is about 11% in 2005. As we pointed out earlier there is a discrepancy between aggregate health spending computed in MEPS and aggregate health expenditure in NIPA. Since we use MEPS to estimate our survival function we think comparing model output to MEPS is the appropriate comparison. Refer to Appendix C for additional details.

5.1 Model Results

We begin by looking at the relationship between age and average health expenditures for all types. These are shown in Figure 5(a).

As can be seen, average expenditures, for both the Laissez Faire and the ex ante efficient allocations, increase slowly as a function of age, beginning at about $550 per person per year at age 25 and increasing up to about $10,000 per person per year at age 80 for the ex ante efficient allocation. Further, the differences between the average levels of spending for the two allocations are small until retirement age. Health spending in the Laissez Faire allocation grows significantly faster after retirement. Although the average levels of the two allocations are quite similar for most ages, there are significant differences in how these expenditures are distributed across the productivity distribution. This is shown in Figures 6(a), 6(b), and
Figure 6: Share of Health Spending by Income Quartile and Age Group.

6(c). Here we break down total spending for three age groups across the four productivity quartiles for both the ex ante efficient and Laissez Faire allocations. We observe that the lowest productivity quartile accounts for about 22% of the health spending for individuals between ages 25 to 35 in the ex ante efficient allocation while about 30% of spending is on the highest types. The share going to the lowest types increases monotonically with age while that for the highest types falls. After age 65, the expenditure shares are of course 25% for all of the 4 groups (as expected given the result in Proposition 1). Overall we find that the ex ante efficiency implies a fairly generous social safety net in terms of health expenditures for the poorest income quartile.

Also shown is the distribution of spending across the groups in the Laissez Faire allocation. As can be seen, these are much more unequal. Throughout the lifetime the lowest income quartile receives less than 10% of total health spending while the top income quartile receives more than 50% of total health spending. In both of our benchmark models, expenditures on health are made to increase survival probabilities. These (i.e., average across types of unconditional survival probabilities) are shown, as a function of age, for the two allocations in Figure 5(b). As can be seen, these are quite similar in the two allocations (on average). Note, however, that because there is significant difference in health spending between high income and low income groups under the Laissez Faire allocation, there is also a significant difference in their mortality/survival. In fact this is the reason there is a sharp increase in average spending under the Laissez Faire allocation after retirement (Figure 5(a)). Since lower productivity individuals die at faster rate, high productivity individuals are a higher fraction of the population. This drives up average spending as individuals become older. Note that we don’t see this effect under the ex ante efficient allocation since, after
retirement, all individuals receive the same health spending and have the same conditional survival probabilities.

5.2 Model and Data

We now compare the results from the previous section with MEPS data. We begin by comparing overall spending by age in Figure 7(a). As we see, average spending per person of age 25 to 40 in the data is above what is called for under the ex ante efficient allocation. However, the overall spending level in MEPS data grows more slowly than what is called for in the ex ante efficient allocation. Therefore, health spending in the data at old ages is significantly lower than in the efficient allocation.

![Figure 7: Average Expenditures over Age. Ex Ante Efficient (EaE) and MEPS Data.](image)

Next, we turn to the differences in health spending by different income groups between the model and data in Figure 7(b). We find that inequality in spending by different income groups in MEPS data is very close to what would be called for in the ex ante efficient allocation for all ages. This is best summarized in Figure 8(a) which shows the ratio of average spending of the top to the bottom income quartiles in the ex ante efficient allocation and in the data. This ratio is approximately between 1.2 to 1.3 for all ages up to 50 in the data. We see a similar pattern for the ex ante efficient allocation. However, in the ex ante efficient allocation this ratio steadily decreases towards 1 while in the data it remains above 1.2 in all pre retirement ages. Hence, we see evidence of excess inequality in health
expenditures in pre-retirement ages. After retirement, inequality in health expenditures drops significantly as prescribed by the ex ante efficient allocation. For these ages, the ratio of average health spending of the top to the bottom income quartiles fluctuates around 1. We do observe a progressive increase in inequality as individuals age.

Compared to the Laissez Faire allocation, the data exhibits much less inequality in spending. Thus, in this sense, the current allocation in the U.S. is much closer to ex ante efficient than to Laissez Faire. The next three figures: Figure 9(a), 9(b) and 9(c), give more detail about the breakdown in spending across the income distribution for the three allocations for three different age groups. As can be seen, the distribution in the data (white bars) is fairly close to that in the ex ante efficient allocation (black bars) in all the age groups. As a summary we conclude that health care spending in the MEPS data is considerably less unequal than what would hold in the Laissez Faire allocation. In this sense, it appears that the overall level of social insurance, i.e. health care spending transfers from high income to low income, in the U.S. currently is significant. Figure 8(b) provides an additional useful overall summary. As can be seen under the ex ante efficient allocation, unconditional survival probabilities are larger than that seen in the data. This is expected because for most ages spending in the model is higher than in the data.\footnote{Since the maximum age in the model 100 years, spending starts to fall significantly after age 90. This is the reason that survival in the data is higher than the model for ages higher than 90.} We also see that the Laissez Faire allocation implies lower average survival rates than in the data (and in the ex ante efficient

\textbf{Figure 8:} Comparison Between Allocations. Ex Ante Efficient, Laissez Faire and MEPS Data.
allocation). This is true even though (average) overall spending is even more in the Laissez Faire allocation than in the ex ante efficient one. The reason for this is that under the Laissez Faire allocation there is more heterogeneity in mortality across the income distribution. Under this allocation, lower income individuals die at much faster rates and this brings the overall mean survival rate in the model down.\footnote{High spending by the rich does not increase their survival rates enough to offset this in the population due to the low elasticity of survival to health spending.}

6 Robustness

In this section we depart from the benchmark environment and perform robustness calculations on the results of the previous section. In particular we look at two extensions: (i) sensitivity to the value of life parameter and (ii) the introduction of private information.

6.1 Sensitivity to Value of Life Parameter

The flow utility to an agent from being alive is governed by the parameter $b$. This parameter can be calibrated by looking at the micro based estimates of the Value of Statistical Life ($VSL$). The literature studying $VSL$ provides a wide range of values. In their meta-study Viscusi and Aldy (2003) provide a reference value of $6.7$ million (with median at $7$ million) with a standard error of $5.6$ million. In our benchmark we target an average $VSL$ at age 37 equal to $3$ million. In Figure 10, we see that for different productivity types, the $VSL$ ranges from $2.5$ to about $5$ million at the top of the income distribution.
Given what the findings displayed in Figure 10 and the work in Viscusi and Aldy (2003), a potential critique is that the VSL in the benchmark model is too low. To take this into account we now explore an alternative choice for our VSL target. In particular, we target a value for VSL equal to $7.0 million. In this case, we re-calibrate the values of $b$, $\beta$ and $\psi$. The calibrated parameters for each alternative value of VSL are presented in Table 3. As is expected a higher VSL target implies a higher calibrated value of life parameter $b$. In Figure 11(a), we report average health spending by age for the two different values of VSL. As expected, a higher base flow value of utility increases the value, to the planner, of keeping each individual alive and this causes spending on health to increase and consumption to fall (not shown). Therefore, the model output with higher VSL target implies higher overall spending.\footnote{Clearly the opposite would be true with a lower VSL target.} In this sense, when looking at aggregate health expenditures levels, the benchmark choice of a VSL equal to $3 million seems to be the more appropriate one when looking at aggregate data (as in, Hall and Jones (2007)).

We now look at inequality. A higher value of being alive implies less inequality in health spending across income groups. We can see this in Figure 11(b), which shows the ratio of health care spending between top and bottom income quartiles. Therefore, the model output with a higher VSL target implies less inequality in health care spending across income groups. This is very intuitive. Note that in this model the planner faces a trade

<table>
<thead>
<tr>
<th>Case</th>
<th>b</th>
<th>$\beta$</th>
<th>$\psi$</th>
<th>$A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSL = $3 million$</td>
<td>$1.38 \times 10^{-4}$</td>
<td>0.97</td>
<td>$6.63 \times 10^{-6}$</td>
<td>1.014</td>
</tr>
<tr>
<td>VSL = $7 million$</td>
<td>$3.19 \times 10^{-4}$</td>
<td>0.964</td>
<td>$7.41 \times 10^{-6}$</td>
<td>1.016</td>
</tr>
</tbody>
</table>

Table 3: Calibrated Parameters for Different VSL Targets (* benchmark calibration).
off. On one hand, it is beneficial to keep everyone alive as long as possible to increase ex ante expected utility. On the other hand, total output (and therefore consumption) is higher if more productive individuals live longer (on average). Although, it is always optimal to have health spending be somewhat unequal, the amount of inequality that is optimal is determined by the trade-off between these two motives. When $b$ is larger, the utility value of keeping everyone alive (irrespective of their productivity) is higher. Therefore, the first effect pushes for less inequality in spending.

Quantitatively, the model prescribes less inequality in health expenditures from what we see in the data but not drastically so (for the age group 40-50 we are still within the bounds of 95% confidence interval). In particular, also in this case, clear inefficiencies emerge in pre-retirement ages. Finally, the amount of inequality in the data is closer to the ex ante efficient allocation than to the Laissez Faire one for both values of $VSL$ that we examined.

### 6.2 Adding Private Information

So far, we have focused on one reason for making health care unequal – society gets more output as a whole when more productive agents survive longer. A possible criticism of the benchmark environment is that it misses other efficiency reasons for inequality in health spending. In this section we explore a second motive for it to be optimal to introduce inequality in health expenditures: incentives. Suppose that the productivity type of the

---

Figure 11: Ex ante Efficient Allocation for Alternative Values of VSL.
agent is his own private information (as in Mirrlees (1971)). In such an environment, the planner can use differences in consumption, leisure and in our case health care expenditures to provide agents incentives to reveal their true productivity types. These differences will be spread across worker lifetimes so that we can expect that following retirement, positive inequality in health expenditures will emerge.

We assume that there are two productivity types $\theta_H > \theta_L$ and that these are the private information of the individual.\footnote{Assuming two types will maximize the effect of private information on health inequality.} Further, as in the benchmark environment, we assume that this productivity type is permanent. Preferences are as in (11). In this environment, the planner has to provide incentives for productive individuals to truthfully report their types. Since, as in the previous section, the realization of the type, $\theta$, in the first period determines the entire path of labor productivity, the planner has to induce workers to reveal their types only once - in the first period. For this reason only one incentive constraint is required to ensure truthful revelation of types. The ex ante constrained efficient allocation will be given by the solution of the planner’s problem in (1) with the addition of the following incentive compatibility constraint:

$$\sum_{a=0}^{A} \beta^a N_a(\theta_H) \left[ b + \frac{c_a(\theta_H)^{1-\gamma}}{1-\gamma} + \frac{\phi (1 - l_a(\theta_H))^{1-\epsilon}}{1-\epsilon} \right] \geq \sum_{a=0}^{A} \beta^a N_a(\theta_L) \left[ b + \frac{c_a(\theta_L)^{1-\gamma}}{1-\gamma} + \frac{\phi (1 - l_a(\theta_L)w_a(\theta_L)/w_a(\theta_H))^{1-\epsilon}}{1-\epsilon} \right].$$

This additional constraint will provide the productive individual with higher lifetime utility, which is provided via higher consumption, leisure, and a higher survival probability through higher health care spending. It can be shown that the constrained efficient allocation will feature $c_a(\theta_H) > c_a(\theta_L)$ for all ages, so that the environment will generate positive inequality in consumption.\footnote{For additional considerations regarding consumption and leisure in an environment with private information also refer to Ales and Maziero (2010).} Characterizing the behavior of health expenditure proves more challenging. Given this, we proceed numerically. For the example that follows we use the parameters of the benchmark case (refer to Table 1). To accommodate the assumption of $I = 2$, we assume $\pi(\theta_H) = \pi(\theta_L) = 0.5$ and set $w_a(\theta_H)$ equal to the average of the top half of wages from the MEPS and $w_a(\theta_L)$ equal to the average of the bottom half of wages from MEPS. Figure 12(a) shows these productivity profiles. When comparing the model with the data we use average health expenditures for the top and bottom halves of the wage income distribution in the MEPS (as opposed to the top and bottom wage income quartiles in the previous sections).

Figure 12(b) shows average expenditures for high and low productivity types and the
(a) Life cycle wage profiles averages above and below the median. MEPS data.

(b) Mean health expenditures averages above and below the median. Constrained efficient allocation (CE) and MEPS data.

Figure 12: Benchmark Environment with Private Information.

corresponding quantities from the MEPS. The dashed lines are the MEPS data and the solid lines are taken from the model. In terms of average expenditures, the level of health expenditure in the data is higher than efficient. The is primarily due to an overall drop in output that occurs because of the informational friction. Hence, it is, in part, an artifact of that choice not to recalibrate the model to match output levels in this version. The interesting aspect that emerges in this example is that spending levels are no longer equal after retirement. As can be seen in Figures 13(a), 13(b) and 13(c) the amount of inequality in the constrained efficient allocation is roughly independent of age and is higher than what is seen in the MEPS data. There are two, related, reasons for why this is true. First the planner uses survival rates as an additional instrument, above and beyond consumption and leisure, to ‘separate’ the types. In addition, the planner has a further motive for high survival rates for high types post retirement – flow utility is higher for the high types.

7 Conclusion

A key policy debate in the U.S. focuses on reforming the health care component of the social safety net. This paper contributes to this policy discussion by characterizing, in a
normative model of health care spending, the ex-ante efficient allocation. We are interested in two dimensions of the efficient allocation: the amount of inequality in health spending driven by productivity differentials and the amount of health care resources spent on the least productive segment of the population. When comparing this allocation to what we see in the data we reach two main conclusions: first, we find that the ex ante efficiency implies a fairly generous social safety net: the efficient share of healthcare spending for the bottom quartile of the income distribution is about 22% of total healthcare spending for ages 25 to 35 and it increases gradually up to 25% at retirement. Second, the amount of inequality across the income distribution that is seen in the data is consistent to what would be justified solely on the basis of production efficiency for most of the working life. We observe an inefficiently large level of inequality for pre-retirement individuals.

As usual, these conclusions depend on the particular model that we have chosen to adopt to address these questions, and thus, it is of considerable interest to see how sensitive our results are to this specification. For example, we have not included health as a ‘state’ – spending on health today only affects survival today, not at future dates (see Yogo (2009) for a specification of the health production function with this feature). Other examples of useful extensions include, but are not limited to: explicitly including illness in the model, allowing productivity to move stochastically over the life cycle and a more thorough examination of the case with private information. We leave these questions for future work.
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Appendix

A Proofs of Section 3.2

Before proving the main propositions we show the following

Lemma 1 The efficient allocation features:

1. \( h_A^*(\theta) = 0 \) for all \( \theta \in \Theta \).
2. \( c_a^*(\theta) = c^* \) for all \( \theta \in \Theta \), and all \( 0 \leq a \leq A \).
3. \( l_a^*(\theta) = 0 \) for all \( \theta \in \Theta \), and all \( a \geq a_{ret} \).
4. \( l_a^*(\theta') > l_a^*(\theta) \) for all \( \theta, \theta' \in \Theta \) with \( \theta' > \theta \) and all \( 0 \leq a < a_{ret} \).
5. \( h_a^*(\theta) > 0 \) for all \( \theta \in \Theta \), and all \( 0 \leq a \leq A - 1 \)

Proof. Statements 1. and 2. follow directly from Assumption 2 and the assumption that no agent can survive to age \( A + 1 \). Statement 3. follows from the assumption that \( w_a(\theta) = 0 \) for all \( a_{ret} \leq a \leq A \) and for all \( \theta \in \Theta \). From the first order conditions for consumption and leisure we have \( w_a(\theta)u'(c^*) = v'(1 - l_a^*(\theta)) \) for all \( \theta \) and all \( a < a_{ret} \). Which implies 4.. Finally 5. follows from Assumption 1. ■

From Lemma 1 we have that:

Corollary 1 For all \( 0 \leq a \leq A \) and for all \( \theta \in \Theta \), \( N_a(\theta) > 0 \).
A.1 Proof of Proposition 1

Proof. We first show that the claim must hold for \( a = A - 1 \). Let \( h_{A-1}^*(\theta) \) and \( h_{A-1}^*(\theta') \) be the solution to the planner problem for age \( A - 1 \) and types \( \theta \) and \( \theta' \). The allocation \( h_{A-1}^*(\theta) \) and \( h_{A-1}^*(\theta') \) must be the solution to the following maximization problem

\[
\max_{h_{A-1}(\theta), h_{A-1}(\theta')} \pi(\theta') N_{A-1}^*(\theta') P_{A-1}(h_{A-1}(\theta')) + \pi(\theta) N_{A-1}^*(\theta) P_{A-1}(h_{A-1}(\theta))
\]

subject to

\[
s.t. \quad \pi(\theta) N_{A-1}^*(\theta) \left( h_{A-1}(\theta) - h_{A-1}^*(\theta) \right) + \pi(\theta') N_{A-1}^*(\theta') \left( h_{A-1}(\theta') - h_{A-1}^*(\theta') \right) = 0
\]

If not it can be replaced by the solution of this problem. The resulting allocation will use the same amount of resources and increases the ex ante welfare (recall that consumption is the same for all types and workers do not work after retirement). It follows immediately from strict concavity of \( P_{A-1}(\cdot) \) that \( h_{A-1}^*(\theta') = h_{A-1}^*(\theta) \) for \( \theta \) and \( \theta' \).

Next suppose the claim is true for all ages \( a + 1, a + 2, \ldots, A - 1 \). We show it must be true at age \( a \). Note that the claim is true for all ages above \( a \), therefore

\[
\frac{N_{a'}^*(\theta)}{N_{a+1}^*(\theta)} = \frac{N_{a'}^*(\theta')}{N_{a+1}^*(\theta')} \quad \text{for all } a' > a + 1
\]

\( h_{a}^*(\theta) \) and \( h_{a}^*(\theta') \) must be the solution to the following maximization problem

\[
\max_{h_{a}(\theta), h_{a}(\theta')} \pi(\theta') N_{a}^*(\theta') P_{a}(h_{a}(\theta')) \sum_{a' = a + 1}^{A} \beta^a \left( \frac{N_{a'}^*(\theta')}{N_{a+1}^*(\theta')} \right) + \pi(\theta) N_{a}^*(\theta) P_{a}(h_{a}(\theta)) \sum_{a' = a + 1}^{A} \beta^a \left( \frac{N_{a'}^*(\theta)}{N_{a+1}^*(\theta)} \right)
\]

subject to

\[
\pi(\theta) \frac{1}{R_a} N_{a}^*(\theta) h_{a}(\theta) + \pi(\theta) N_{a}^*(\theta) P_{a}(h_{a}(\theta)) \sum_{a' = a + 1}^{A} \frac{1}{R_{a'+1}} \left( \frac{N_{a'}^*(\theta)}{N_{a+1}^*(\theta)} h_{a+1}^*(\theta) \right) = 0
\]

\[
+ \pi(\theta') \frac{1}{R_a} N_{a}^*(\theta') h_{a}(\theta') + \pi(\theta') N_{a}^*(\theta') P_{a}(h_{a}(\theta')) \sum_{a' = a + 1}^{A} \frac{1}{R_{a'+1}} \left( \frac{N_{a'}^*(\theta')}{N_{a+1}^*(\theta')} h_{a+1}^*(\theta') \right) = 0
\]

\[
\pi(\theta) \frac{1}{R_a} N_{a}^*(\theta) h_{a}(\theta) + \pi(\theta) N_{a}^*(\theta) P_{a}(h_{a}(\theta)) \sum_{a' = a + 1}^{A} \frac{1}{R_{a'+1}} \left( \frac{N_{a'}^*(\theta)}{N_{a+1}^*(\theta)} h_{a+1}(\theta) \right) = 0
\]

\[
+ \pi(\theta') \frac{1}{R_a} N_{a}^*(\theta') h_{a}(\theta') + \pi(\theta') N_{a}^*(\theta') P_{a}(h_{a}(\theta')) \sum_{a' = a + 1}^{A} \frac{1}{R_{a'+1}} \left( \frac{N_{a'}^*(\theta')}{N_{a+1}^*(\theta')} h_{a+1}(\theta') \right) = 0
\]

The first order conditions imply \( \frac{P'_a(h_{a}(\theta))}{1 + P'_a(h_{a}(\theta))} = \frac{P'_a(h_{a}(\theta'))}{1 + P'_a(h_{a}(\theta'))} \), and therefore \( h_{a}^*(\theta') = h_{a}^*(\theta) \).
A.2 Proof of Proposition 2

Before beginning the proof we note that the function \( V_a \) defined in Section 3.2 can be found using standard arguments as the solution of the following Bellman equation:

\[
V_a(N_a(\theta_1), N_a(\theta_2), ..., N_a(\theta_I); k_a) =
\]

\[
\max_{\theta \in \Theta} \\sum_{\theta \in \Theta} \pi(\theta) N_a(\theta) [w(c_a(\theta)) + \nu(1 - l_a(\theta))] + \beta V_{a+1}(N_{a+1}(\theta_1), N_{a+1}(\theta_2), ..., N_{a+1}(\theta_I); k_{a+1})
\]

s.t. \[ \sum_{\theta \in \Theta} \pi(\theta) N_a(\theta) [c_a(\theta) + h_a(\theta)] + k_{a+1} \leq Rk_a + \sum_{\theta \in \Theta} \pi(\theta) N_a(\theta) w_a(\theta) l_a(\theta) \]

\[ N_{a+1}(\theta) = P_a(h_a(\theta)) N_a(\theta) \quad \forall \theta \in \Theta, \forall a \leq A; \quad k_0 = 0. \]

We now go back to the proof of Proposition 2.

**Proof.** We break the proof in two steps. In Step 1, we establish that for \( a = a_{ret} - 1 \) and for all \( \epsilon > 0 \) and \((N_a(\theta_1), N_a(\theta_2), ..., N_a(\theta_I)),\)

\[
V_a \left( N_a(\theta_1), ..., N_a(\theta_I) - \epsilon, ..., N_a(\theta_I) \right) + \frac{\pi(\theta_I)}{\pi(\theta_I)} \epsilon, ..., N_a(\theta_I); k_a \right) >
\]

\[
V_a( N_a(\theta_1), ..., N_a(\theta_I), ..., N_a(\theta_I), ..., N_a(\theta_I); k_a) \tag{14}
\]

for all \( \theta_I > \theta_i \). In Step 2 we show by induction that (14) holds for all \( a < a_{ret} \). In this step we will also complete the proof of the proposition.

**Step1**

Without loss of generality and in order to make notation easier to follow we present the proof for \( \theta_1 \) and \( \theta_I \). Let \((c^*_a(\theta), l^*_a(\theta), h^*_a(\theta), N^*_a(\theta))\) and \( k^*_a \) be the solution to the planner’s problem. Consider the following perturbation in the distribution of types alive at age \( a_{ret} - 1 \).

\[
\tilde{N}_{a_{ret} - 1}(\theta_1) = N^*_{a_{ret} - 1}(\theta_1) - \epsilon
\]

\[
\tilde{N}_{a_{ret} - 1}(\theta_I) = N^*_{a_{ret} - 1}(\theta_I) + \frac{\pi(\theta_1)}{\pi(\theta_I)} \epsilon
\]

\[
\tilde{N}_{a_{ret} - 1}(\theta) = N^*_{a_{ret} - 1}(\theta) \quad \text{for all other } \theta
\]

Consider an alternative allocation \((\tilde{c}_{a_{ret} - 1}(\theta), I_{a_{ret} - 1}(\theta), \tilde{h}_{a_{ret} - 1}(\theta))\) such that

\[
\tilde{c}_{a_{ret} - 1}(\theta) = c^*_{a_{ret} - 1}(\theta)
\]

\[
\tilde{h}_{a_{ret} - 1}(\theta) = h^*_{a_{ret} - 1}(\theta)
\]

\[
\tilde{l}_{a_{ret} - 1}(\theta) = l^*_{a_{ret} - 1}(\theta) \quad \theta = \theta_1, \ldots, \theta_{I-1}
\]

\[
\tilde{l}_{a_{ret} - 1}(\theta_I) = \frac{N^*_{a_{ret} - 1}(\theta_I) \pi(\theta_I) w_{a_{ret} - 1}(\theta_I) l^*_{a_{ret} - 1}(\theta_I) + \epsilon \pi(\theta_I) w_{a_{ret} - 1}(\theta_I) l^*_{a_{ret} - 1}(\theta_I)}{\left( N^*_{a_{ret} - 1}(\theta_I) \pi(\theta_I) + \epsilon \pi(\theta_I) \right) w_{a_{ret} - 1}(\theta_I)}
\]

A couple of remarks about this alternative allocation. One, note that \( \tilde{l}_{a_{ret} - 1}(\theta_I) \) has been chosen so that the total output in period \( a_{ret} - 1 \) is unchanged. Second, we have shown in
proposition 1 that \( h_{a+1}^*(\theta) \) is the same for all types. Therefore, the fact that there are more \( \theta_I \) types under the alternative allocations does not affect feasibility.

Note that the utility from consumption under both allocations is the same:

\[
\sum_\theta \pi(\theta) \tilde{N}_{a+1}(\theta) u(\tilde{c}_{a+1}(\theta)) = \sum_\theta \pi(\theta) N_{a+1}^*(\theta) u(c_{a+1}(\theta)).
\]

To establish the claim we need to show

\[
\sum_\theta \pi(\theta) \tilde{N}_{a+1}(\theta) v(1 - \tilde{l}_{a+1}(\theta)) > \sum_\theta \pi(\theta) N_{a+1}^*(\theta) v(1 - l_{a+1}(\theta)).
\]

Note that

\[
\tilde{l}_{a+1}(\theta_I) = \frac{N_{a+1}^*(\theta_I)}{N_{a+1}(\theta_I) + \epsilon \pi(\theta_I)} N_{a+1}(\theta_I) + \epsilon \pi(\theta_I) l_{a+1}(\theta_I) + \epsilon \pi(\theta_I) l_{a+1}(\theta_I)
\]

where we have defined \( \tilde{l}_{a+1}(\theta_I) \) as the weighted average of \( l_{a+1}(\theta_I) \) and \( l_{a+1}(\theta_I) \). Then,

\[
\sum_\theta \pi(\theta) \tilde{N}_{a+1}(\theta) v(1 - \tilde{l}_{a+1}(\theta)) - \sum_\theta \pi(\theta) N_{a+1}^*(\theta) v(1 - l_{a+1}(\theta)) =
\]

The last inequality follows from strict concavity of \( v(\cdot) \).

**Step 2**

Suppose for all \( \epsilon > 0 \), \((N_{a+1}(\theta_1), N_{a+1}(\theta_2), \ldots, N_{a+1}(\theta_I))\),

\[
V_{a+1}\left(N_{a+1}(\theta_1) - \epsilon, \ldots, N_{a+1}(\theta_I) + \frac{\pi(\theta_1)}{\pi(\theta_I)} \epsilon; k_{a+1}\right) > V_{a+1}(N_{a+1}(\theta_1), \ldots, N_{a+1}(\theta_I); k_{a+1}).
\]

First we show that \( h_a^*(\theta_1) < h_a^*(\theta_I) \). Let \((N_{a+1}^*(\theta_1), N_{a+1}^*(\theta_2), \ldots, N_{a+1}^*(\theta_I)) \) and \((h_a^*(\theta_1), \ldots, h_a^*(\theta_I)) \) be the solution given \((N_a(\theta_1), N_a(\theta_2), \ldots, N_a(\theta_I))\). Suppose \( h_a^*(\theta_1) > h_a^*(\theta_I) \). Consider the
following alternative allocation:

\[
\tilde{c}_a(\theta) = c^*_a(\theta) \\
\tilde{l}_a(\theta) = l^*_a(\theta) \\
\tilde{N}_{a+1}(\theta_1) = N^*_{a+1}(\theta_1) - \epsilon \\
\tilde{N}_{a+1}(\theta_I) = N^*_{a+1}(\theta_I) + \frac{\pi(\theta_I)}{\pi(\theta_I)} \epsilon \\
\tilde{N}_{a+1}(\theta) = N^*_{a+1}(\theta) \quad \text{for all other } \theta \\
\tilde{h}_a(\theta) = h^*_a(\theta) \quad \theta = \theta_2, \ldots, \theta_{I-1}.
\]

We choose \( \tilde{h}_a(\theta_1) \) and \( \tilde{h}_a(\theta_I) \) such that the total number of people who survive to the next period is the same

\[
P_a(\tilde{h}_a(\theta_1)) = \frac{\tilde{N}_{a+1}(\theta_1)}{N_a(\theta_1)} = \frac{N^*_{a+1}(\theta_1)}{N_a(\theta_1)} - \frac{\epsilon}{N_a(\theta_1)}, \\
P_a(\tilde{h}_a(\theta_I)) = \frac{\tilde{N}_{a+1}(\theta_I)}{N_a(\theta_I)} = \frac{N^*_{a+1}(\theta_I)}{N_a(\theta_I)} + \frac{\pi(\theta_I)}{\pi(\theta_I)} \frac{\epsilon}{N_a(\theta_I)}.
\]

We will show next that this allocation is feasible. In particular, we will show that the cost of delivering these health statuses for type \( \theta_1 \) and \( \theta_I \) is lower than that of the original allocation.

Note that because \( P_a(\cdot) \) is concave, we have

\[
P_a(\tilde{h}_a(\theta_1)) - P_a(h^*_a(\theta_1)) = -\frac{\epsilon}{N_a(\theta_1)} > P'_a(\tilde{h}_a(\theta_1))(\tilde{h}_a(\theta_1) - h^*_a(\theta_1)) \\
P_a(\tilde{h}_a(\theta_I)) - P_a(h^*_a(\theta_I)) = \frac{\pi(\theta_I)}{\pi(\theta_I)} \frac{\epsilon}{N_a(\theta_I)} > P'_a(\tilde{h}_a(\theta_I))(\tilde{h}_a(\theta_I) - h^*_a(\theta_I))
\]

and therefore

\[
\tilde{h}_a(\theta_1) - h^*_a(\theta_1) < -\frac{\epsilon}{N_a(\theta_1)P'_a(\tilde{h}_a(\theta_1))} \\
\tilde{h}_a(\theta_I) - h^*_a(\theta_I) < \frac{\pi(\theta_I)}{\pi(\theta_I) N_a(\theta_I) P'_a(\tilde{h}_a(\theta_I))} \frac{\epsilon}{P'_a(\tilde{h}_a(\theta_I))}.
\]
Next, we will show that \( \sum_\theta \pi(\theta) N_a(\theta) \tilde{h}_a(\theta) - \sum_\theta \pi(\theta) N_a(\theta) h^*_a(\theta) < 0 \). Note that

\[
\sum_\theta \pi(\theta) N_a(\theta) \tilde{h}_a(\theta) - \sum_\theta \pi(\theta) N_a(\theta) h^*_a(\theta) \\
= N_a(\theta_1) \pi(\theta_1) \left( \tilde{h}_a(\theta_1) - h^*_a(\theta_1) \right) + N_a(\theta_I) \pi(\theta_I) \left( \tilde{h}_a(\theta_I) - h^*_a(\theta_I) \right) \\
< N_a(\theta_1) \pi(\theta_1) \left( -\frac{\epsilon}{N_a(\theta_1) P'_a(\tilde{h}(\theta_1))} \right) + N_a(\theta_I) \pi(\theta_I) \left( \frac{\pi(\theta_1)}{\pi(\theta_I)} \frac{\epsilon}{N_a(\theta_1) P'_a(\tilde{h}(\theta_1))} \right) \\
= \epsilon \pi(\theta_1) \left( \frac{1}{P'_a(\tilde{h}_a(\theta_1))} - \frac{1}{P'_a(\tilde{h}_a(\theta_I))} \right) \leq 0
\]

Since we assumed \( h^*_a(\theta_1) > h^*_a(\theta_I) \), we can always find \( \epsilon \) small enough such that \( \tilde{h}_a(\theta_1) > \tilde{h}_a(\theta_I) \). Then, the last inequality follows from strict concavity of \( P_a(\cdot) \).

So far we have shown that if \( h^*_a(\theta_1) > h^*_a(\theta_I) \), there is an alternative allocation which is feasible, uses less resources and increases the value of the planner’s objective, since

\[
V_{a+1}(N^*_a(\theta_1), \ldots, N^*_a(\theta_I); k_{a+1}) < V_{a+1}(N^*_a(\theta_1) - \epsilon, \ldots, N^*_a(\theta_I) + \frac{\pi(\theta_1)}{\pi(\theta_I)} \epsilon; k_{a+1}).
\]

This is a contradiction. Therefore, at the optimal allocation we must have \( h^*_a(\theta_1) \leq h^*_a(\theta_I) \). Now suppose, \( h^*_a(\theta_1) = h^*_a(\theta_I) \). Consider the same allocation as above with \( \epsilon \) very small.

\[
\tilde{h}_a(\theta_1) = P^{-1}_a \left( P_a(h^*_a(\theta_1)) - \frac{\epsilon}{N_a(\theta_1)} \right) \\
\tilde{h}_a(\theta_I) = P^{-1}_a \left( P_a(h^*_a(\theta_I)) + \frac{\pi(\theta_1)}{\pi(\theta_I)} \frac{\epsilon}{N_a(\theta_I)} \right)
\]

Define the function \( F(\epsilon) \) as

\[
F(\epsilon) = N_a(\theta_1) \pi(\theta_1) \left( \tilde{h}_a(\theta_1) - h^*_a(\theta_1) \right) + N_a(\theta_I) \pi(\theta_I) \left( \tilde{h}_a(\theta_I) - h^*_a(\theta_I) \right) \\
= N_a(\theta_1) \pi(\theta_1) \left[ P^{-1}_a \left( P_a(h^*_a(\theta_1)) - \frac{\epsilon}{N_a(\theta_1)} \right) - h^*_a(\theta_1) \right] + \\
N_a(\theta_I) \pi(\theta_I) \left[ P^{-1}_a \left( P_a(h^*_a(\theta_I)) + \frac{\pi(\theta_1)}{\pi(\theta_I)} \frac{\epsilon}{N_a(\theta_I)} \right) - h^*_a(\theta_I) \right]
\]

\( F(\epsilon) \) is the extra resources that the alternative allocation uses (relative to the optimal allocation). Note that

\[
F'(0) = -\pi(\theta_1) \frac{1}{P'_a(h^*_a(\theta_1))} + \pi(\theta_I) \frac{1}{P'_a(h^*_a(\theta_I))} = 0.
\]

Therefore, if \( h^*_a(\theta_1) = h^*_a(\theta_I) \), the perturbation has no first order effect on cost of health. However, we know there is a first order effect on the next period value function (again, since \( V_{a+1}(N^*_a(\theta_1), \ldots, N^*_a(\theta_I) ; k_{a+1}) < V_{a+1}(N^*_a(\theta_1) - \epsilon, \ldots, N^*_a(\theta_I) + \frac{\pi(\theta_1)}{\pi(\theta_I)} \epsilon; k_{a+1}) \)). This is
then $h_\ast_a^\ast(\theta_1) < h_\ast_a^\ast(\theta_I)$. To complete the proof we need to show that, this also implies

$$
V_a(N_a(\theta_1), \ldots, N_a(\theta_I); k_a),
$$

Consider the following tilde allocation

$$
\tilde{N}_a(\theta_1) = N_a(\theta_1) - \epsilon
$$
$$
\tilde{N}_a(\theta_I) = N_a(\theta_I) + \frac{\pi(\theta_I)}{\pi(\theta_I)} \epsilon
$$
$$
\tilde{N}_a(\theta) = N_a(\theta) \quad \text{for all other } \theta
$$
$$
\tilde{c}_a(\theta) = c_a^\ast \quad \text{for all } \theta
$$
$$
\tilde{h}_a(\theta) = h_\ast_a(\theta) \quad \theta = \theta_2, \ldots, \theta_{I-1}
$$
$$
\tilde{l}_a(\theta) = l_a^\ast(\theta) \quad \theta = \theta_1, \ldots, \theta_{I-1}
$$

We choose $\tilde{l}_a(\theta_I)$ such that the total output in period $a$ is unchanged, i.e.

$$
\tilde{l}_a(\theta_I) = \frac{N(\theta_I) \pi(\theta_I) w_a(\theta_I) l_a^\ast(\theta_I) + \epsilon \pi(\theta_I) w_a(\theta_I) l_a^\ast(\theta_I)}{(N(\theta_I) \pi(\theta_I) + \epsilon \pi(\theta_I)) w_a(\theta_I)}.
$$

Note that

$$
\tilde{N}(\theta_I) \pi(\theta_I) w_a(\theta_I) \tilde{l}_a(\theta_I) + \tilde{N}(\theta_1) \pi(\theta_1) w_a(\theta_1) \tilde{l}_a(\theta_1) = N(\theta_I) \pi(\theta_I) w_a(\theta_I) l_a^\ast(\theta_I) + N(\theta_1) \pi(\theta_1) w_a(\theta_1) l_a^\ast(\theta_1).
$$

Finally, we choose $\tilde{h}_a(\theta_1)$ and $\tilde{h}_a(\theta_I)$ such that the new allocation is feasible and the total number in the population in period $a + 1$ is unchanged. Moreover, define $\tilde{h}_a(\theta_1)$ and $\tilde{h}_a(\theta_I)$ such that $P_a(\tilde{h}_a(\theta_1))(N_a(\theta_1) - \epsilon) < N_{a+1}^\ast(\theta_1)$ and $P_a(\tilde{h}_a(\theta_I))(N_a(\theta_I) + \frac{\pi(\theta_I)}{\pi(\theta_I)} \epsilon) > N_{a+1}^\ast(\theta_I)$. Let

$$
P_a(\tilde{h}_a(\theta_1)) = \frac{N_{a+1}^\ast(\theta_1)}{N_a(\theta_1) - \epsilon} - \delta_1
$$
$$
P_a(\tilde{h}_a(\theta_I)) = \frac{N_{a+1}^\ast(\theta_I)}{N_a(\theta_I) + \frac{\pi(\theta_1)}{\pi(\theta_I)} \epsilon} + \delta_I
$$

for some positive $\delta_1$ and $\delta_I$. To make sure the total number of people in period $a + 1$ is
unchanged we must choose \( \delta_1 \) and \( \delta_I \) such that

\[
\pi(\theta_1)(N_a(\theta_1) - \epsilon)\delta_1 = \pi(\theta_1) \left( N_a(\theta_1) + \frac{\pi(\theta_1)}{\pi(\theta_1)} \epsilon \right) \delta_I
\]

Moreover, note that \( \frac{N_{a+1}^*(\theta_1)}{N_a(\theta_1) - \epsilon} > P_a(h_a^*(\theta_1)) \) and \( \frac{N_{a+1}^*(\theta_1)}{N_a(\theta_1) + \frac{\pi(\theta_1)}{\pi(\theta_1)} \epsilon} < P_a(h_a^*(\theta_I)) \). Therefore, we can choose \( \delta_1 \) and \( \delta_I \) small enough so that \( P_a(\tilde{h}_a(\theta_1)) > P_a(h_a^*(\theta_1)) \) and \( P_a(\tilde{h}_a(\theta_I)) < P_a(h_a^*(\theta_I)) \).

Note that, \( P_a(\cdot) \) and \( P_a(h_a(\theta)) \) have the same average as \( P_a(h_a^*(\theta_1)) \) and \( P_a(h_a^*(\theta_I)) \) and are more concentrated. Also, note that \( P_a(\cdot) \) is an strictly concave and monotone function. Therefore, \( P_a^{-1}(\cdot) \) is a strictly convex function. Since \( P_a(\cdot) \) is strictly increasing and concave, \( P_a^{-1}(\cdot) \) is a strictly convex function. This function has a lower average over \( P_a(h_a(\theta_1)) \) and \( P_a(h_a(\theta_I)) \) than \( P_a(h_a^*(\theta_1)) \) and \( P_a(h_a^*(\theta_I)) \), i.e.,

\[
\bar{N}(\theta_1)\pi(\theta_1)\tilde{h}_a(\theta_I) + \bar{N}(\theta_1)\pi(\theta_1)\tilde{h}_a(\theta_I) < N(\theta_1)\pi(\theta_1)h_a^*(\theta_I) + N(\theta_1)\pi(\theta_1)h_a^*(\theta_I).
\]

Therefore, the alternative allocation is feasible. Note that from our assumption we know

\[
V_{a+1}(N_a(\theta_1)P_a(\tilde{h}_a(\theta_1)), \ldots, N_a(\theta_I)P_a(\tilde{h}_a(\theta_I)); k_{a+1}^*) > V_{a+1}(N_{a+1}(\theta_1), \ldots, N_{a+1}(\theta_I); k_{a+1}^*).
\]

Using an argument similar to what we used for the problem in age \( a_{ret} - 1 \) we can show that

\[
\sum_\theta \pi(\theta)\tilde{N}_a(\theta)v(1 - \tilde{l}_a(\theta)) < \sum_\theta \pi(\theta)N_a(\theta)v(1 - l_a^*(\theta)).
\]

Therefore the proof is complete. ■

### B Estimation of the Survival Production Function

The structure of the health production function in (9) that we estimate is:

\[
x_{a,t,j} = A_a(z_t h_{a,t,j} s_{a,t})^{\eta_a},
\]

where \( x_{a,t,j} \) is the inverse of non-suicide, non-homicide mortality rate for agents of age \( a \) at time \( t \) and in group \( j \); \( h_{a,t,j} \) are health expenditures, \( z_t \) is aggregate productivity at time \( t \) and \( s_{a,t} \) are other sources that influence mortality different from health expenditures. Our objective is to estimate \( A_a \) and \( \eta_a \) for each age \( a \). The estimation procedure follows Hall and Jones (2007) closely. One key difference are the observations used for the estimation. Hall and Jones (2007) use variation in mortality and expenditures across years using data from 1950 to 2000 (at five year intervals). In our case, we have cross-sectional data over time only for years 1996 to 2009.\(^{35}\) To introduce additional variation we partition our sample in groups conditional on observable demographic characteristics. These include race, gender

\(^{35}\text{In the estimation we also include data for 1987 taken from the National Medical Expenditure Survey 1987 (NMES87). This is a precursor to the MEPS discussed in this paper and shares the same structure. Additional information on NMES87 is at: http://wonder.cdc.gov/}.$}
and census region of residence. Taking logs of the previous equation we get

\[
\log \tilde{x}_{a,t,j} = \log A_a + \eta_a \left[ \log z_t + \log h_{a,t,j} + \log s_{a,t} \right] + \epsilon_{a,t,j}, \quad \forall a, t, j.
\]

To identify \( A_a \) and \( \eta_a \) we remove the effects due to \( z_t \) and \( s_{a,t} \). Let \( \log s_{a,t} = g_{s,a} + \gamma_{a,t} \). We estimate \( g_{s,a} \) looking at the average health expenditure growth in our time periods. Substituting in the above we have

\[
\log \tilde{x}_{a,t,j} = \log A_a + \eta_a \left[ \log z_t + \log h_{a,t,j} + g_{s,a} + \tilde{\epsilon}_{a,t,j} \right], \quad \forall a, t, j. \tag{15}
\]

Where \( \tilde{\epsilon}_{a,t,j} = \epsilon_{a,t,j} + \eta_a \gamma_{a,t} \). Differencing over time (15) and taking expectations we have

\[
E_t[\Delta \log \tilde{x}_{a,t,j}] = \eta_a E_t \left[ \Delta \log z_t + \Delta \log h_{a,t,j} + g_{s,a} \right], \quad \forall a, t, \tag{16}
\]

where for all \( a, t, j \) we have assumed that \( E_t[\tilde{\epsilon}_{a,t+1,j} - \tilde{\epsilon}_{a,t,j}] = 0 \). The key identifying assumption is that

\[
(1 - \mu) E_t[\Delta \log \tilde{x}_{a,t,j}] = g_{s,a} \eta_a, \quad \forall a, t, j.
\]

With \( \mu = 2/3 \). Substituting into (16) and taking expectations over time we have for all \( a \):

\[
g_{s,a} \eta_a = (1 - \mu) \eta_a E_t \left[ \Delta \log z_t + \Delta \log h_{a,t,j} + g_{s,a} \right] \rightarrow g_{s,a} = \frac{(1 - \mu)}{\mu} E_t \left[ \Delta \log z_t + \Delta \log h_{a,t,j} \right].
\]

Given the value of \( g_{s,a} \) we can estimate \( A_a \) and \( \eta_a \).

C The MEPS Data Set

The Medical Expenditure Panel Survey (MEPS) is a large-scale panel survey administered by the U.S. department of Health & Human Services since 1996. The survey is designed to be representative of the non-institutionalized population in the U.S. The dataset collects information on what health services are used, how frequently they are used and what expenses are incurred in using these services. The MEPS data is one of the main sources for the National Health Expenditure Accounts (NHEA). Our main source is the household component of the data set (MEPS-HC) which is designed with an overlapping structure. Each household is interviewed 5 times over a 2 1/2-year period. Each wave contains roughly 30,000 individuals for a total of around 12,000 families. Data is available from year 1996 to 2009. To make observations comparable across years, all variables in the data set are deflated to 2005 dollars using the recommended price indices.\(^{36}\) For each individual in the MEPS we are provided with frequency weights designed to make the population comparable with the Current Population Survey. We aggregate the MEPS data using these weights.

In each interview, data is collected on: demographic variables, income variables, hours worked, various measures of self reported health and specific questions on health conditions.

\(^{36}\)Refer to: http://www.meps.ahrq.gov/mepswebabout\_meps/Price\_Index.shtml.
### Year Observations

<table>
<thead>
<tr>
<th>Year</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>22,601</td>
</tr>
<tr>
<td>1997</td>
<td>34,550</td>
</tr>
<tr>
<td>1998</td>
<td>21,107</td>
</tr>
<tr>
<td>1999</td>
<td>24,614</td>
</tr>
<tr>
<td>2000</td>
<td>25,090</td>
</tr>
<tr>
<td>2001</td>
<td>33,554</td>
</tr>
<tr>
<td>2002</td>
<td>39,162</td>
</tr>
<tr>
<td>2003</td>
<td>34,124</td>
</tr>
<tr>
<td>2004</td>
<td>34,399</td>
</tr>
<tr>
<td>2005</td>
<td>33,957</td>
</tr>
<tr>
<td>2006</td>
<td>34,142</td>
</tr>
<tr>
<td>2007</td>
<td>30,962</td>
</tr>
<tr>
<td>2008</td>
<td>33,058</td>
</tr>
<tr>
<td>2009</td>
<td>36,849</td>
</tr>
</tbody>
</table>

**Table 4:** Observations available per year in MEPS data.

In addition the data set includes detailed information on: health services usage, charges incurred and expenditures (including out of pocket) on these services. This data is complemented with information obtained from the individual’s medical providers. In particular the following payment sources are included in the MEPS:

1. Out of pocket by patient or patient’s family;
2. Medicare and Medicaid;
3. Private Insurance including automobile, homeowner’s, liability insurances;
4. TRICARE and Veterans’ administration; other federal, state and local sources;
5. Workers compensation.

### MEPS Sample vs. Selected Sample

There are a total of 438,259 observations in MEPS. In Table 4, we summarize the number of raw observations available for each year in our data. From the sample we drop individuals with missing self reported health status and/or missing age. We also limit our analysis to individuals older than 20 years old who report positive total income. We call the resulting sample ‘Entire MEPS.’ This sample sample has a total of 262,986 observations. As outlined in the text, we perform our analysis on a filtered sample. We drop individuals who report being in poor health in all their interviews as well as individuals with extremely high health expenditure in each age group (those with expenditure higher than the top 1%). We also drop working age individuals (age 20 to 65) whose wage income is less than 10% of their total income, or are reported to be unemployed in all their 5 interviews. This selection drops 35,195 observations, leaving us with a sample size of 227,791 observations which we call ‘Our Sample.’ Table 5 shows some comparisons between the ‘Entire MEPS’ and ‘Our Sample.’ The main difference is that in ‘Our Sample’ average health spending is lower and average

---

37 Information on over the counter medicines is not included in the MEPS definition of expenditures.

38 Uncompensated care–since is not linked to any payer–is not included as an expenditure in MEPS-HC. Hence an ER visit that is unpaid will be registered as a zero in the data (this is not the case if the visit is paid, for example by MEDICAID). Second, ER visits will also be listed as generating zero expenditures if the patient is subsequently admitted in the hospital.
total income is higher. This is expected since: first, we have excluded some extreme health spending observations; second, we have excluded some low income observations (mostly unemployed individuals).

<table>
<thead>
<tr>
<th>Table 5: Comparing MEPS with Our Sample.</th>
</tr>
</thead>
</table>

Next we look at the fraction of insured individuals or fraction with zero health spendings the sample are very similar. However, as we see in columns 4 to 6, the omitted observations are very different for both samples. We next look at mean and median health spending by age in the ‘Entire MEPS’ and ‘Our Sample.’ As we see in Figures 14(a) and 14(b) in ‘Our Sample’ both mean and median is lower for all ages. Also, median health spending is significantly lower than mean spending in both samples, pointing to a very skewed distribution of spending across individuals.

The most significant difference between ‘Entire MEPS’ sample and ‘Our Sample’ is the relationship between income and health spending. Figures 15(a) and 15(b) show mean and median health spending for top and bottom income quartiles over age. As we see in Our
Sample for individuals younger than 65, mean spending in the top income quartile is higher than that in the bottom income quartile. However, if we look at mean spending in the top and bottom income quartiles in the ‘Entire MEPS’ sample, we see the opposite relationship. However, when looking at medians, spending in the top income quartile is higher than that in the bottom income quartile in both samples (however, the difference is larger in ‘Our Sample’). Figures 16(a) and 16(b) illustrate these facts in terms of the ratio of mean/median spending of the top income quartile relative to that of the bottom income quartile.

(a) Average health spending by age and income.  
(b) Median health spending by age and income.

**Figure 15:** MEPS Data: Comparison Between Entire MEPS Sample and Our Selected Sample.
As discussed in the main text, we argue that this pattern in the ‘Entire MEPS’ sample is due to the effect of income endogeneity: some individuals lose income due to health conditions. Since the panel structure in MEPS is short, we are not able to directly assess the loss of income for an individual for a given health shock. However, we can get a sense of the amount of income lost with two measures: by looking at days lost from work for medical reasons, and by looking at the average years of schooling as a proxy for potential income. We begin by looking at the number of days lost from work due to medical reasons. We look at individuals between the ages of 45 to 50. Individuals removed from our sample for medical reasons (as described above) on average lose 24.7 days of work (this number increases to 56.7 days of work if we condition on at least one day lost for medical reasons). In comparison, individuals in our sample lose an average of 3.3 days of work (up to 10.5 conditioning on at least one day of work lost). It is clear, in this case, the potential loss of income that might be accrued due to health. We next look at schooling. We look at average years of schooling for individuals in our sample and individuals we have removed from the sample for medical reasons. We look at ages 30 to 65 and focus on the lowest income quartile. We convert the recorded highest degree information encoded in the MEPS into years of schooling. We find that individuals in our sample on average have 10.40 (0.015) years of schooling (standard errors in parenthesis). At the same time, individuals out of our sample have 10.77 (.11) years of schooling. This points to the fact that individuals from the lowest income quartile, that have catastrophic expenditures, based on their schooling might otherwise have earned a higher level of income.

Finally we look at how sources of financing change between ‘Our Sample’ and ‘Entire MEPS’ sample. Figures 15(a) and 15(b) shows the average spending by source of funding. The main difference between samples is the reduction in the amount of funding received from Medicare and Medicaid for individuals younger than 65. These amounts are, however, small.
overall. The pattern of spending in both samples is identical otherwise.

**MEPS vs. NIPA**

We now look at the relationship between the MEPS data set and aggregate U.S. data. Our objective is to compare the total level of health expenditures between the two sources. Our aggregate analogue is Personal Consumption Expenditure of Health Care from NIPA tables. This data is taken from Table 2.4.5u line 168 (deflated to 2005 dollars using its own deflator provided in table 2.4.4u.) summed with line 27 in Table 3.15.5 (deflated with the deflator in 3.15.4).

MEPS data is not designed to be directly comparable with aggregate measures. The expenditures of nursing homes are not included in MEPS (but they are included in NIPA). Also, expenditures on prescription drugs are included in MEPS but they are not included in Personal Consumption Expenditure of Health Care in NIPA (line 168 in Table 2.4.5u).

To alleviate these discrepancies we make the following adjustment to data in NIPA. First, we subtract expenditures on nursing homes (line 183 in NIPA Table 2.4.5u). Second, we add expenditures on prescription drugs (line 121 in NIPA Table 2.4.5u). Figure 18 shows the aggregate health expenditures as a share of GDP. The dotted line is calculated using the ‘adjusted’ aggregate health spending in NIPA. The solid line is calculated using the MEPS data. The main observation is that MEPS data systematically underestimates the aggregate health spending relative to aggregate data in NIPA. However there is no trend in the discrepancy. So the MEPS captures the trend in aggregate in health expenditures.39

---

39 For an additional analysis of this discrepancy refer to Selden, Levit, Cohen, Zuvekas, Moeller, McKusick, and Arnett (2001) and Hartman, Kornfeld, and Catlin (2010). Key differences between MEPS and NHEA are: nursing homes; long term care (greater than 45 days); non-community, non-Federal Hospitals and
Figure 18: Fraction of GDP due to health expenditures as reported by MEPS.

<table>
<thead>
<tr>
<th>Year</th>
<th>Health/GDP %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>2</td>
</tr>
<tr>
<td>2000</td>
<td>4</td>
</tr>
<tr>
<td>2005</td>
<td>6</td>
</tr>
<tr>
<td>2009</td>
<td>8</td>
</tr>
</tbody>
</table>

MEPS vs. CEX

As a final comparison for the MEPS we look at another source that reports comparable health expenditure measures. The consumer expenditure survey (CEX) reports out of pocket expenditures incurred by households. Out of pocket expenditures do not include health insurance premiums (see also Duetsch (2008)). In Table 6 we compare the MEPS and the CEX. Data is aggregated at the dwelling unit level (we use the provided family weights for MEPS). In Figure 17(a), we show the average amount of health expenditures financed by major source of funding. This figure makes clear how valuable the data in MEPS is. For example, only looking at out of pocket expenditure on health (which would have been the case if the main data source were to be the Consumption Expenditure Survey) would provide an incomplete picture of total health expenditures for an individual. This picture also highlights how significant Medicare becomes later in life as individuals become eligible.

<table>
<thead>
<tr>
<th>Description</th>
<th>MEPS (55-64)</th>
<th>MEPS (65-74)</th>
<th>CEX (55-64)</th>
<th>CEX (65-74)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Income before taxes</td>
<td>$65,245</td>
<td>$51,640</td>
<td>$64,156</td>
<td>$45,202</td>
</tr>
<tr>
<td>Age of reference person</td>
<td>59.1</td>
<td>69.3</td>
<td>59.3</td>
<td>69.1</td>
</tr>
<tr>
<td>Persons in reporting unit</td>
<td>2.04</td>
<td>1.82</td>
<td>2.1</td>
<td>1.9</td>
</tr>
<tr>
<td>Out of pocket</td>
<td>$1,995.5</td>
<td>$2,324.9</td>
<td>$1,825.64</td>
<td>$1,823.64</td>
</tr>
<tr>
<td>Out of pocket on drugs</td>
<td>$875.9</td>
<td>$1,288.5</td>
<td>$712.73</td>
<td>$956.26</td>
</tr>
</tbody>
</table>

Table 6: Comparison MEPS - CEX. Year 2005.


Alternative care; government spending on health care not administered in hospitals (schools); expenditures for institutionalized population; expenditures of active duty military personnel and long term care in VA hospitals; foreign visitors to the United States.
D Health Expenditures and Income: Other Measures

In this section we look at additional measures of the relationship between health expenditures and productivity. We begin by looking at medians. In the main text, we restrict attention to average health expenditures by age and by income type. However, in the data we observe that the distribution of health expenditure is highly skewed. This is due to two features: first a large fraction of the population reports no expenditures on health. The second is that there is a very small number of observations with very high expenditures. Given the highly skewed distribution of health expenditures we now look at the median of health expenditures at a given age for a given income group. We begin showing medians for the top and bottom quartiles in both model allocations and in the data. Note that in our benchmark model environment there are only slight differences between means and medians. In the data, however, median expenditure levels are significantly lower than model quantities particularly at higher ages. This is shown in Figure 19(a).

![Graphs showing median spending by income and ratio of median health spending of top to bottom income quartile.](image)

Figure 19: Median Health Expenditures: Ex ante Efficient and MEPS Data.

We also observe that there is more inequality in the data when measured as the ratio of medians. This is shown in Figure 19(b) where the ratio for the data is around 2 at lower ages. Thus, by this measure, the ‘excess’ inequality in the data (over the ex ante efficient allocation) is significantly higher. We conjecture that this higher degree of inequality will diminish once we consider an environment where it might be efficient to allocate no health expenditures to individuals as we observe in data.

To determine the relationship between income \(y\) and health expenditures \(h\) in the body of the paper we use averages of health expenditures within income subgroups. This procedure has the advantage of being robust to classical measurement error and requires
little structure to be imposed on the relationship between $h$ and $y$. The downside of this procedure is that it forces us to look at a very specific aggregate measure of inequality. We now proceed in a different way assuming additional structure on $h$ and maintaining all of our observations. A natural starting point is to assume that $h$ is a log-linear function as follows:

$$\log h_i = \beta_0 + \alpha \log y_i + \beta_1 \log \text{age}_i + \frac{\beta_2 \log \text{age}_i^2}{100} + \beta_3 \log h_{i}^{\text{rth}} + \varepsilon_i.$$  \hspace{1cm} (17)

where $h_i$ are health expenditures for individual $i$, $y_i$ is income of individual $i$ and $h_{i}^{\text{rth}}$ is the annualized level of self reported health and $\varepsilon_i$ is classical measurement error. In addition to alleviate the left censoring due to 0 health expenditures lower bound, following Albouy, Davezies, and Debrand (2009) we also look at a two stage Tobit model:

$$h_{i}^{\text{data}} = \max\{0, h_i\}; \hspace{0.5cm} h_i = \alpha y_i + \beta X_i + \varepsilon_i.$$  \hspace{1cm} (18)

where $h_{i}^{\text{data}}$ are actual health expenditures observed in the data, $h$ is a latent variable that depends linearly on the covariates and $X_i$ is a vector of observable characteristics. In Table 7, we report our estimates.

<table>
<thead>
<tr>
<th>Estimation Type</th>
<th>$\alpha$</th>
<th>Proxy for Productivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robust Regression</td>
<td>0.209 (.005)</td>
<td>Income</td>
</tr>
<tr>
<td>Tobit</td>
<td>0.189 (.0002)</td>
<td>Income</td>
</tr>
</tbody>
</table>

**Table 7:** Estimation results from equation (17) and (18) on the entire MEPS sample.

For each of the estimates the relationship between productivity and health expenditures

---

40A log-linear specification minimizes difficulties in estimation due to the large number of individuals reporting zero health expenditures and due to the highly skewed distribution of health expenditures.
is positive. This results strengthens the argument in favor of filtering the data as described in the body of the paper. Since only by doing so do we recover a positive relationship between productivity and health expenditures. Summarizing the estimates in Table 7, we observe that a 1% increase in productivity $a$ is associated with approximately a 0.2% increase in spending on health. In Figure 20, we display the regression coefficients from estimating equation (17) for each age group. Both data and model coefficients are displayed. Comparing estimates from the ex ante efficient allocation and the Entire MEPS sample we reach a similar conclusion as in the body of the paper: in the data there is excess sensitivity of health expenditures relative to income than what we observe in the ex ante efficient allocation. However, this excess sensitivity is not large (especially compared to the same estimates for the Laissez Faire allocation which are substantially larger, these estimates are not shown in the figure) and is the largest in pre-retirement ages.