


Outlines of Answers to Questions on 1995 85/711-411 Examination








Question IA.





(1).  Training regime:


	About four hours a day, or perhaps a little more.


	For multiplication:  find a strategy that minimizes STM needs


		(probably left-to-right)


		Practice multiplication table up to 12x12 or even 100x100


		Practice six-digit multiplication


	For square roots


		Learn square roots up to fairly large numbers


		Look for strategy from approximate to exact square roots


		Practice square-root extracting strategy


	For digit sequences


		Memorize a retrieval structure: tree with branching factor 3


		Build up a semantic memory of interpretations of 3-digit


		sequences


		Pratice learning sequences using retrieval structure


		associated with semantic memory elements.





(2).  Explanation.  avoiding STM capacity limit.


		use of fast LTM storage through retrieval structures


		use of LTM pre-storage (slotted structures, arithmetic tables)





Question IB.





Experiments:  compare capacities (at 1-second or 2-second presentation)			 


with 1-syllable, 2-syllable, 3-syllable words.  


	Compare words with common phrases.  In these


		experiments count numbers of syllables and time for rehearsal


		per syllable; numbers of chunks.


To get better evidence of "what is a chunk", familiarize pronounceable 


		nonsense syllables up to a high level.


	Compare capacities in a foreign language known to subjects, using


		very common familiar words.  Time and count chunks.


	Teach subjects to only rehearse first word of common phrases (e.g.,


		"Lincoln" of "Lincoln's Gettysburg Address,"  Then test if this


		increases LTM capacity.





�
Question IIA





(1) training sequence: present letters with response and feedback,


	randomizing order of presentation.





(2) EPAM net with tests distinguishing letter features.





(3) number of tests = log [to what base?] of number of items to be  distinguished.  


Chinese characters can be decomposed into components, 


which can be recognized by features. (doesn't affect size.)  


Answers might be 50 msec for English letter,


	120 msec for Chinese character





	[subject may add that Chinese character = approx.  2 -3 English letters in


	content. ]





Question IIB





(1)  Pick a number with which you are familiar, but that others don't


	know.  (i.e., month, day, and last two digits of year of mother's birth).   


Or learn a number redundantly so that, if lost, you can


		reconstruct it from other numbers: e.g., 588219, 033764, 811542.





(2)  Size of problem space 10**6 vs. 10*10.
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Question IVA





The proposed program will have to be able to learn  schemas for levers


	masses, etcetera.  It will also have to learn a general scheme for


	converting sets of facts about forces applied to such schemas into


	equations, and it will have to learn of process for solving equations.  		


It can do this if it can read simple English


	prose in a textbook describing such schemas.  You need a parser


	(like UNDERSTAND) and a program that will convert descriptions


	into schemas.  [An example would be good:  "A lever is a bar at


	various points of which normal forces are applied.  It may have


	fixed points.  The effect of each of these depends on the force


	applied and its location along the length of the lever." etc.]  The


	system could be simpler if it were supplied with labeled diagrams


	instead of just English prose.


Probably an effective method for learning to form and solve equations


	would employ worked-out examples it could examine.





Question IVB





UNDERSTAND would create a problem representation from the problem


	instructions.  A most obvious representation would have a schema


	for the checkerboard and operations for placing checkers on it.  To


	solve the problem, the domino schema would have to note that each


	domino covers a square of each color.  The board schema would have


	to note the number of squares of each color.  There is nothing in the


	problem statement that would suggest representing the problem in


	terms of these attributes, or abstracting away the board geometry,





	(Another way of thinking of this is that only local properties of the


	geometry (the relation of one domino to two squares) are relevant.


	The system would have to ignore more global properties and fix on


	these.  





UNDERSTAND might come to notice the relevant properties and to


	reconstruct its representation if it paid intention to invariants, but


	it still has to discover the local property (each domino covers a 		


square of each color).  UNDERSTAND, as presently constituted, would


	not get far with this problem.
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Question VIA





(1)  For interesting novelty  the program would have to have a criterion of


	interest, and would have to be familiar with what had already been


	accomplished.  To achieve interesting novelty, the program would 		


have to have a set of synthesis techniques that would conduct a


	heuristic space of possibilities and to know when it could stop.


	In conducting the search, it would have to be able to notice features


	of the developing object that contribute positively or negatively to


	the goal.  [Illustrate these elements for the art chosen]





(2)  The order of simplicity would be music, painting, writing.  Music calls


	for the least real-world knowledge, and there is a good deal of


	existing formal theory about he structure of music.  Painting could


	focus on non-representational art.  The system would need to know


	about the principles of organizing lines and figures on a plane, and 


	what makes an arrangement interesting.  For writing, the system


	would have to be competent in a natural language and to know a 		


great deal about some aspect of the human world, and the way that


	people relate to each other.





Question VIB





Similarity of BACON's and human creativity:


	They both produce interesting novelty


	they do this by heuristic search through a space of possibilities


	(In BACON's case, searching through a space of functions


			that might fit a set of data)


	the search is highly selective, using feedback from each attempt


		to design the next.


	new concepts may be introduced to increase parsimony of law





Differences between BACON and human


	BACON does only one kind of science:  data-driven


	BACON does not make use of semantic knowledge about domain


		(Human scientists may or may not use such knowledge --


			but only if it is available)


	BACON does not learn new representations or heuristics


		People may sometimes do that, but rather infrequently
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